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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

ISMA’97: International Symposium on Musical
Acoustics

An international symposium on musical acoustics~ISMA’97! took
place at The University of Edinburgh, Edinburgh, Scotland, 19–22 August
1997. The symposium, which included a joint session on the History of
Musical Acoustics with the Galpin Society Colloquium on Historical Musi-
cal Instrument Acoustics and Technology, was held during the famous Ed-
inburgh Festival, to the delight of attendees. Over 100 invited and contrib-
uted papers were presented, covering all areas of musical acoustics. D.
Murray Campbell, Department of Physics and Astronomy, chaired
ISMA’97, while Arnold Myers, Faculty of Music, organized the Colloquium
on Historical Musical Instruments.

In addition to the technical program, participants were treated to a rich
menu of concerts and social events, including a recital on historical key-
board instruments in the Russell Collection, a ‘‘Ceilidh’’~informal concert!
by the participants~see Fig. 1!, a concert of electronic music, a concert of
music for the New Violin Octet, and a memorable banquet at the country
manor home of the Earl and Countess of Wymess with Renaissance music
on period instruments.

Edinburgh is an exciting place to be at Festival time. In addition to
many impromptu street performances, most of the ISMA’97 attendees took
in the Military Tatoo ~with over 150 bagpipes as well as several military
bands!! as well as a rich menu of orchestral and organ concerts, not to
mention the numerous events in the ‘‘Edinburgh fringe.’’

THOMAS D. ROSSING
Physics Department
Northern Illinois University
DeKalb, Illinois 60115

EUROMECH announces 1998 and 1999
meetings

The Council of the European Mechanics Society~EUROMECH! has
released the list of EUROMECH Colloquia and Conferences which will take
place in 1998 and 1999. The number of Colloquium participants is limited
and those interested in attending, by invitation only, should contact the local
organizer. The list of colloquia which might be of interest to acousticians
follows.

1998:
Modeling and control of adaptive mechanical structures, 11–13 March,

Magdeburg, Germany. ulrich.gabbert@mb.uni-magdeburg.de
Surface slicks and remote sensing of air–sea interactions, 6–8 April,

Warwick, UK. nhtfred@aol.com
Nonlocal aspects in solid mechanics, 20–22 April, Mulhouse, France.

jf.ganghoffer@univ-mulhouse.fr
Recent computational developments in steady and unsteady naval hy-

drodynamics, 27–29 April, Poitiers, France. guillbaud@univ-poitiers.fr
Waves in two-phase flows, 27–30 April, Istanbul, Turkey.

gokcol@sariyer.cc.itu.edu.tr
Stability and control of shear flows with strong temperature or density

gradients, 20–22 May, Prague, Czech Republic. marsik@bivoj.it.cas.cz
Aerodynamics and aeroacoustics of tracked high-speed ground trans-

portation , 8–10 June, Go¨ttingen, Germany. g.e.a.meier@dlr.de
Fatigue life in the gigacycle regime, 29 June–3 July, Paris, France.

bathias@cnam.fr
Steady and unsteady separated flows, 6–9 July, Manchester, UK.

euro384@ma.man.ac.uk
Continuation methods in fluid dynamics, 6–9 September, Aussois,

France. henry@mecaflu.ec-lyon.fr
Inelastic analysis of structures under variable loads: theory and engi-

neering applications, 8–11 September, Aachen, Germany.
weichert@uranus.iam.rwth-aachen.de

Laminar-turbulent transition mechanisms and prediction, 14–17 Sep-
tember, Go¨ttingen, Germany. uwe.dallmann@dlr.de

Dynamics and vibro-impact systems, 15–18 September, Loughborough,
UK. v.i.babitsky@lboro.ac.uk

1999:
Physiological flows and flow-structure interactions, April, Graz, Austria.

perktold@fmatdds01.tu-graz.ac.at
Instability, bifurcation and localization in fracture of materials , 10–12

May, Paris, France. gilles.rousselier@der.edfgdf.fr
Wind tunnel modeling of dispersion in environmental flows, 13–15 Sep-

tember, Prague, Czech Republic. janour@bivoj.it.cas.cz

The EUROMECH Conferences are open to all those interested, with
attendance of about 150 to 600. The three conferences scheduled for 1998
are:
2nd EUROMECH Mechanics of Materials Conference, 23–26 February,

Magdeburg, Germany. mecamat@mb.uni-magdeburg.de
7th EUROMECH Turbulence Conference, 30 June–3 July, St.-Jean Cap

Ferrat, France. http://www.obs-nice.fr/etc7
3rd EUROMECH Mechanics of Materials Conference, November/

December, UK. e.busso@ic.ac.uk

The current President of EUROMECH is David G. Crighton, FRS and
Fellow of this Society; The Secretary-General is Bengt Lundberg of Uppsala
University, Sweden. Additional information is available from the Secretary-
General, bengt.lundberg@teknikum.uu.se or via Fax146 18 183 122.

International Meetings Calendar
Below are announcements of meetings to be held abroad. Entries pre-

ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journal which contain full calendar listings or meeting announcements.

December 1997
9–11 *29th Annual Scientific Meeting—British Medical

Ultrasound Society, Bornemouth, UK. ~Secretary,
BMUS, 36 Portland Place, London W1N 3DG, UK;
Fax: 144 171 323 2175!

16–17 Underwater Acoustics Conference, Loughborough.
10/97

15–18 5th International Congress on Sound and Vibration,
Adelaide.10/96

FIG. 1. Informal music at the Ceilidh. Murray Campbell is at the left.
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February 1998
2–6 Ultrasonic Technological Processes—98, Moscow.

6/97

March 1998
4–5 4th Annual Conference of the Society of Acoustics of

Singapore, Singapore.10/97
23–27 DAGA 98 ~German Acoustical Society Meeting!,

Zürich. 8/96
31–2 Acoustics 98, Cranfield University, UK.10/97

April 1998
27–30 *Waves in Two-phase Flows~EUROMECH Collo-

quium!, Istanbul, Turkey.~C. Delale, Mechanical Engi-
neering Department, Istanbul University, Avcilar Kam-
pusu, 34850 Avcilar, Istanbul, Turkey; e-mail:
gokcol@sariyer.cc.itu.edu.tr!

May 1998
10–14 6th Meeting of the European Society of Sonochem-

istry , Rostock-Warnemu¨nde.10/97
18–22 7th Spring School on Acoustooptics and Applica-

tions, Gdańsk. 8/97
25–27 Noise and Planning 98, Naples.2/97

June 1998
8–10 EAA/EEAA Symposium ‘‘Transport Noise and Vi-

bration ,’’ Tallinn. 10/96
9–12 8th International Conference on Hand-Arm Vibra-

tion, Umea.6/97
20–28 Joint Meeting of the 16th International Congress on

Acoustics and 135th Meeting of the Acoustical Soci-
ety of America, Seattle.6/97

July 1998
1–12 *NATO ASI ‘‘Computational Hearing ,’’ Il Ciocco

~Tuscany!, Italy. ~S. Greenberg, International Computer

Science Institute, 1947 Center St., Berkeley, CA
94704, USA; Fax: 11 510 643 7684;
e-mail: comhear@icsi.berkeley.edu; Web:
www.icsi.berkeley.edu/real/comhear98!

September 1998
7–9 Nordic Acoustical Meeting 98, Stockholm.10/97
14–16 Biot Conference on Poromechanics, Louvain-la-

Neuve.10/97
14–16 ACUSTICA 98, Lisbon.10/97
14–18 35th International Conference on Ultrasonics and

Acoustic Emission, Chateau of Trˇešt’. 10/97

November 1998
16–18 Inter-Noise 98, Christchurch.4/96
20 Recreational Noise, Queenstown.10/97
23–27 ICBEN 98: Biological Effects of Noise, Sydney.12/96
30–4 5th International Conference on Spoken Language

Processing, Sydney.6/97

March 1999
15–19 Joint Meeting of DAGA, EAA Forum Acusticum,

and 137th Meeting of the Acoustical Society of
America, Berlin. 6/97

June 1999
28–30 1st International Congress of the East European

Acoustical Association, St. Petersburg.10/97

July 1999
4–9 10th British Academic Conference in Otolaryngol-

ogy, London.10/97

September 1999
1–4 15th International Symposium on Nonlinear Acous-

tics „ISNA-15…, Göttingen.10/97
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OBITUARIES
This section of the Journal publishes obituaries concerning the death of Fellows of the Society and
other acousticians eminent in the world of acoustics. When notified, the Editor-in-Chief solicits a
summary of the person’s life and contributions from an ASA member thoroughly familiar with the
details, if possible. If a promised obituary is never received, a brief obituary notice may be published
later.

George J. Thiessen • 1913–1997

George J. Thiessen, a Fellow Emeritus of the Acoustical Society, died
suddenly at his home on 17 January 1997. He became a member of the
Society in 1953 and a Fellow in 1963.

George Thiessen was born in May 1913 in the Ukraine, the ninth of
twelve children. His father was a minister of the Mennonite Church. The
family had recently moved from Germany to escape turmoil in Central
Europe, but between 1916 and 1923 they survived the devastation of six
armies fighting across their land. George’s father eventually arranged for
many people, including his whole family, to leave. By great good fortune
the parents and eleven surviving children were able to come together to
Canada, settling in Saskatchewan where they again survived, this time the
‘‘dust bowl’’ era of the 1930s. These childhood experiences shaped
George’s character as a man who was hardworking and self-reliant, and of
great integrity and humility.

George obtained a B.Sc. from the University of Saskatchewan in 1935
and a M.Sc. in 1937. He obtained a Ph.D. in nuclear physics under Enrico
Fermi from Columbia University in New York in early 1941. Canada was
already into World War II, and George felt that duty required him to return
to the war effort at the National Research Council in Ottawa. At that time
Great Britain was the only unoccupied country in Western Europe still op-
posing Nazi Germany, and Canada was its main source of overseas supplies.
Since German U-boats were a major threat, the Physics Division at NRC
was almost totally devoted to sonar, acoustic mines, and torpedoes. At its
peak, the Acoustics Section numbered between 40 and 50 people. After the
war NRC returned to a peacetime, more balanced, scientific effort. Soon the
Acoustics Section shrank to only four people with George as the only sci-
entist, working with three technicians.

George’s self-reliance, ingenuity with mechanical devices, and frugal-
ity enabled the acoustics group to survive, strengthen, and gradually grow.
During the next few years numerous young postdoctoral scientists from half
a dozen foreign countries each worked for a year in the acoustics laboratory.

George was like a father figure to the mostly young bachelors, and often
invited them to his home at Christmas and other occasions. Edgar Shaw
joined the section in 1950. Tony Embleton arrived in 1952. Joe Piercy
joined about 1955. All three stayed for their whole professional careers.
There was steady sustainable growth over many years at the rate of one
person every three or four years, which served us well. In good economic
times the Acoustics Section at NRC never grew as fast as some others, but
in difficult times it never shrank. George was trusted by management, and
his section always provided good return. The Acoustics Section chose to do
most of its basic science on topics that could clearly be applied for the social
or economic benefit of society. Thus we developed liquid-filled ear defend-
ers, now used worldwide to protect people’s hearing, and redesigned major
noisemaking parts of paper-making and nail-making machinery so that they
were quieter. Much later, the efforts at George’s laboratory helped a fledg-
ling loudspeaker industry in Canada improve its products and become a
major global player.

George served the Acoustical Society of America with distinction.
Among other activities, he arranged the technical program for the first So-
ciety meeting held outside the United States—in Ottawa in 1959. Bringing
that meeting to Ottawa was due in part to the stature that his laboratory had
then earned. In 1959 George was elected a Fellow of the Royal Society of
Canada, Canada’s most prestigious academic society covering all disci-
plines. He was its Treasurer from 1968 to 1973.

George Thiessen’s total integrity, honesty, and humility, as well as his
work ethic, have influenced a great number of professional colleagues that
have followed him. I consider myself immensely privileged to have been
among these people. For me and my family, George was a superb mentor
and friend.

TONY F. W. EMBLETON

3242 3242J. Acoust. Soc. Am. 102 (6), December 1997 0001-4966/97/102(6)/3242/1/$10.00 © 1997 Acoustical Society of America



REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception Incorporated, Box 39536, Los Angeles, California 90039
MAHLON D. BURKHARD, 31 Cloverdale Heights, Charles Town, West Virginia 25414
RONALD B. COLEMAN, BBN Acoustic Technologies, 70 Fawcett Street, Cambridge, Massachusetts 02138
HARVEY H. HUBBARD, 325 Charleston Way, Newport News, Virginia 23606
SAMUEL F. LYBARGER, 101 Oakwood Road, McMurray, Pennsylvania 15317
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ERIC E. UNGAR, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, University of Rochester Medical Center, 601 Elmwood Avenue, Rochester, New York 14642

5,591,945

43.20.Fn ACOUSTIC TOUCH POSITION SENSOR
USING HIGHER ORDER HORIZONTALLY
POLARIZED SHEAR WAVE PROPAGATION

Joel Kent, assignor to Elo TouchSystems, Incorporated
7 January 1997„Class 178/19…; filed 19 April 1995

An interesting example of applied acoustics is the video touch screen.
Acoustic touch sensors typically employ arrays of transmitters and receivers
along their edges. Waves traveling through the substrate are perturbed by an
object touching the panel, and the location of the object can then be calcu-
lated by analyzing the receiver signals. The patent provides a good review
and describes a design that is said to provide improved operation, along with
easier fabrication.—GLA

5,647,216

43.35.Ud HIGH-POWER THERMOACOUSTIC
REFRIGERATOR

Steven L. Garrett, assignor to the United States of America
15 July 1997„Class 62/6…; filed 31 July 1995

This thermoacoustic refrigerator uses two loudspeakers10 connected
electrically to drive cones100 180° out of phase to sustain a half-
wavelength standing wave within gas mixture120 in resonator80. The
resonator contains hot-side reducers20, hot-side heat exchangers30, stacks

40, cold-side heat exchangers50, and cold-side reducers60. An alternative
design uses a single loudspeaker with a double-acting piston to produce

resonant excitation of the gas within a resonator tube having a looped shape
to provide a more compact unit.—DWM

5,636,179

43.35.Zc SONIC SPECTROMETER AND
TREATMENT SYSTEM

Bogdan J. Slomka, assignor to Iowa State University Research
Foundation

3 June 1997„Class 367/95…; filed 9 February 1996

This system for sonic treatment of various objects first generates a
wide range of sound frequencies for radiation, then analyzes sound reflected
from the object for detection of resonance frequencies, and finally radiates

toward the object a spectrum of sound concentrated at the detected frequen-
cies of resonance.—DWM

5,586,195

43.38.Ja BODY-ACOUSTIC DEVICE

Hitomi Ishigaki and Masako Tamura, assignors to Capcom
Company

17 December 1996„Class 381/188…; filed in Japan 18 November
1992

A loudspeaker is mounted on a flexible diaphragm that divides a drum-
shaped enclosure into two chambers. The diaphragm is also provided with a
small port opening. ‘‘As a result, sufficient and clear body-felt sound, espe-
cially heavy bass sound, can be obtained through vibration of the housing
outer walls.’’—GLA
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5,590,212

43.38.Ja DIAPHRAGM FOR A CAPACITANCE TYPE
LOUDSPEAKER

Masaru Uryu et al., assignors to Sony Corporation
31 December 1996„Class 381/191…; filed in Japan 30 July 1993

An improved diaphragm for electrostatic loudspeakers is described
which has optimum surface resistivity and is relatively unaffected by hu-
midity. A stable, high polymer conductive layer is formed on a high mo-
lecular film base using straightforward production techniques.—GLA

5,594,805

43.38.Ja LOUDSPEAKER

Yoshio Sakamotoet al., assignors to Kabushiki Kaisha Kenwood
14 January 1997„Class 381/199…; filed in Japan 31 March 1992

A lightweight ‘‘gapless’’ electrodynamic loudspeaker uses special
voice coil wire having a conductive core clad with magnetic material, or
vice versa. The patent document includes many helpful diagrams.—GLA

5,606,626

43.38.Ja SPEAKER SYSTEM WITH AN ANION
GENERATOR AND TELEVISION USING
THE SPEAKER SYSTEM

Chan H. Kim et al., assignors to Goldstar Company
25 February 1997„Class 381/159…; filed in Republic of Korea 21

December 1993

Ionized air generators supposedly promote health and suppress odors.
In a television loudspeaker enclosure, there is plenty of room for anion
generator5A and its power supply8. Moreover, ionized air2B is distributed

throughout the viewing area by the action of vent3. With a little more
research they may rediscover the corona wind loudspeaker and simply use
the audio signal to modulate the anion generator.—GLA

5,608,810

43.38.Ja LOUDSPEAKER STRUCTURE

David Hall, assignor to Velodyne Acoustics, Incorporated
4 March 1997 „Class 381/193…; filed 29 February 1996

The claims of this short patent do not allow one to get a grip on what
is supposedly being described. The illustrations are much easier to under-
stand. Loudspeaker cone16 is shaped like a wok. A conventional voice coil

assembly62 and58 is attached to the cone and centered by a conventional
spider~not shown!. Voila!—a loudspeaker structure said to greatly reduce
distortion.—GLA

5,629,503

43.38.Ja VIBRATION DAMPING DEVICE

Leonard Thomasen, assignor to Tekna Sonic, Incorporated
13 May 1997„Class 181/199…; filed 8 February 1994

Stagger-tuned, frictional-loss damping plates42 are attached to one or
more panels of loudspeaker box41. This seemed to be more gimmick than

substance, but reviews of the commercial version report that it is practical
and effective in minimizing panel resonance.—GLA

5,483,197

43.38.Lc POWER AMPLIFIER CIRCUIT FOR AUDIO
SIGNAL AND AUDIO DEVICE USING THE
SAME

Kei Nishioka et al., assignors to Rohm Company
9 January 1996„Class 330/273…; filed in Japan 28 September 1993

This power amplifier is intended for use in battery-operated devices
such as cassette tape players. A loudspeaker is connected across two pairs of
output transistors in a bridge configuration. In this case, however, pulse
width modulation is used for maximum efficiency. Circuitry and operation
are clearly described in the patent.—GLA

5,543,753

43.38.Lc AUDIO FREQUENCY POWER AMPLIFIERS
WITH ACTIVELY DAMPED FILTER

Robert C. Williamson, assignor to Carver Corporation
6 August 1996„Class 330/297…; filed 22 June 1994

Audio power amplifiers employing tracking power supplies offer sig-
nificant advantages in terms of cost and operating efficiency. In practice, it
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is difficult to accurately track the signal being amplified, especially at high
frequencies. This patent describes a fairly elaborate circuit employing for-
ward compensation plus an actively damped current feedback loop. ‘‘The
resulting inverter generates an output voltage that tracks an input voltage
thereof with improved frequency response within the frequency range of
interest.’’—GLA

5,592,559

43.38.Lc SPEAKER DRIVING CIRCUIT

Ryutaro Takahashi and Toru Hayase, assignors to Sharp
Kabushiki Kaisha

7 January 1997„Class 381/111…; filed in Japan 2 August 1991

Why bother with D/A converters and power amplifiers? Why worry
about negative feedback and stability? Simply send your digital audio signal
through a delta–sigma converter and switch the power supply voltage di-
rectly to a loudspeaker voice coil.—GLA

5,596,395

43.38.Lc METHOD AND APPARATUS FOR
DRIVING A SELF-RESONANT ACOUSTIC
TRANSDUCER

Emery L. Bess and Harry S. Erskine, assignors to Preco,
Incorporated

21 January 1997„Class 340/384.7…; filed 23 May 1995

For some kind of warning signal, say, an auto alarm, one might use an
underdamped moving-coil loudspeaker driven at its resonance frequency.
An easy way to accomplish this is to use voice coil impedance as the tuning
element of a simple oscillator circuit. The circuit is a somewhat more com-
plicated variation that drives the loudspeaker with a series of pulses. The
timing of the pulses is controlled by back EMF generated by the voice
coil.—GLA

5,544,228

43.38.Md METHOD AND APPARATUS FOR
TRANSMISSION OF FULL FREQUENCY DIGITAL
AUDIO

Byron D. Wagner et al., assignors to The Walt Disney Company
6 August 1996„Class 379/67…; filed 27 September 1993

A general method is described which facilitates interactive transmittal
and retrieval of full-range audio signals plus data information over the pub-
lic switched telephone network. The patent is written so broadly that it is
difficult to pin down exactly how the method differs from accepted practice.
However, in 1993, when the patent was filed, its novelty was probably more
evident.—GLA

5,485,514

43.38.Si TELEPHONE INSTRUMENT AND METHOD
FOR ALTERING AUDIBLE CHARACTERISTICS

Michael E. Knappe and Brian R. Shelton, assignors to Northern
Telecom Limited

16 January 1996„Class 379/387…; filed 31 March 1994

‘‘It is an object of the present invention to provide a telephone instru-
ment and method for altering a voice signal received from a telephone line
to simulate a characteristic of spatial presence.’’ Signals received from a
telephone line are directed to left and right channels. ‘‘In each channel, the
signals are processed via a direct path, an early reflection path...and a rever-
berant decay path... . In each channel, the outputs from the three paths are
summed with different weights.’’—MDB

5,632,048

43.38.Si PROTECTOR HEARING HELMET

David Mortell et al., assignors to Protector Development
27 May 1997„Class 2/423…; filed 20 September 1995

A helmet for use by riders of motorcycles or bicycles is described. The
helmet covers the head but has a clear portion in front of the eyes. Ear-
phones in the helmet fit snugly against the ears. Hearing conduits from the
earcups to the outside of the helmet allow the entrance of important sounds
and also provide ventilation.—SFL

5,647,011

43.38.Si HEADPHONE SOUND SYSTEM

Andrew W. Garvis, Longwood, FL
8 July 1997„Class 381/123…; filed 24 March 1995

The object of the patent is to alert a person listening to music from a
portable CD system, for example, that other sounds of importance may be
present. A unit that can be worn on the belt contains a microphone and
electronic circuitry that switches the output of the music source off to allow
the listener to determine the nature of the local direct sounds. The switching
occurs when the level of the direct sounds exceeds an adjustable amount.
Once turned off, the music source must be turned back on by the listener.—
SFL

5,615,380

43.38.Tj INTEGRATED CIRCUIT COMPUTER
SYSTEM HAVING A KEYBOARD INPUT AND A
SOUND OUTPUT

Gilbert P. Hyatt, Las Vegas, NV
25 March 1997„Class 396/800…; filed 9 April 1991

The broad title of this patent about computer systems having a key-
board input and a sound output is probably a good indicator of its scope.
Originally filed in 1977, almost twenty years before issuance, the patented
system provides a dynamic memory with a memory refresh feature synchro-
nized with computer control signals. The system is ‘‘particularly suitable for
operator interaction, integrated circuit data processors, and dynamic memo-
ries.’’ An article concerning application of this system to television games is
the first of 85 referenced publications listed.—DWM

5,594,801

43.38.Vk AMBIENT EXPANSION LOUDSPEAKER
SYSTEM

Charles L. McShane, Mount Prospect, IL
14 January 1997„Class 381/24…; filed 26 May 1994

Prior systems, including the inventor’s two earlier patents, have em-
ployed spaced-apart loudspeakers for each stereophonic channel to widen
the stereo stage and attenuate interaural crosstalk. Here dual-coil loudspeak-
ers do the job. Voice coils16 and 20 are connected conventionally to left
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and right channels. Coils18 and22 respond to the difference signal. Low-
pass filters65 limit the difference signal to frequencies below 800 Hz or so.
Since only two sound sources are involved, the effect essentially duplicates
that of the ‘‘spread’’ control found on some stereo amplifiers.—GLA

5,596,644

43.38.Vk METHOD AND APPARATUS FOR
EFFICIENT PRESENTATION OF HIGH-QUALITY
THREE-DIMENSIONAL AUDIO

Jonathon S. Abel and Scott H. Foster, assignors to Aureal
Semiconductor, Incorporated

21 January 1997„Class 381/17…; filed 27 October 1994

With a little signal processing trickery the listener can be fooled into
thinking that a sound originates from a location well above or outside the
sound stage defined by two loudspeakers. Synthetic acoustic ambience can
be included as well. Really convincing spatial effects are not easy to
achieve, and to some extent must be tailored to the ears of a particular
listener. The popularity of computer games makes this a fertile field for
inventors and patent attorneys. This patent includes a good overview of the
state of the art. It then describes a method for spatializing multiple sources
that can be used for binaural or monaural presentation to one or more
listeners.—GLA

5,615,270

43.38.Vk METHOD AND APPARATUS FOR
DYNAMIC SOUND OPTIMIZATION

Thomas E. Miller et al., assignors to International Jensen,
Incorporated

25 March 1997„Class 381/57…; filed 6 June 1995

To compensate for the masking effect of noise in automobiles one
would like to control not only the gain but also the frequency response of
the audio system. Patents already exist for such ‘‘anti masking’’ systems. In
this case the processing is done in the digital domain using adaptive
filters.—GLA

5,635,643

43.40.Le IDENTIFYING SOURCE OF ACOUSTIC
EMISSIONS IN STRUCTURES USING LAMB WAVES
AND VIBRATION MODES

Arup K. Maji, assignor to The University of New Mexico
3 June 1997„Class 73/587…; filed 15 March 1995

This patent pertains to the global monitoring of a structure in relation
to locating the source of acoustic emissions that may be caused by such
disturbances as the growth of fatigue cracks. The approach delineated in the
patent makes use of two phenomena.~1! In view of the fact that an acoustic
emission pulse activates different modes of Lamb waves, whose modes have
different propagation velocities, the approach determines the distance be-
tween the source of the pulse and a transducer by measuring the differences
between the arrival times of different Lamb wave modes.~2! Since it was
observed during tests of a bridge that acoustic emissions occurred at regular
repetition intervals which are related to the natural frequencies of individual
structural members, the approach seeks to identify the member that is the
source of the observed acoustic emission by measuring the repetition rates
and relating these to known~previously measured! member natural
frequencies.—EEU

5,630,485

43.40.Tm TELESCOPING VIBRATION DAMPER
WITH A TWO DISK BASE VALVE

Hubert Beck, assignor to Fichtel & Sachs AG
20 May 1997 „Class 188/322.14…; filed in Germany 26 February

1994

This patent discloses a damper such as may be used in an automotive
shock absorber. The damper consists of a work cylinder into which there fits
a piston~attached to a piston-rod! that divides the cylinder into two cham-
bers. A jacket tube that surrounds the work cylinder constitutes an equaliza-
tion chamber. A valve, located at the base of the work cylinder, creates a
flow connection between the lower portion of the work cylinder and the
equalization chamber. The essence of this patent is the design of the base
valve, which is constructed of two or more notched disks that can be manu-
factured simply and economically.—EEU

5,636,826

43.40.Tm VIBRATION CONTROL DEVICE

Osamu Nakagakiet al., assignors to Toyoda Gosei Company
10 January 1997„Class 248/562…; filed in Japan 10 March 1994

The device described in this patent is an automotive engine mount or
similar vibration isolator that includes a snubbing device to prevent exces-
sive excursions. The specific designs discussed in the patent are said to
consist of relatively few parts that are easy to assemble and adequately
strong.—EEU

5,637,938

43.40.Tm TUNED DYNAMIC VIBRATION
ABSORBER

Victor M. Vukorpa et al., assignors to Whirlpool Corporation
10 June 1997„Class 310/51…; filed 16 August 1994

In order to reduce the noise and vibration of an electric motor, such as
that in a dishwasher, a dynamic absorber is attached to the motor housing.
The absorber described in this patent consists of a mass at the end of a
cantilever beam that is attached to the motor housing. The absorber is tuned
to suppress torsional vibrations of the motor at about 100 or 120 Hz. Also
included in the patent are low-vibration motors that incorporate this ab-
sorber, and appliances that incorporate such motors.—EEU

5,558,477

43.40.Vn VIBRATION DAMPING SYSTEMS USING
ACTIVE NEGATIVE CAPACITANCE SHUNT
CIRCUIT WITH PIEZOELECTRIC REACTION MASS
ACTUATOR

Douglas R. Browning et al., assignors to Lucent Technologies,
Incorporated

24 September 1996„Class 408/143…; filed 2 December 1994

A method for providing broadband active damping for a boring bar
machine tool using piezoelectric actuator material is presented. The capaci-
tive impedance of the piezoelectric material bonded to the tool is compen-
sated over a broad frequency range by using a negative capacitance shunt
circuit provided by a voltage-controlled voltage source. The resulting elec-
trical load impedance of the actuator and shunt impedance network is com-
pletely resistive, thereby enhancing the mechanical damping. Analog elec-
trical circuitry for the shunt network is discussed which provides not only
the negative capacitance but also the shunt resistance for enhancing the
mechanical damping.—RBC
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5,560,589

43.40.Vn ACTIVE VIBRATION DAMPING
ARRANGEMENT FOR TRANSPORTATION
VEHICLES

Richard Gran et al., assignors to Northrop Grumman
Corporation

1 October 1996„Class 181/206…; filed 12 July 1995

This patent describes a multi-axis active mount device for augmenting
the isolation of the passenger compartment of transport vehicles provided by
passive mounts. The active portion of this mount system is positioned in
parallel ~mechanically! with a passive mount located between the suspen-
sion and passenger compartment. The system is said to provide active damp-
ing, but the prescribed goal is to minimize the response of bi-directional
accelerometers located on the underside of the passenger compartment by
reacting the force against the suspension system components~i.e., enhance
vibration isolation!. The actuators are hydraulic cylinder pistons oriented in
X or Y configurations to reduce both sway and heave motions of the pas-
senger compartment.—RBC

5,490,421

43.40.Yq SEMI-CONDUCTOR ACCELERATION
SENSOR HAVING THIN BEAM SUPPORTED
WEIGHT

Katsumichi Ueyanagi, assignor to Fuji Electric Company
13 February 1996„Class 73/514.33…; filed in Japan 25 March 1992

In the version illustrated, the accelerometer is fabricated by micro
machining silicon semiconductor material. Piezo resistance elements131–

138 are components of a Wheatstone bridge. Mass100 comprises the iner-
tial mass which is supported by beams111–114.—MDB

5,608,693

43.40.Yq NON-LINEAR VIBRATION DEVICE

Jeffrey Richards, Las Vegas, NV
4 March 1997 „Class 368/10…; filed 7 May 1993

The device described in this patent is intended primarily for winding
self-winding mechanical wrist watches when they are not being used. The
device, which simulates some of the motions that a watch would experience
as it is being worn, consists of a platform on which one or more watches can
be placed and which is supported on soft springs. The platform is set into
motion by a motor-driven cam arrangement that is designed so that it alter-
nates between pulling and pushing on the platform, releasing it after each
pull or push so that it can vibrate freely for a short time.—EEU

5,618,995

43.40.Yq VEHICLE VIBRATION SIMULATOR

Norman C. Otto, William J. Pielemeier, and Raymond C. Meier,
Jr., assignors to Ford Motor Company

8 April 1997 „Class 73/669…; filed 5 July 1995

This simulator, which is intended to simulate the exposure of an oc-
cupant to vibration in a motor vehicle, includes separate modules for the
seat, the floor pan, and the steering column, with each module capable of
being vibrated independently of the others.—EEU

5,635,903

43.50.Ed SIMULATED SOUND GENERATOR FOR
ELECTRIC VEHICLES

Makoto Koike et al., assignors to Honda Giken Kogyo Kabushiki
Kaisha

3 June 1997„Class 340/441…; filed in Japan 21 December 1993

Electric automobiles generate considerably less sound than conven-
tional gasoline-powered vehicles. This patent describes a system intended to
make the electric-powered vehicle sound conventional. Sensors2A-D are
responsive to the start, rotor speed, vehicle speed, and accelerator of the

electric automobile. The sensors control simulated sound generators11 for
starting sound,12 for running sound, and13 for adjusting the sound level.
Mixing and controlled amplification produce amplified sound from automo-
bile loudspeakers7 and9.—DWM

5,608,973

43.50.Gf ARRANGEMENT FOR LOWERING THE
NOISE LEVEL OF A COOLING LAYER IN A
PULP DRYER

Bertel Karlstedt and Henrik Pettersson, assignors to Valmet
Corporation, Helsinki, Finland

11 March 1997„Class 34/60…; filed in Finland 29 June 1994

This patent relates to the control of noise during the processes of
cooling and drying wood pulp used in the paper making industry. Baffles
consisting of perforated sheets, backed up by sound-absorbing materials
such as foam, plastic, or mineral wool, are arranged perpendicular to the
flow or inclined in relation to it in order to limit the radiation of noise due to
aerodynamic origin out into the surrounding work areas.—HHH
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5,610,360

43.50.Gf LARGE CALIBER GUN MUFFLER

Raymond P. Kazyaka and Raymond J. Kazyaka, assignors to
Wright Malta Corporation

11 March 1997„Class 89/14.4…; filed 14 March 1995

This patent relates to a muffler for noise control during the test firing
of large caliber artillery weapons. It consists of a large volume pressure
vessel having massive walls and which can be buried in sand. Muzzle blast
gases are contained as well as the blast noise.—HHH

5,613,253

43.50.Gf APPARATUS FOR PREVENTING BED
FRAME SQUEAKING

Jean M. Rose, Mt. Morris, MI
25 March 1997„Class 5/309…; filed 5 April 1996

This patent relates to the control of noise and scratching due to relative
motions between the headboard, footboard, and side rail elements of the
main bed frame. Shims of about 3/16-in. thickness, comprised of a central
plate of aluminum, and outside surfaces of resilient materials such as Neo-
prene, are placed in the bolted joints.—HHH

5,625,172

43.50.Gf ENGINE ENCLOSURE AIR INLET/
DISCHARGE SOUND ATTENUATOR

John R. Blichmann and Brian S. Johnson, assignors to
Caterpillar, Incorporated

29 April 1997 „Class 181/204…; filed 18 April 1995

This patent relates to the noise attenuation of an internal combustion
engine enclosure with minimal pressure loss. Sound absorptive louvers for

high-frequency noise control are placed in series with an array of Helmholtz
resonators tuned to attenuate low-frequency components.—HHH

5,553,514

43.50.Ki ACTIVE TORSIONAL VIBRATION DAMPER

Janusz Walkowc, assignor to Stahl International, Incorporated
10 September 1996„Class 74/574…; filed 6 June 1994

A method for damping resonant torsional vibrations in a member such
as a pulse-driven shaft is described. The semi-active damping system damps
resonant torsional vibrations by imparting periodic torsional impulses in the
opposite direction to the twisting motion. In one version a high-speed
damper flywheel and an eddy current brake are attached to the shaft, with
the ability to apply torsional impulses to the damper flywheel. The eddy
current brake is controlled by a computer that calculates the appropriate
torsional impulse magnitude and timing to apply. The approach appears to
be semi-active as the torsional impulses are applied only in a signal angular
direction.—RBC

5,558,298

43.50.Ki ACTIVE NOISE CONTROL OF AIRCRAFT
ENGINE DISCRETE TONAL NOISE

Frederic G. Pla, assignor to General Electric Company
24 September 1996„Class 244/1 N…; filed 5 December 1994

This patent relates to control of tonal noise in aircraft engines. Piezo-
ceramic actuator patches are mounted to either side of a noise-radiating
panel in the engine. The patches are bonded to the panel in such a way as to
provide a compressive prestress in the piezoceramic patch. This compres-
sive prestressing is said to increase the amplitude of the canceling noise that
can be generated to control engine tonal noise. As is commonly done, a dc
electric bias voltage is also applied to the piezoceramic to increase the
allowable ac voltage signal that can be applied so as not to exceed the
depolarizing voltage for the actuator material.—RBC

5,559,893

43.50.Ki METHOD AND DEVICE FOR ACTIVE
NOISE REDUCTION IN A LOCAL AREA

Asbjo”rn Krokstad et al., assignors to Sinvent A/S
24 September 1996„Class 381/71…; filed in Norway 22 July 1992

This patent relates to a system for providing local noise reduction in a
three-dimensional sound field using active control. The system includes a
loudspeaker with two microphones mounted to the headrest of a passenger
seat in an automobile. According to the patent, the open loudspeaker, radi-
ating as a dipole, will reduce the acoustic feedback between the loudspeaker
and the microphones, as well as reduce amplification of sound at neighbor-
ing seat locations.—RBC

5,568,558

43.50.Ki ADAPTIVE NOISE CANCELLATION
DEVICE

Dov Ramm et al., assignors to International Business Machines
Corporation

22 October 1996„Class 381/94…; filed 3 December 1993

This patent describes an in-wire noise cancellation algorithm for howl
cancellation in full duplex speakerphones. In contrast to the stochastic-
gradient least-mean-squares~LMS! algorithm, which requiresO(N) opera-
tions per sample to update allN coefficients of an adaptive finite-impulse-
response ~FIR! filter, the proposed algorithm requiresO(N log N)
operations perN samples to update theN coefficients. The algorithm ex-
presses the adaptive filter as a combination of basis functions spanning
narrow bands in frequency. In each of these subbands, there is only one filter
coefficient to be determined. These coefficients are solved using a LMS
formulation.—RBC
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5,619,020

43.50.Ki MUFFLER

Owen Jones and Michael C. J. Trinder, assignors to Noise
Cancellation Technologies, Incorporated

8 April 1997 „Class 181/206…; originally filed 28 August 1992

This patent uses active noise control technology for muffling the noise
from the exhaust of an internal combustion engine. A unique feature of the
design is the internal physical arrangement which results in an essentially
benign environment for the loudspeakers.—HHH

5,613,649

43.50.Nm AIRFOIL NOISE CONTROL

Robert H. Schlinker and Edward J. Kerschen, assignors to United
Technologies Corporation

25 March 1997„Class 244/IN…; filed 21 July 1994

This patent relates to the reduction of noise from airfoils, particularly
those arranged in rows or cascades, such as are found in the compressor or
turbine sections of gas turbine engines. An airfoil10 encountering periodic
pressure and velocity fluctuations at its leading edge is equipped with a
means30 for generating antisymmetric pressure waves having a phase and

amplitude to cancel the acoustic pressure waves resulting from the above
leading edge encounters. Various generating devices such as pistons and
leading edge flaps would be located about one acoustic wavelength down-
stream of the leading edge.—HHH

5,644,872

43.55.Ev SOUND ABSORBING PANEL

Jay Perdue, Amarillo, TX
8 July 1997„Class 52/144…; filed 6 March 1995

This self-supporting sound-absorbing panel can be attached to walls
and ceilings. It has a core assembly made from a mat of rockwool, and a
front and back layer of glass fiber cloth, and a rigid perimeter~rectangular!
frame. A cloth facing can be stretched across the unit.—CJR

5,645,585

43.64.Me COCHLEAR ELECTRODE IMPLANT
ASSEMBLY WITH POSITIONING SYSTEM
THEREFOR

Janusz A. Kuzma, assignor to Cochlear Ltd.
8 July 1997„Class 623/10…; filed 15 March 1996

An implantable cochlear electrode assembly includes a flexible rodlike
electrode carrier81 and a flexible positioning member82 to facilitate inser-
tion of the electrode carrier into the cochlea. The member is removed when

the electrode carrier is in place. Conductors to each of the electrodes are
contained in the electrode carrier.—SFL

5,645,074

43.66.Sr INTRACANAL PROSTHESIS FOR
HEARING EVALUATION

Adnan Shennib and Richard Urso, assignors to Decibel
Instruments, Incorporated

8 July 1997„Class 128/746…; filed 17 August 1994

This patent relates to an intracanal prosthesis consisting of a hearing-
aid-type receiver small enough to fit into the ear canal, in combination with
a probe microphone that can measure sound pressure level in the ear canal,
preferably near the tympanic membrane. Monaural and binaural tests are
described. In combination with the intracanal prosthesis, relatively complex

electronic units are described that are stated to be capable of doing audio-
metric evaluation, hearing-aid prescription, hearing-aid simulation and
hearing-aid fitting. The patent extensively describes measurements that it is
possible to make, utilizing 37 figures to supplement the text.—SFL

5,625,747

43.72.Ar SPEAKER VERIFICATION, SPEECH
RECOGNITION AND CHANNEL NORMALIZATION
THROUGH DYNAMIC TIME/FREQUENCY
WARPING

Randy G. Goldberg et al., assignors to Lucent Technologies,
Incorporated

29 April 1997 „Class 395/2.52…; filed 21 September 1994

This speech processing system uses dynamic time/frequency warping
to perform speaker verification, speech recognition, and certain channel op-
timizations. A three-dimensional time/frequency space consists of the sum
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of squares of the spectral differences between test and reference utterances.
Dynamic programming techniques are then used to find the minimal dis-
tance pathway representing the time and frequency axis warpings.—DLR

5,630,013

43.72.Ew METHOD OF AND APPARATUS FOR
PERFORMING TIME-SCALE MODIFICATION OF
SPEECH SIGNALS

Ryoji Suzuki and Masayuki Misaki, assignors to Matsushita
Electric Industrial Company

13 May 1997„Class 395/2.25…; filed in Japan 25 January 1993

This speech rate modifier uses a fade-in/fade-out method of blending
overlapping speech segments to change the duration of portions of the signal
having similar spectral characteristics. Speech segments suitable for time
scale alteration are located by a continuous autocorrelation function.—DLR

5,615,297

43.72.Gy TRANSMISSION SYSTEM FOR CODED
SPEECH SIGNALS AND/OR VOICEBAND
DATA

Andrew G. Davis, assignor to British Telecommunications public
limited company

25 March 1997„Class 395/2.1…; filed in European Patent Office 15
November 1991

This speech and digital data coding system automatically detects
whether the incoming signal is speech or data, and switches to the appro-
priate encoding system. The speech or data coding mode is transmitted
along with each packet using a curious interaction with a packet parity bit. If
a packet arrives at the receiver with unexpected parity, the receiver first tries
to interpret the data using the mode not currently in effect. If this fails, the
packet is then reinterpreted in the current mode, assuming transmission er-
rors have occurred.—DLR

5,615,298

43.72.Gy EXCITATION SIGNAL SYNTHESIS
DURING FRAME ERASURE OR PACKET LOSS

Juin-Hwey Chen, assignor to Lucent Technologies, Incorporated
25 March 1997„Class 395/2.37…; filed 14 March 1994

This speech coding system includes a frame generator to create a
speech signal from previously transmitted parameters in the event that a
packet is lost in transmission. Depending on whether the ongoing speech
was voiced or unvoiced during the last received packet, a different recon-
struction strategy is used. In either case, an excitation signal is extrapolated
from the available data. For voiced speech, linear prediction filter coeffi-
cients are modified to increase the formant bandwidths. Some of the normal
packet processing tasks are not required, making up for the extra time
needed to generate the missing signals.—DLR

5,621,852

43.72.Gy EFFICIENT CODEBOOK STRUCTURE
FOR CODE EXCITED LINEAR PREDICTION CODING

Daniel Lin, assignor to Interdigital Technology Corporation
15 April 1997 „Class 395/2.28…; filed 14 December 1993

This code excited linear prediction speech coder forms a three-valued
excitation sequence (21,0,1) by combining pairs of codebook entries from
two binary codebooks. Each of the binary-valued excitation codebooks is
amenable to various efficient search procedures. One of the binary code-
books is assigned values of~0,1! and the other (21,0). Chosen entries from
the two codebooks can then be summed to produce the ternary excitation
sequences.—DLR

5,621,853

43.72.Gy BURST EXCITED LINEAR PREDICTION

William R. Gardner, San Diego, CA
15 April 1997 „Class 395/2.28…; filed 1 February 1994

This linear prediction speech coder uses a variety of strategies to en-
code the excitation signal based on characteristics of the LPC residual. Since
the residual typically fits a pattern of being a sequence of individual shaped
bursts of energy, the primary approach is to locate matching shapes in a
burst shape codebook in which each shape is stored as a sequence of 40
samples. Additional parameters consist of the burst gain and location within
the frame. Both closed and open loop search methods are described.—DLR

5,625,687

43.72.Gy ARRANGEMENT FOR ENHANCING THE
PROCESSING OF SPEECH SIGNALS IN
DIGITAL SPEECH INTERPOLATION EQUIPMENT

Clifford L. Sayre III, assignor to Lucent Technologies,
Incorporated

29 April 1997 „Class 379/416…; filed 31 August 1995

According to this patent, the assignee’s method for transmission of
speech signals by optical fiber includes a preprocessor known as Digital
Speech Interpolation~DSI!. A part of the DSI compression system is the
deletion of all sounds when no speech signal is present. At the receiver, a
white noise filler is reinserted during such periods. This patent improves the
result by transmitting a compressed interval of the noise to be used for such
reinsertions when the background noise level exceeds a preset threshold.—
DLR

5,625,743

43.72.Gy DETERMINING A MASKING LEVEL FOR
A SUBBAND IN A SUBBAND AUDIO ENCODER

James L. Fiocca, assignor to Motorola, Incorporated
29 April 1997 „Class 395/2.14…; filed 7 October 1994

The Moving Picture Experts Group~MPEG! has defined a standard for
speech compression based on subband coding. In the MPEG system, bits are
assigned to each band according to the relationship between the signal level
in the band and the band masking level. Calculating the masking level

involves a complex sequence of psychoacoustic computations. This patent
presents a simplified method of computing signal-to-mask ratios for the
subbands.—DLR
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5,625,744

43.72.Gy SPEECH PARAMETER ENCODING
DEVICE WHICH INCLUDES A DIVIDING CIRCUIT
FOR DIVIDING A FRAME SIGNAL OF AN
INPUT SPEECH SIGNAL INTO SUBFRAME
SIGNALS AND FOR OUTPUTTING A LOW RATE
OUTPUT CODE SIGNAL

Kazunori Ozawa, assignor to NEC Corporation
29 April 1997 „Class 395/2.31…; filed in Japan 9 February 1993

This speech coder divides a speech frame into four to eight subframes
and performs linear prediction analysis of the signal in each subframe. Line
spectral pair parameters are computed and divided into several parameter
regions. Each parameter region is then encoded using a vector quantization
system.—DLR

5,630,011

43.72.Gy QUANTIZATION OF HARMONIC
AMPLITUDES REPRESENTING SPEECH

Jae S. Lim and John C. Hardwick, assignors to Digital Voice
Systems, Incorporated

13 May 1997„Class 395/2.14…; filed 5 December 1990

This speech coder analyzes each speech frame into a pitch signal and
a set of harmonic amplitudes. A harmonic predictor is then constructed,
based on the amplitudes and the number of harmonics in the current and
previous frames. Error correction coding is applied to the frame-by-frame
differential predictor values, which are then transmitted.—DLR

5,630,012

43.72.Gy SPEECH EFFICIENT CODING METHOD

Masayuki Nishiguchi et al., assignors to Sony Corporation
13 May 1997„Class 395/2.17…; filed in Japan 27 July 1993

This speech coding system uses a two-step procedure to make the
voiced/unvoiced decision. Frames of the incoming speech signal are trans-
formed to FFT amplitude spectra. A cutoff of 500–700 Hz first isolates the
low-frequency spectrum as the input to a preliminary pitch-period analysis.

If the initial low-frequency region appears to be voiced, a subsequent pitch
analysis is performed with a higher cutoff frequency, making use of results
from the first analysis.—DLR

5,615,300

43.72.Ja TEXT-TO-SPEECH SYNTHESIS WITH
CONTROLLABLE PROCESSING TIME
AND SPEECH QUALITY

Yoshiyuki Hara and Tsuneo Nitta, assignors to Toshiba
Corporation

25 March 1997„Class 395/2.69…; filed in Japan 28 May 1992

This phonetic parameter-based text-to-speech synthesis system in-
cludes a mode control allowing the operator to trade off speech quality for
improved processing speed. Synthesis parameters are stored in the form of

cepstral coefficients with up to 20 values stored for each frame. By selecting
the number of coefficients to be used for resynthesis, frames using 6, 10, or
20 coefficients can be constructed with corresponding computational cost.—
DLR

5,617,507

43.72.Ja SPEECH SEGMENT CODING AND PITCH
CONTROL METHODS FOR SPEECH
SYNTHESIS SYSTEMS

Chong R. Lee and Yong K. Park, assignors to Korea
Telecommunication Authority

1 April 1997 „Class 395/2.09…; filed in Republic of Korea 6 Novem-
ber 1991

This speech synthesizer constructs the speech signal by combining
waveform segments having the duration of a fundamental period. To con-
struct a wavelet database, training speech data are resolved into excitation
and spectral components. The spectral vectors are then processed to con-

struct a database of wavelet transform segments. During synthesis, an exci-
tation signal is produced by zero-extending a stored excitation waveform.
The spectral contribution is added by placing chosen wavelets at selected
points in time and smoothing between neighboring wavelet patterns.—DLR
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5,615,256

43.72.Kb DEVICE AND METHOD FOR
AUTOMATICALLY CONTROLLING SOUND
VOLUME IN A COMMUNICATION APPARATUS

Osamu Yamashita, assignor to NEC Corporation
25 March 1997„Class 379/390…; filed in Japan 13 May 1994

This communication system circuit monitors the sound level from a
microphone and changes a volume control during silent intervals. The sys-
tem continuously computes the difference between the present signal level
and a long-term average signal level. When this difference exceeds a preset
threshold, a speech event is detected and any AGC action is inhibited.—
DLR

5,617,508

43.72.Kb SPEECH DETECTION DEVICE FOR THE
DETECTION OF SPEECH END POINTS
BASED ON VARIANCE OF FREQUENCY BAND
LIMITED ENERGY

Benjamin K. Reaves, assignor to Panasonic Technologies,
Incorporated and Matsushita Electric Industrial Company

1 April 1997 „Class 395/2.42…; filed 5 October 1992

This speech presence detector is based on a measurement of the vari-
ance of the energy within a band of 250–3500 Hz. The band-limited signal
energy is measured in each 25-ms frame of the input signal. At each frame
time, the energy variance is computed over a sliding span of 50 frames, or
0.64 s. When the variance exceeds a low threshold, a tentative speech begin

event is registered. Speech is confirmed if the variance exceeds a high
threshold for at least 0.3 s, and ends when the variance again falls below the
low threshold. Use of the signal variance allows speech detection in a vari-
ety of noise conditions, such as music, motor noise, or other speakers.—
DLR

5,615,296

43.72.Ne CONTINUOUS SPEECH RECOGNITION
AND VOICE RESPONSE SYSTEM AND
METHOD TO ENABLE CONVERSATIONAL
DIALOGUES WITH MICROPROCESSORS

Vincent M. Stanford et al., assignors to International Business
Machines Corporation

25 March 1997„Class 395/2.1…; filed 12 November 1993

This combination speech recognizer and voice response system is de-
signed for automated information access. It includes a data processing sys-
tem to generate phrases for a text-to-speech synthesizer, and uses a speaker-
independent continuous speech recognition technology suitable for the
telephone system or other applications in which the speaker is not experi-
enced in the use of the system. At each state of progress of the conversation,
the computer displays a selection of prompts or ‘‘topic phrases.’’ The user
may read one of the prompts or speak a related phrase. Spoken inputs are

grouped into phrases of four words or less for a simplified form of word
spotting.—DLR

5,615,299

43.72.Ne SPEECH RECOGNITION USING DYNAMIC
FEATURES

Lalit R. Bahl et al., assignors to International Business Machines
Corporation

25 March 1997„Class 395/2.63…; filed 20 June 1994

This speech recognition technique uses a set of discriminant matrices
based on the sequences detected by a continuous hidden Markov model
~HMM !. Each matrix corresponds to a particular relationship between
neighboring phonemes. Acoustic feature vectors are computed from frames
of the incoming speech signal. Adjacent feature vectors are grouped and
then multiplied by each of a set of discriminant matrices. The resulting
vectors can be processed by a simpler discrete HMM recognizer.—DLR

5,617,509

43.72.Ne METHOD, APPARATUS, AND RADIO
OPTIMIZING HIDDEN MARKOV MODEL SPEECH
RECOGNITION

William M. Kushner et al., assignors to Motorola, Incorporated
1 April 1997 „Class 395/2.65…; filed 29 March 1995

In a typical hidden Markov model~HMM ! based speech recognizer, a
potential decoding path is scored by the likelihood that the HMM sequence
making up that path best fits the given sequence of speech vectors. This
system improves the scoring performance by monitoring the dynamic pat-
tern of the likelihood scores as potential paths are evaluated. The rationale is
that the dynamic pattern will distinguish a path having local regions of
better or worse fit from one with a preferred pattern of board, generally
similar matches.—DLR

5,621,858

43.72.Ne NEURAL NETWORK ACOUSTIC AND
VISUAL SPEECH RECOGNITION SYSTEM
TRAINING METHOD AND APPARATUS

David G. Stork and Gregory J. Wolff, assignors to Ricoh
Corporation

15 April 1997 „Class 395/2.41…; filed 26 May 1992

This speech recognizer uses features from a video image of the speak-
er’s face as well as a more traditional acoustic feature set. The acoustic
analyzer uses a bank of fourteen mel-scale filter bands with short-term en-
ergy level detectors. The video image is processed to compensate for head
size and position and then elements of lip and mouth movements are
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assessed and reduced to five speech-related facial features. Every 10 ms,
combined feature sets are fed to the input layer of a time-delay neural
network, which is trained to generate specific output signals for each of ten
different utterances.—DLR

5,621,859

43.72.Ne SINGLE TREE METHOD FOR GRAMMAR
DIRECTED, VERY LARGE VOCABULARY
SPEECH RECOGNIZER

Richard M. Schwartz and Long Nguyen, assignors to BBN
Corporation

15 April 1997 „Class 395/2.65…; filed 19 January 1994

This large-vocabulary speech recognizer navigates a single tree-
structured phonetic hidden Markov model~HMM ! for each frame of input
speech features. Thus, even at this early stage of the recognition process,
grammatical context probabilities are brought into play. The grammar prob-
abilities combine with the accumulating phonetic evidence to determine the
likelihood that a state of the HMM will result in assigning the correct iden-
tification of the spoken input.—DLR

5,623,578

43.72.Ne SPEECH RECOGNITION SYSTEM
ALLOWS NEW VOCABULARY WORDS TO BE
ADDED WITHOUT REQUIRING SPOKEN SAMPLES
OF THE WORDS

Rajendra P. Mikkilineni, assignor to Lucent Technologies,
Incorporated

22 April 1997 „Class 395/2.64…; filed 28 October 1993

The speech recognition system described here seems to lie somewhere
on the borderline between a word-oriented template matching system and a
phonetic sequence recognizer. New words may be added to the vocabulary

based on a phonetic transcription. Once the new word is spoken into the
recognizer, the detected phonetic sequence is used to improve the stored
word model.—DLR

5,625,749

43.72.Ne SEGMENT-BASED APPARATUS AND
METHOD FOR SPEECH RECOGNITION BY
ANALYZING MULTIPLE SPEECH UNIT FRAMES
AND MODELING BOTH TEMPORAL AND
SPATIAL CORRELATION

William D. Goldenthal and James R. Glass, assignors to
Massachusetts Institute of Technology

29 April 1997 „Class 395/2.63…; filed 22 August 1994

Phonetic recognition systems have most recently relied on the hidden
Markov model~HMM ! approach to the recognition of phonetic sequences.
However, the traditional HMM system does not take any explicit account of
the dynamic or temporal structure of speech. The system presented here
performs a dynamic analysis of the spectral feature information, construct-
ing time patterns referred to as ‘‘tracks.’’ A track represents the temporal
structure of an acoustic parameter of the target phonetic set. An error mea-
sure is computed of the fit of incoming acoustic vectors against the target
tracks.—DLR

5,627,939

43.72.Ne SPEECH RECOGNITION SYSTEM AND
METHOD EMPLOYING DATA COMPRESSION

Xuedong Huang and Shenzi Zhang, assignors to Microsoft
Corporation

6 May 1997„Class 395/2.65…; filed 3 September 1993

The system disclosed in this patent consists of a method for reducing
the memory storage requirement for the probability tables of a hidden Mar-
kov model~HMM ! speech recognizer. The acoustic feature space of human
speech is compressed to a vector quantization codebook. For each word in
the speech input, an output probability is computed for each codebook entry.
A table of probabilities of codebook entries by vocabulary words is com-
pressed by rows such that, once a codebook entry has been selected, only the
corresponding table row need be decompressed.—DLR

5,623,539

43.72.Pf USING VOICE SIGNAL ANALYSIS TO
IDENTIFY AUTHORIZED USERS OF A TELEPHONE
SYSTEM

Charles S. Bassenyemukasa and Randolph J. Pilc, assignors to
Lucent Technologies, Incorporated

22 April 1997 „Class 379/88…; filed 27 January 1994

This patent presents an application of a speaker verification system to
determine whether a telephone conversation includes one or more speakers
who are not authorized to use the telephone line. No specific verification
technology is described. When the system detects an unauthorized user, it
may take optional actions including call termination, recording the call,
disabling the line, playing noise, or otherwise intruding into the conversa-
tion or requesting identification from the line users.—DLR

5,644,095

43.75.Fg BRASS INSTRUMENT IMPROVEMENT

John R. Davidson, Garden City, MI
1 July 1997„Class 84/453…; filed 3 April 1995

This patent discloses several types of preshaped pieces of damping
material which a brass instrument player may press against surfaces of the
instrument tubing or valves to suppress sympathetic vibrations of the instru-
ment structure that add undesirable sounds to the instrument tone.—DWM
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5,569,871

43.75.Tv MUSICAL TONE GENERATING
APPARATUS EMPLOYING MICRORESONATOR
ARRAY

James A. Wheatonet al., assignors to Yamaha Corporation
29 October 1996„Class 84/625…; filed 14 June 1994

‘‘A musical tone generating apparatus employs an array of microreso-
nant structures to generate the harmonic component signals of a musical
tone to be generated. The microresonant structures produce high frequency
signals which are down converted to audio frequency range by mixing them
with a high frequency reference signal. The desired tone color is achieved

by modifying the relative amplitudes of the harmonic component signals to
produce a desired tone color. A large number of microresonators are pref-
erably integrated on a single integrated circuit substrate to provide a variable
tone generating system in a relatively compact environment.’’—DWM

5,633,473

43.75.Tv ELECTRONIC MUSICAL INSTRUMENT

Yasuhiko Mori et al., assignors to Korg, Incorporated
27 May 1997„Class 84/625…; filed in Japan 26 June 1992

‘‘The vibration of a vibratory element, caused by applying thereto a
shock, is detected by a vibration sensor and provided as an electric shock
signal to a resonance circuit. The resonance frequencies and resonance de-
cay time of the resonance circuit can freely be adjusted. By setting the
resonance frequencies and resonance decay time of the resonance circuit to
arbitrary values, desired frequency components are extracted from the elec-
tric shock signal and output as a sound signal of an electronic musical
instrument.’’—DWM

5,628,317

43.80.Sh ULTRASONIC TECHNIQUES FOR
NEUROSTIMULATOR CONTROL

Warren Starkebaum and Mark T. Rise, assignors to Medtronic,
Incorporated

13 May 1997„Class 128/660.03…; filed 4 April 1996

This patent describes ultrasonic techniques for stimulating nerve tissue
adjacent to or within the spine. Ultrasonic transducer20 adjacent to spinal
columnS radiates wavesW through duraDU. Reflected echo wavesR are
received by transducer30 to generate a distance signal corresponding to
distanceD. ‘‘The distance signal is used to adjust the amplitude of an

electrical stimulation signal that stimulates the spinal cord or adjacent tissue
so that the value of the stimulation signal tends to remain uniform in spite of
changes in the relative distance between the transducer/receiver and the
predetermined portion of the spinal cord.’’—DWM

5,611,344

43.80.Vj MICROENCAPSULATED FLUORINATED
GASES FOR USE AS IMAGING AGENTS

Howard Bernstein et al., assignors to Acusphere, Incorporated
18 March 1997„Class 128/662.02…; filed 5 March 1996

These gases such as octafluoropropane that are stronger reflectors than
microparticles containing air are encapsulated with a capsule diameter suit-
able for the tissue to be imaged, and the capsules may be bioadhesive for
enhanced imaging of mucosal surfaces.—RCW

5,611,345

43.80.Vj MEDICAL INSTRUMENT WITH IMPROVED
ULTRASONIC VISIBILITY

John F. Hibbeln, Downers Grove, IL
18 March 1997„Class 128/662.05…; filed 24 April 1995

This instrument has a noncircular portion that is adapted for insertion
into a patient. The noncircular part contains an exterior planar surface from
which an ultrasonic beam is reflected specularly.—RCW

5,615,678

43.80.Vj INTEGRAL AUTO-SELECTING YOKE/
TRANSDUCER CONNECTOR FOR ULTRASOUND
TRANSDUCER PROBE

Thomas R. Kirkham et al., assignors to General Electric
Company

1 April 1997 „Class 128/660.01…; filed 25 November 1994

This connector contains built-in switches that detect when a transducer
has been removed from its yoke. Based on the status of the probe switch and
other feedback information, a system controller activates the out-of-holder
transducer if it has priority. This eliminates the need to trace the cable of a
desired probe to the cable connector.—RCW
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5,625,137

43.80.Vj VERY LOW SCATTER LIQUID AND SOLID
TISSUE MIMICKING MATERIAL FOR
ULTRASOUND PHANTOMS AND METHOD OF
MAKING THE SAME

Ernest L. Madsen and Gary R. Frank, assignors to Wisconsin
Alumni Research Foundation

29 April 1997 „Class 73/1.84…; filed 25 May 1995

This material has a backscatter coefficient about 40 dB below that of

human liver. The ultrasonic sound speed and attenuation in the material

mimick those in human tissue. A hydroxy compound, such asn-propanol, is

included to control the ultrasonic speed of propagation. A preservative, such

as thimerosal, is included to suppress bacterial invasion. The use of scatter-

ing particles in the material allows a broad range of relative backscatter

levels to be achieved in ultrasonic test objects.—RCW

5,628,320

43.80.Vj ULTRASOUND IMAGE RECONSTRUCTION
USING BACK-PROPAGATION

Tat-Jin Teo, assignor to Siemens Medical Systems, Incorporated
13 May 1997„Class 128/660.07…; filed 29 March 1996

Image reconstruction is accomplished first by a temporal Fourier trans-
formation of measured time-domain signals, and then by spatial Fourier
transformation of the result in order to produce an angular spectrum decom-
position of the signals. The angular spectrum is then propagated to image
planes or lines at depths other than the measurement depth throughout the
region to be imaged. The backpropagated signals are then inversely trans-
formed twice to obtain the corresponding time-domain signals. An entire
image may be reconstructed from a single transmitted pulse, or several
pulses can be transmitted and an image can be reconstructed from each and
then registered. An increase in speed of image generation relative to con-
ventionalb-scanning is possible since an entire volumetric image may be
produced using the signals from only one round-trip propagation time.—
RCW
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Active control of finite amplitude acoustic waves in a confined
geometrya)

Pai-Tsung Huang and J. G. Brisson
Cryogenic Engineering Laboratory, Department of Mechanical Engineering, Massachusetts Institute of
Technology, Cambridge, Massachusetts 02139

~Received 21 November 1996; accepted for publication 1 June 1997!

An active control approach was developed to observe and control nonlinear effects for
high-amplitude acoustic waves in a cavity. The acoustic medium was air at ambient pressure and
temperature. A harmonic cavity was driven using a multi-frequency drive to selectively drive the
fundamental mode and suppress nonlinear interactions between the fundamental and other modes.
A semi-empirical model was developed using effective quadratic and cubic nonlinear coupling
coefficients to predict resonator response. The cavity was also shown to act as an acoustic mixer.
Typical acoustic pressure amplitudes were 1000 Pa~SPL 154 dBre: 20 mPa!. © 1997 Acoustical
Society of America.@S0001-4966~97!00211-7#

PACS numbers: 43.10.Ln, 43.25.Gf, 43.20.Ks@MAB #

INTRODUCTION

Renewed interest in finite-amplitude acoustic waves in
confined geometries has been stimulated by developments in
acoustic compressors, thermoacoustic engines, and thermoa-
coustic refrigerators. These devices store energy in the form
of an acoustic standing wave in a resonant cavity. When a
standing wave is driven to high amplitude in an acoustic
resonator, nonlinear effects couple energy from low- to high-
frequency modes, ultimately resulting in shock wave forma-
tion and heightened dissipation. Studies by Coppens and
Sanders1,2 and Gaitan and Atchley3 have shown that these
nonlinear effects can be suppressed with the use of a detuned
or an anharmonic cavity. Both thermoacoustic devices and
acoustic compressors currently rely on this passive technique
to suppress shock wave formation. Anharmonic cavities sup-
press mode-to-mode coupling when driven with a single-
frequency drive primarily because the resonant frequencies
of the cavity are nonintegral multiples of the fundamental.
We will show here that mode-to-mode coupling can be sup-
pressed using a multi-frequency drive. Although this concept
is applicable to both harmonic and anharmonic cavities, our
investigation uses a harmonic cavity.

Section I is an overview of the theory for this work,
followed by a formal development of the theory similar to
that of Coppens and Sanders2 for finite-amplitude standing
waves. In Sec. II we discuss the experimental apparatus and
procedure, followed by a discussion of our computational
model. We finish with a discussion of the results and our
conclusions.

I. THEORY

Figure 1~a! depicts a piston resonantly driving the fun-
damental mode of a harmonic resonator. The pressure re-
sponse, as measured by the pressure gauge on the end of the
resonator, can be written as a Fourier series of sinusoidal

terms where the first term has the frequency of the drive,v1 ,
and the frequency of each subsequent term is an integral
multiple of v1 . The amplitudes and relative phases of these
terms depend on the geometry of the cavity.

The pressure response for the case shown in Fig. 1~a!
can also be written as a perturbation series for the nonlinear
interactions present in the resonator, as shown in Fig. 1~b!.
The advantage of this series over that of the Fourier series
mentioned above is that only the first few terms of the series
are necessary to describe the response. Unfortunately, the
perturbation series and the Fourier series do not directly cor-
respond. In general, each term in the perturbation series will
contain several frequency components. We will show that for
a quadratically nonlinear cavity driven in the manner de-
scribed above, the nonzero frequency components present in
each perturbation term are as shown in Fig. 1~b!. The first
term p(1) corresponds to the linear response of the cavity to
the drive at frequencyv1 . In turn, the second termp(2)

arises from the quadratic nonlinear interaction of the first-
order responsep(1) with itself which generates a response at
2v1 . The third-order termp(3) comes fromp(1) quadrati-
cally interacting withp(2) resulting in a response at 2v1

1v153v1 and 2v12v15v1 . The fourth-order term
comes fromp(1) interacting withp(3) and fromp(2) interact-
ing with itself, and so the response is at 2v1 and 4v1 , and
so on.

We can diagram the process of generating the first four
terms of the perturbation series as shown in Fig. 1~c! for a
quadratic nonlinearity. The resonant response of the cavity,
p(1), interacts with itself to generatep(2). In turn, p(2) inter-
acts with p(1) to generatep(3). Then, bothp(2) interacting
with itself andp(1) interacting withp(3) generatesp(4). This
diagram reveals that if thep(2) term is suppressed~set to
zero!, then all the subsequent perturbation terms are identi-
cally zero and the resonator response would be that of the
direct linear response to thev1 drive. The effect is shown
schematically by dotted lines in Fig. 1~d!. We see that the
suppression of the second-order perturbation term results in
the suppression of all higher-order perturbation terms and

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief, that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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thus suppresses the excitation of the high-frequency modes
of the cavity.

In the analysis that follows, we will show that the can-
cellation of thep(2) term above can be achieved by moving
the drive piston with a waveform that contains two sinu-
soidal terms. The first term is the original drive signal at
frequencyv1 and the second term has frequency 2v1 . We
will also show that if both quadratic and cubic nonlinearities
are important, then two additional drive frequencies~in ad-
dition to the original drive signal! are needed to suppress the
nonlinear response of the cavity. We start now with the so-
lution of the linear wave equation for an arbitrary driving
function to establish our notation.

A. Linear response

The low-amplitude response of the resonator can be
modeled using the linear wave equation with dissipation,

S c0
2¹22

]2

]t2 1
]

]t
T D p

c0
2 52F~r ,t !, ~1!

where t is time, p is the acoustic pressure,c0 is the sound
speed under ambient conditions andT is a linear operator
that leads to absorption and dispersion. Here,F(r ,t) is the
driving term that is a function of space~r !, and time. For the
moment, we will assumeF(r ,t) is the forcing function due
to externally imposed motions and forces. The Fourier trans-
form of Eq. ~1! is

„c0
2¹21v22 ivh~v!…

p̃~r ,v!

c0
2 52F̃~r ,v!, ~2!

whereh~v! is the Fourier transform of the operatorT , i is
A21, v is an angular frequency, and thẽsymbol delin-
eates the time Fourier transform of the quantity underneath
it. A solution for Eq. ~2! is easily found by expanding
p̃(r ,v) in terms of real orthonormal eigenfunctions,um&,
and eigenvalues,2km

2 , of ¹2 operator~solutions to¹2um&
52km

2 um& that satisfy the resonator boundary conditions!.
The spatial components ofp̃(r ,v) can be expanded in terms
of these spatial eigenfunctions

p̃~r ,v!5 (
m51

`

am~v!um&, ~3!

wheream(v) are frequency-dependent coefficients that need
to be determined.

Substituting Eq.~3! into Eq. ~2!, multiplying the equa-
tion by thenth eigenfunction, integrating over the volume of
the resonator, solving foram(v), and substituting into Eq.
~3! we find

p̃~r ,v!5 (
m51

`

um&H ^muF̃&2 iv(nÞman~v!^muhun&

~v2/c0
2!2km

2 2 iv^muhum& J ,

~4!

where we have used Dirac-like notation for the integrals over
the volume of the resonator:̂muF̃&[* d3r $um&F̃(r ,v)%
and^muhun&[* d3r $um&hun&%. The orthonormality condi-
tion is described bŷ mun&5dmn , where dmn is the Kro-
necker delta function~dmn51 when m equalsn and dmn

50 whenm is not equal ton!. In our analysis, we neglect
the second term in the numerator since it is a sum of the
small spatial cross coupling due to the linear operatorh. We
cannot neglect the small^muhum& term in the denominator
since there are frequencies where thev2/c0

22km
2 term will

vanish.
Equation ~4! simplifies considerably for a single-

frequency drive. If the resonator is cosinusoidally driven at a
frequencyvdr near thenth cavity resonance (vn5knc0),
then F̃(r ,v)5F̃(r )„d(v2vdr)1d(v1vdr)…. The nth term
dominates the response of the resonator since the denomina-
tor is small only for that term and so

p̃~r ,v!5un&H ^nuF̃~r !&
v2/c0

22kn
22 iv^nuhun&J

3„d~v2vdr!1d ~v1vdr!…. ~5!

FIG. 1. ~a! A heuristic drawing of the experimental apparatus. The cavity is
driven by the piston at its fundamental resonant frequencyv1 . At large
enough drive amplitudes, the pressure response measured by the pressure
gauge is periodic but nonsinusoidal and can be expressed in a Fourier series
of the form shown.~b! The perturbation expansion for the quadratically
nonlinear cavity and the frequency components each term contains.~c! A
schematic diagram of the interactions~mathematical operations! used to
generate the first four terms in the perturbation solution of the quadratically
nonlinear cavity. The interaction~shown by the symbols! of the linear
response,p(1), with itself results in the second-order perturbation solution
p(2). Interaction betweenp(1) and p(2) then results inp(3), and so on.~d!
The same interaction diagram as in~c!, but with an emphasis on the inter-
actions that involve the amplitude ofp(2) ~dashed lines!. If the amplitude of
p(2) is set equal to zero, then all subsequent perturbation responses are zero.
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The integral̂ nuhun& is small and a slowly varying function
of frequency. With this in mind, we replacênuhun& by its
value evaluated at the resonant frequency,vn5knc0 . If we
define

cn
2[c0

2S 12
c0

2

vn

Im ^nuhun&uv5vn

i
D ,

Qn[
vn

Re ^nuhun&uv5vn

,

where Re means ‘‘the real part of’’ and Im means ‘‘the
imaginary part of,’’ Eq.~5! can then be simplified to

p̃~r ,v!5un&H ^nuF̃~r ,v!&
v2/cn

22kn
22 i ~vvn /Qn!J . ~6!

Equation ~6! is a description of the simple harmonic
response of the resonator driven at itsnth mode. It is char-
acterized by the modes quality factorQn and phase velocity
cn . In this work, these properties are experimentally deter-
mined from the harmonic response of the resonator for each
mode:cn

2’s are determined by measuring the frequencies of
the response peaks for the resonator andQn’s are determined
from the widths of the response peaks. Although these num-
bers could have been determined from a knowledge of the
geometry, they are experimentally determined and used in
our computational model.

Incorporating the observations made in the last several
paragraphs, the linear response of the resonator@Eq. ~4!# to
an arbitrary forcing function of frequencyv is

p̃~r ,v!5 (
m51

`

um&H ^muF̃~r ,v!&
v2/cm

2 2km
2 2 i ~vvm /Qm!J . ~7!

Equation~7! shows that given any forcing function of
frequencyv, the linear response is the sum of spatial terms
with the same frequency~time! dependence. This equation is
valid only for infinitesimal-amplitude response; for finite am-
plitudes, the original wave equation must be modified with
nonlinear terms to better describe the response. Next we dis-
cuss the finite-amplitude response for thequadratic nonlin-
ear wave equation. Using an effective nonlinear coupling
coefficient, we will demonstrate how nonlinear harmonics
are excited and how they may be actively suppressed.

B. Quadratic nonlinearities

In their analysis, Coppens and Sanders2 used the qua-
dratic nonlinear equation

S c0
2¹22

]2

]t2 1
]

]t
T D p

r0c0
2

52
]2

]t2 F S u

c0
D 2

1
g21

2 S p

r0c0
2D 2G , ~8!

whereu is the acoustic velocity. The form is identical to Eq.
~1! provided2F(r ,t) is set equal to the right-hand side of

Eq. ~8!. For our analysis, we have chosen a simpler nonlinear
equation of the form

S c0
2¹22

]2

]t2 1
]

]t
T D p

c0
2 52Fdr1~r ,t !2Fdr2~r ,t !2«qp2,

~9!

where«q is an effective quadratic coupling coefficient and is
assumed constant. We have inserted two drive termsFdr1 and
Fdr2 that correspond to externally imposed drive forces on
the resonator.

Our intent is not to present an exhaustive treatment of
the nonlinearities found in our cavity, but to present a new
technique for controlling and measuring acoustic distur-
bances in a confined geometry. There is a loss of some phys-
ics in adopting Eq.~9! in lieu of Eq. ~8!; however, the basic
coupling from mode to mode can be modeled using the sim-
pler form.

The Fourier transform in time of Eq.~9! results in

~c0
2¹22v22 ivh~v!!

p̃~r ,v!

c0
2

52F̃dr1~r ,v!2lF̃dr2~r ,v!2l«qp̃~r ,v!* p̃~r ,v!,
~10!

where the* symbol denotes the convolution integral,

f ~v!* g~v!5
1

A2p
E

2`

1`

f ~s!g~v2s!ds.

The terms on the right-hand side of Eq.~10! tagged with the
expansion parameterl are assumed much smaller than the
Fdr1 term. The value of the expansion parameterl will ulti-
mately be set to 1 when computing the solution. It is in-
cluded here to facilitate in the perturbation expansion that
follows.

Expandingp̃ in a perturbation series in powers ofl

p̃5 p̃ ~1!1l p̃ ~2!1l2p̃ ~3!1•••5 (
n51

ln21p̃~n!, ~11!

and substituting into Eq.~10! and equating the first four like
powers ofl, we find

l0: „c0
2¹22v22 ivh~v!…

p̃ ~1!~r ,v!

c0
2 52F̃dr1~r ,v!, ~12!

l1: „c0
2¹22v22 ivh~v!…

p̃ ~2!~r ,v!

c0
2

52F̃dr2~r ,v!2«qp̃ ~1!~r ,v!* p̃ ~1!~r ,v!, ~13!

l2: „c0
2¹22v22 ivh~v!…

p̃ ~3!~r ,v!

c0
2

522«qp̃ ~1!~r ,v!* p̃ ~2!~r ,v!, ~14!
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l3: „c0
2¹22v22 ivh~v!…

p̃ ~4!~r ,v!

c0
2

52«q@ p̃~1!~r ,v!* p̃ ~3!~r ,v!1 p̃ ~2!~r ,v!* p̃ ~2!~r ,v!#.
~15!

The first-order response of the cavity,p̃ (1)(r ,v), is just
the linear response toFdr1 , an external single-tone driving
force, and is easily calculated using Eq.~7!. The perturbation
series equations above suggest that the coupling between the
modes can be thought of as a cascade of interactions from
one mode to the next. TheFdr1 drives the cavity, resulting in
a linear response to that drivep̃ (1)(r ,v). The convolution
p̃ (1)(r ,v) with itself then acts as the driving term for the
second-order responsep̃ (2)(r ,v) ~assume for the moment
the additional external forcing tone driveFdr250!. The third-
order response of the cavity is dependent on the convolution
of p̃ (1)(r ,v) with p̃ (2)(r ,v). In turn, the fourth-order re-
sponse of the cavity is dependent on convolution integrals
that involvep̃ (2)(r ,v) and p̃ (3)(r ,v). Every drive term be-
yond the second-order equation is either dependent directly
on the second-order response,p̃ (2)(r ,v), or on a quantity
that directly depends onp̃ (2)(r ,v); therefore,if the response
p̃ (2)(r ,v) can be suppressed to zero, the response of the
quadratically nonlinear cavity will only be the linear re-
sponse to Fdr1 .

To determine how we can suppress the second-order re-
sponse of the resonator, we solve Eq.~13! with the same
method used to obtain Eq.~7! and find

p̃~2!~r ,v!5 (
m51

`

um&

3H ^muF̃dr2~r ,v!1«qp̃ ~1!~r ,v!* p̃ ~1!~r ,v!&
v2/cm

2 2km
2 2 i ~vvm /Qm! J .

~16!

For the suppression of nonlinear effects in the cavity,
Fdr2 must be chosen so that the above sum is zero. A suffi-
cient but not very practical condition isF̃dr2(r ,v)1«qp̃ (1)

3(r ,v)* p̃ (1)(r ,v)[0 for all v and r .

A less stringent condition can be realized by considering
that the response of the cavity is large only whenv
56kmcm . The responsep̃ (2)(r ,v) will be small if, for all
m, the mode averagê muF̃dr2(r ,v)1«qp̃ (1)(r ,v)* p̃ (1)

3(r ,v)&50 for all frequencies nearkmcm . This condition is
what we use to actively suppress the nonlinear effects in our
resonant cavity.

We illustrate the concept with a simple example. Here,
we assume a large resonator driving force is of the form
Fdr1(r ,t)5Fdr1(r ) cos (vdr1t), where Fdr1(r ) is dependent
on the geometry of the cavity and cos (vdr1t) is the time-
dependent component ofFdr1(r ,t). The drive frequencyvdr1

is assumed nearly resonant withnth resonant mode of the
cavity ~i.e., vdr1'kncn!. The Fourier transform of the driv-
ing term is F̃dr1(r ,v)5pF̃dr1(r )„d(v2vdr1!1d ~v1vdr1)….
The first-order response of the resonator, by Eq.~5!, is

p̃ ~1!~r ,v!5 p̃ ~1!~r !„d~v2vdr1!1d~v1vdr1!…, ~17!

where

p̃ ~1!~r !5un&H ^nuF̃dr~r !&
v2/cn

22kn
22 i ~vvn /Qn!J p. ~18!

The drive term due to nonlinearities is calculated by
convolutingp̃ (1)(r ,v) with itself:

«qp̃~1!~r ,v!* p̃~1!~r ,v!

5«qE
2`

1`

• p̃ ~1!~r ,s! p̃~1!~r ,v2s! ds

5«q~ p̃~1!~r !!2$2d~v!1d~v22vdr1!1d ~v12vdr1!%.

~19!

We can neglect thed ~v! term since we do not expect an
acoustic response at zero frequency.~The Coppens and
Sanders expression for the nonlinear operator has a second
derivative in time which does not allow a zero frequency
driving term.! The second-order response of the cavity to the
nonlinearity is

p̃ ~2!~r ,v!5 (
m51

`

um&H ^muF̃dr2~r ,v!1«q„p̃ ~1!~r !…2$d~v22vdr1!1d ~v12vdr1!%&
v2/cm

2 2km
2 2 i ~vvm /Qm! J . ~20!

The passive approach to mode coupling suppression is
to design the cavity so that the~undesired! modes with high
resonant frequencies are not integral multiples of the driven
mode’s resonant frequency. This insures that there is no
mode with a resonant frequency close to 2vdr1 and the
second-order response is small~nonresonant!. This is equiva-
lent to designing the cavity so that all the denominators in
Eq. ~20! are large.

If there is a mode~call it the j th mode! that is nearly

resonant at 2vdr1, then the second-order mode can be
quenched by driving the cavity withF̃dr2(r ,v) such that

^ j uF̃dr2~r ,v!&52«q$d~v22vdr1!1d ~v12vdr1!%

3^ j u„p̃ ~1!~r !…2&. ~21!

Equation ~18! provides the values of„p̃ (1)(r )…2, the
compensating driveF̃dr2(r ,v) is a single-frequency drive at
2vdr1, and«q is the effective quadratic coupling coefficient.
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Notice that the spatial variation ofF̃dr2(r ,v) does not have
to match the spatial variation of«q„p̃ (1)(r ,v)…2. The only
requirement is that the ‘‘mode average’’ of these quantities
must be equal and opposite for the modes that are resonant
with the frequencies present in„p̃ (1)(r ,v)…2. The mode-
averaged function̂ j uF̃dr2(r ,v)& can thus be determined
given «q and p̃ (1)(r ,v).

C. Cubic nonlinearities

If the pressure amplitudes present in the resonator are
large enough, then there will be significant cubic nonlineari-
ties. We should be able to directly observe the cubic nonlin-
ear response of the cavity if we experimentally quench the
quadratic nonlinearities. We model this by adding a cubic
term to Eq.~9!:

S c0
2¹22

]2

]t2 1
]

]t
T D p

c0
2

52Fdr1~r ,t !2lFdr2~r ,t !

2l2Fdr3~r ,t !2l«qp22l2«cp
3, ~22!

where «c is the effective cubic coupling coefficient. Here
Fdr3(r ,t) is a forcing function that will be used to cancel the
cubic response of the cavity. Once again,l is an expansion
parameter used to obtain the perturbation expansion. Follow-
ing the same procedure used to obtain Eqs.~12!–~15!, we
obtain

l0: „c0
2¹22v22 ivh~v!…

p̃ ~1!~r ,v!

c0
2 52F̃dr1~r ,v!, ~23!

l1: „c0
2¹22v22 ivh~v!…

p̃~2!~r ,v!

c0
2

52F̃dr2~r ,v!2«qp̃ ~1!~r ,v!* p̃ ~1!~r ,v!, ~24!

l2: „c0
2¹22v22 ivh~v!…

p̃~3!~r ,v!

c0
2

52F̃dr3~r ,v!22«qp̃ ~1!~r ,v!* p̃ ~2!~r ,v!

2«cp̃
~1!~r ,v!* p̃ ~1!~r ,v!* p̃~1!~r ,v!, ~25!

l3: „c0
2¹22v22 ivh~v!…

p̃ ~4!~r ,v!

c0
2

52«qp̃~1!~r ,v!* p̃ ~3!~r ,v!2«qp̃ ~2!~r ,v!* p̃ ~2!~r ,v!

23«cp̃
~1!~r ,v!* p̃ ~1!~r ,v!* p̃ ~2!~r ,v!. ~26!

Since Eqs.~23! and ~24! are identical to Eqs.~12! and
~13!, we see thatF̃dr2(r ,v) can be used to suppress
p̃ (2)(r ,v) in the exactly the same manner as before. Unfor-
tunately, this does not completely suppress the coupling of
energy from the fundamental to higher modes. Equation~25!
shows that ifp̃ (2)(r ,v) is actively suppressed, there still will
be a nonlinear cubic response@ p̃ (3)(r ,v)# in the cavity due

to cubic coupling term 2«cp̃
(1)(r ,v)* p̃ (1)(r ,v)*

p̃ (1)(r ,v). The energy then cascades to the other modes of
the resonator through terms like2«qp̃ (1)(r ,v)* p̃ (3)(r ,v)
in Eq. ~26!.

The cubic nonlinearities can be suppressed by choosing
F̃dr3(r ,v) to suppress the 2«cp̃

(1)(r ,v)* p̃ (1)(r ,v)*
p̃ (1)(r ,v) contribution to p̃ (3)(r ,v) in Eq. ~25! @the
22«qp̃ (1)(r ,v)* p̃ (2)(r ,v) term is already zero since
p̃ (2)(r ,v) has been actively set to zero with the appropriate
F̃dr2(r ,v)#. With both p̃ (2)(r ,v) and p̃ (3)(r ,v) equal to
zero, Eq. ~26! shows that the fourth-order response
p̃ (4)(r ,v) is zero. In fact, all the drive terms in the higher-
order perturbation equations are zero.

The procedure to choose the cubic suppression term,
F̃dr3(r ,v), is entirely analogous to the procedure used in
selecting F̃dr2(r ,v) in the quadratic case. The response
p̃ (3)(r ,v) will be small if, for all m, the mode average
^muF̃dr3(r ,v)1«cp̃

(1)* p̃ (1)* p̃ (1)&50 for all frequencies
nearkmcm @again, we have assumed thatp̃ (2) has been ac-
tively set to zero byF̃dr2(r ,v)#.

For the single-frequency drive, Fdr1(r ,t)
5Fdr1(r ) cos (vdr1), which was the example used for the
quadratic nonlinear equation, the cubic response term to the
cubic nonlinear equation is

«cp̃
~1!* p̃ ~1!* p̃ ~1!5«cE

2`

1`

ds E
2`

1`

dz @ p̃ ~1!~r ,s!

3 p̃ ~1!~r ,z! p̃ ~1!~r ,v2s2z!#

5
«c

8
~ p̃ ~1!~r !!3

3@3d~v2vdr1!13d~v1vdr1!

1d ~v23vdr1!1d~v13vdr1!#, ~27!

wherep̃ (1)(r ) is determined by Eq.~18!. The cubic nonlin-
earity has two contributions in this case. The first two terms
in Eq. ~27! are at the original drive frequencyvdr1 and alter
the fundamental mode’s response from the pure linear re-
sponse described by Eq.~5!. The other two terms are driving
the resonator at three timesvdr1. These terms will couple
energy from the fundamental to higher-frequency modes. If
we have a resonance near 3vdr1, then the cubic response can
be suppressed by requiring

^muF̃dr3~r ,v!&52«c^mu p̃ ~1!~r ! p̃ ~1!~r ! p̃ ~1!~r !&

3@d~v23vdr1!1d ~v13vdr1!#, ~28!

where the eigenfunctionum& is understood to correspond to
the mode that is nearly resonant at 3vdr1(kmcm'3vdr1).

Active suppression of only the quadratic response of the
resonator allows the direct determination of the effective cu-
bic coupling coefficient,«c . If F̃dr2(r ,v) is chosen to sup-
press the quadratic response of the cavity andF̃dr3(r ,v)
[0, then the third-order response of the cavity~to orderl2!
is
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p̃ ~3!~r ,v!5 p̃ f
~3!~r !@d~v2vdr1!1d~v1vdr1!#1 p̃ h

~3!~r !

3@d ~v23vdr1!1d~v13vdr1!#, ~29!

where

p̃f
~3!~r !5

3«c

8
u1&H ^1u~ p̃~1!~r !!3&

~vdr1!
2/c1

22k1
22 i „~vdr1!v1 /Q1…

J p

~30!

and

p̃ h
~3!~r !5

«c

8
u3&

3H ^3u„ p̃ ~1!~r !…3&

~3vdr1!
2/c3

22k3
22 i „~3vdr1!v3 /Q3…

J p. ~31!

Using Eq.~31!, the effective cubic coupling coefficient
can be determined from measurements of the amplitude of
the response of the cavity at 3vdr1 and atvdr1. The ampli-
tude of the total response of the cavity atvdr1 is really the
sum of p̃ (1)(r ) and p̃f

(3)(r ). We can neglect thep̃f
(3)(r ),

since it is of higher order, and attribute the measured re-
sponse atvdr1 to p̃ (1)(r ). The cavity’s response at 3vdr1 is
used to determinep̃h

(3)(r ). Equation~31! can then be solved
to determine«c .

D. Mode coupling

In addition to suppression of nonlinear effects, the multi-
frequency drive technique allows us to directly measure the
nonlinear coupling coefficient between any two modes. Sup-
pose a harmonic cavity~a cavity whose modes are integral
multiples of the fundamental! is strongly driven at frequency
v f near the cavity’s fundamental frequencyv1 , and driven
weakly at frequencyvh near a higher cavity resonant fre-
quency,v j . In addition, we will suppose that the second-
order response to the fundamental drive is actively sup-
pressed. Assume for the moment that only quadratic
nonlinear effects are present. Then the principal response of
the cavity will be atv f , vh , v f2vh , andv f1vh .

To see this, let Fdr1(r ,t)5Fdr1(r )@cos (vf t)
1j cos (vht)#, wherej is a number much smaller than 1. The
first-order response of the cavity is

p̃ ~1!~r ,v!5 p̃ f
~1!~r !@d~v2v f !1d~v1v f !#1 p̃ h

~1!~r !

3@d~v2vh!1d~v1vh!#, ~32!

where

p̃ f
~1!~r !5u1&H ^1uF̃dr~r !&

v f
2/c1

22k1
22 i ~v fv1 /Q1!J p ~33!

and

p̃ h
~1!~r !5u j &H ^ j uF̃dr~r !&

vh
2/cj

22kj
22 i ~vhv j /Qj !

J p•j. ~34!

In this case, the convolution integral in the quadratic driving
term in Eq.~13! is

p̃ ~1!* p̃ ~1!52@„p̃ f
~1!~r !…21„p̃ h

~1!~r !…2#d~v!1„p̃ f
~1!~r !…2

3@d~v22v f !1d~v12v f !#1„p̃ h
~1!~r !…2

3@d~v22vh!1d~v12vh!#12p̃ t
~1!~r !

3 p̃ h
~1!~r !@d„v2~vh2v f !…1d„v1~vh2v f !…#

12p̃ t
~1!~r ! p̃ h

~1!~r !@d„v2~vh1v f !…

1d„v1~vh1v f !…#. ~35!

The first term is a zero-frequency drive term which does
not contribute. The second term is the nonlinear response
due to the fundamental mode. We will assume that this non-
linear drive term is actively suppressed. The third term is the
nonlinear response due to the~small! vh drive. Since this
term is of orderj2, we will neglect it. The last two terms are
of order j. They correspond to nonlinear interactions be-
tween the two modes of the cavity. The total response of the
cavity ~to leading order inl! is

p̃ ~r ,v!5 p̃ f
~1!~r !@d~v2v f !1d~v1v f !#1 p̃ h

~1!~r !

3@d~v2vh!1d~v1vh!#1 p̃ 2
~2!~r !

3@d„v2~vh2v f !…1d„v1~vh2v f !…#

1 p̃ 1
~2!~r !@d„v2~vh1v f !…1d„v1~vh1v f !…#,

~36!

where

p̃ 2
~2!~r !52«qu j 21&H ^ j 21u p̃ f

~1!~r ! p̃ h
~1!~r !&

~vh2v f !
2/cj 21

2 2kj 21
2 2 i „~vh2v f !v j 21 /Qj 21…

J p, ~37!

and

p̃ 1
~2!~r !52«qu j 11&H ^ j 11u p̃ f

~1!~r ! p̃ h
~1!~r !&

~vh1v f !
2/cj 11

2 2kj 11
2 2 i „~vh1v f !v j 11 /Qj 11…

J p. ~38!
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The indicesj 21 and j 11 refer to the modes that are nearly
resonant with the frequenciesvh2v f andvh1v f , respec-
tively. Equations~37! and ~38! allow a direct means of de-
termining «q from the experimental cavity response data.
Equation ~36! shows that the amplitudes ofp̃ 2

(2)(r ),
p̃ 1

(2)(r ), p̃ f
(1)(r ), and p̃ h

(1)(r ) are easily measured by taking
a fast Fourier transform in time of the pressure response
signal in the cavity. From this and the measured values of the
Qn’s andcn’s, the value of«q can be determined using Eq.
~37! or Eq. ~38!.

In the above example, the fundamental mode’s nonlin-
earities were suppressed to allow a large-amplitude single-
frequency oscillation to exist in the cavity. If a small excita-
tion at some higher resonant frequency is introduced in the
cavity, the cavity will respond at that frequency and at the
sum and difference frequencies of the fundamental and the
higher frequency excitation. If the amplitude of the funda-
mental mode is large enough, the nonlinear response to the
high-frequency excitation can be larger than the direct linear
response to that excitation, since the nonlinear term is pro-
portional to the very large amplitude of the fundamental
mode.

II. EXPERIMENT

A. Apparatus

Our apparatus is shown schematically in Fig. 2. The
computer generates a control signal that is input into the
shaker system. Based on this input, the shaker physically
shakes the air-filled cavity to induce acoustic oscillations. A
pressure gauge,4 mounted on the top of the acoustic cavity,
measures the acoustic pressure oscillations inside the cavity.
The output of this gauge is, in turn, fed to a lock-in amplifier
and back to the computer. An accelerometer5 is used to di-
rectly measure the accelerations imposed on the cavity by the
shaker.

The acoustic cavity, shown in Fig. 3, consists of two
aluminum cylinders of different diameters welded end to end

with a transitional flange. The large diameter cylinder is
welded to a flanged aluminum plate to allow the securing of
the cavity to the shaker table. The cavity is closed by an
aluminum ‘‘upper’’ plate welded to the small diameter tube.
Holes for both a pressure transducer and an air inlet are
machined in the upper plate. In these experiments, the cavity
is filled with air at ambient temperature and pressure.

The cavity design was dominated by the requirement
that the first five axial modes of the cavity can be directly
driven by the motion of the shaker system and by the ease of
construction. We chose a cavity that was harmonic~the reso-
nant frequencies of the higher modes are integral multiples
of the fundamental! to insure large nonlinear effects in the
cavity.

We considered using a right circular cylinder as a reso-
nator since the resonant frequencies are harmonically related
in this type of cavity. Unfortunately, the even modes in such
a cylinder cannot be driven by the shaker. The pressure at
each of the end plates of the right circular cavity are in phase
with each other for the even modes. In the shaker-driven
cavity, the motions of the end plates are constrained to move
in ‘‘180° out of phase’’ with each other.~If we visualize the
end plates as two drive pistons, one piston ‘‘compresses’’ the
gas while the other ‘‘expands’’ the gas.! In the even modes,
the end plate pressure is in phase while the end plate volume
displacements are out of phase, the ‘‘p dv ’’ work done by
one piston is identically canceled out by the work done on
the other piston for the even modes. The net result is that
there is very weak coupling of the shaker drive to the even
modes of the cavity. This is not true for the odd modes since
the end plate pressures are 180° out of phase.

We settled on the two-diameter resonator geometry to
allow our drive to couple to both the ‘‘even’’ and ‘‘odd’’
modes of the resonator. In order to insure that the modes of
the two-diameter resonator were harmonically related, we
chose the length of each half of the resonator to be the same.

The axial modes of the cavity are driven by displacing
the cavity in its axial direction with an LDS6 type 722
shaker. The system is capable of developing 2.9-kN force
and has a well-characterized response to 3000 Hz. The ana-
log drive signal for the shaker system is generated by a 60-
MHz Pentium-based computer running Labview7 software
and a National Instruments7 type ATM-MIO-16E-2 digital-
to-analog board.

In these measurements we drive the fundamental mode
at high amplitude; consequently, there is significant dissipa-

FIG. 2. A schematic diagram for the control loop used in this investigation.
The computer generates two signals. One is a single-frequency reference
signal for the lock-in amplifier and the other is a multi-frequency signal used
to drive the shaker table. The output of the accelerometer, which is mounted
at the base of the cavity, is input to the computer. The pressure gauge signal
is input to both the computer and the lock-in amplifier. The lock-in amplifier
acts as a filter and phase comparator between the reference signal and the
fundamental pressure response signal from the cavity. The lock-in amplifi-
er’s output is fed back to the computer.

FIG. 3. A cross-sectional drawing of the cylindrical resonator used in this
work. The inner diameters of the resonator are 95.3 and 68.9 mm. The
dimensionL is 0.3 m. The mass of the cavity is 2.7 kg. The cavity modes
are driven by bodily shaking the cavity. In this case each of the cavity’s
‘‘plates’’ act as drive pistons.
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tion in the cavity and the gas temperature changes over the
duration of the experiment. Since the acoustic velocity is
temperature dependent, the resonant frequencies of the cavity
shift with time. In order to ensure that the fundamental mode
is continuously driven at resonance we use a control loop,
consisting of the lock-in amplifier, the computer, and the
shaker/resonator, to lock the drive frequency to the funda-
mental mode’s resonant frequency. The computer outputs a
three-frequency component waveform to drive the shaker.
The lowest drive frequency is near the cavity’s fundamental
resonance and the others are at two and three times the low-
est drive frequency. A reference signal in phase with the
lowest frequency drive component is input to the reference
port of the lock-in amplifier. The output of the pressure
gauge is connected to the input port of the lock-in amplifier.
The phase of the lock-in amplifier is set so that the output of
the amplifier is zero when the cavity is driven at resonance.
Since the phase of the pressure response of the cavity is a
strong function of frequency around the resonance, the dc
voltage output of the lock-in amplifier is proportional to the
drive frequency deviation from the resonant frequency of the
cavity ~for drive frequencies sufficiently close to the resonant
frequency!. The ‘‘error’’ voltage output from the lock-in am-
plifier is input back into the computer which adjusts the drive
frequencies so that the lowest drive frequency is resonant
with the cavity. The computer software uses a proportional
control algorithm in determining the output frequencies.

The major effort in developing the experimental system
was in developing computer software that tracks the funda-
mental resonance, generates the multifrequency waveform
input for the shaker, records the cavity pressure waveforms,
and records and displays the Fourier transform of the cavity
pressure waveform in real time. The software also allows the
user to specify or sweep the amplitudes, frequencies, and
relative phases of the three frequency components of the
drive waveform while the system is in operation. The most
general computer output waveform used for cancellation is
of the form

Fdr~ t !5Fdr1 cos~v1t !1Fdr 2 cos~2v1t1f2!

1Fdr3 cos~3v1t1f3!, ~39!

whereFdr1, Fdr2, andFdr3 are amplitudes,v1 is the lowest
angular frequency present in the drive, andf2 and f3 are
phase angles.

Experimentally, the most convenient unit for expressing
the amplitudes of oscillation with the shaker is acceleration.
The voltage input to the shaker amplifier from the computer
is proportional to the force put on the armature of the shaker.
Since the combined mass of the shaker armature and the
resonator shell dominates the physical response of the
armature/resonator system, the acceleration of the cavity is
directly proportional to the voltage output by the computer.
It is for this reason that we will refer to all the drive ampli-
tudes @Fdr1, Fdr2, Fdr3 in Eq. ~39!# in units of g
(9.806 m/s2).

B. Procedure

The procedure is divided into four separate sections.
First, the cavity is driven at low amplitude and the linear
response of the cavity is characterized. Second, the drive
amplitude is increased to where the quadratic nonlinearities
are dominant in the response of the resonator. These nonlin-
earities are then suppressed using a two-tone driving func-
tion. Third, the cubic nonlinearities are investigated by in-
creasing the drive amplitude still further and using a three-
tone drive to suppress both the quadratic and cubic
responses. Finally, we show the cavity can be used as an
acoustic mixer.

1. Linear response

The linear resonator response is determined by driving
the resonator with low-amplitude single-frequency drive sig-
nal @Fdr2 and Fdr3 are set to zero in Eq.~39!#. The drive
frequency (v1) is swept over each of first four resonances of
the cavity and the pressure response of the cavity is recorded.
The resulting amplitude versus frequency curves are fit to
determine the resonant frequency and the quality factor for
each of the first four resonant modes.

2. Quadratic nonlinear response

The fundamental mode is driven with a low-amplitude
single-tone drive@Fdr2 andFdr3 are set to zero in Eq.~39!#.
The drive frequency is locked to the fundamental resonance
using the control loop described above. The amplitude of the
single-tone drive is now increased to a level where the pres-
sure response waveform begins to steepen from that of the
pure sinusoid observed in the linear response studies. The
Fourier transform of the pressure waveform shows a clear
increase in the nonlinear response of the cavity at twice the
fundamental frequency.

To suppress the nonlinear response at twice the funda-
mental frequency, a second tone, at twice the fundamental
frequency (2v1), is imposed with a small amplitudeFdr2

and phasef2 @see Eq.~39!#. The phase of the second drive
tone is swept until there is a minimum in the 2v1 cavity
pressure response. This is easily seen in the Fourier trans-
form of the pressure response by following the magnitude of
the peak at 2v1 . In turn, the amplitudeFdr2 is then adjusted
to further minimize the 2v1 pressure response. The proce-
dure is repeated by alternating between the phase and the
amplitude adjustments until the second-order response of the
cavity is suppressed.

3. Quadratic and cubic nonlinear response

The system is once again driven by a low-amplitude
single tone locked to the fundamental resonance of the cav-
ity. The amplitude of the drive is then increased above that
of the quadratic case. The quadratic nonlinearities are sup-
pressed in the fashion described above. If the amplitude of
the fundamental drive is large enough, then the suppression
of the 2v1 pressure response will not result in the quenching
of the response at 3v1 ~due to direct cubic coupling from the
fundamental!. The 3v1 cavity response is suppressed using a
procedure analogous to the one used to cancel the quadratic
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response. A third tone, at three times the fundamental fre-
quency (3v1), is imposed with small amplitudeFdr3 and
phasef3 @see Eq.~39!#. The phase and the amplitude of this
drive component are alternately adjusted so as to cancel the
cavity response at 3v1 .

4. Nonlinear interactions between modes

Nonlinear coupling between the fundamental mode and
other modes can be measured using a three-tone driving
function similar to that of Eq.~39!:

Fdr~ t !5Fdr1 cos~v1t !1Fdr 2 cos~2v1t1f2!

1Fdrn cos~nv1t1fn!, ~40!

whereFdr1, Fdr2, andFdrn are amplitudes,v1 is the funda-
mental drive angular frequency,n is an integer, and,f2 and
fn are phase angles. The system is driven at an amplitude,
Fdr1, where quadratic nonlinearities dominate the response.
Here Fdr2 and f2 are chosen~using the methods outlined
above! to quench the nonlinear response of the resonator. At
this point, the Fourier transform of the resonator response is

a pure monotone atv1 . A third tone is now introduced into
the resonator atnv1 by adding a third signal, with small
amplitudeFdrn, to the drive. The amplitudes of the Fourier
transform of the resonator response are recorded.

III. COMPUTATIONAL MODEL

A semi-empirical computational model was written us-
ing Maple V8 to compare the resonator response to our
theory. The program calculates the response of the resonator
using the perturbation solutions described in Sec. I. We re-
strict our model to a manifold that includes only the first four
resonant modes to limit the model’s computational complex-
ity. The model requires as inputs the quality factors and the
resonant frequencies for the first four resonances. These val-
ues are experimentally determined from the linear response
measurements outlined above. The two adjustable coupling
parameters«q and«c characterize the nonlinear coupling be-
tween modes.

The normalized pressure eigenfunctions for our resona-
tor geometry are of the form

um&55
A 2

S1L~11Sr !
sin ~kmx!, 2L<x<0 J , for m51,3,5,...,

SrA 2

S1L~11Sr !
sin ~kmx!, 0.x.L

A 2

L~S11S2!
cos~kmx!, 2L<x<L,J , for m52,4,6,...,

wherex is the longitudinal position in the resonator~see Fig.
3!, S1 and S2 are the surface areas of the lower and upper
plates,Sr is the area ratioSr5S2 /S1 , L is the length of each
half of the resonator~see Fig. 3!, andkm is the wave number
of themth mode,km5mp/L. A more in-depth discussion of
the computational model is available in the thesis by Huang.9

IV. RESULTS AND DISCUSSION

A. Linear response

The resonant frequencies of the resonator do vary over
time due to the inherent temperature dependence of the speed
of sound in air. However, the fundamental resonant fre-
quency for our resonator was typically 284.5 Hz. The other
resonances for this cavity design are nearly harmonic with
the fundamental mode. The ratios of the second, third, and
fourth resonant frequencies to those of the first are 2.02,
3.00, and 4.04, respectively. The quality factors for the first,
second, third, and fourth resonances are 173, 220, 300, and
320, respectively.

B. Quadratic nonlinear response

Figure 4~a! shows the pressure trace when the cavity’s
fundamental mode is driven with a single-frequency drive.

The peak acceleration of the cavity is 2.1 g’s. The pressure
gauge is positioned at a pressure antinode and registers a
peak pressure amplitude of 576 Pa. The ambient pressure
inside the resonator is 105 Pa. There is a slight steepening in
the pressure-time trace due to nonlinear effects in the reso-
nator. These effects are more apparent in the Fourier trans-
form of the pressure shown in Fig. 4~b!. Not surprisingly, the
fundamental mode is strongly excited by the resonant drive.
However, the Fourier transform of the pressure signal also
shows that both the second and the third mode are nonlin-
early driven.

Figure 4~c! shows the response of the resonator when a
second tone is introduced to suppress the second mode’s
response. Here the drive is of the form of Eq.~39! with
Fdr152.1 g, Fdr252.2 g, f25310°, andFdr350 g. The sec-
ond mode is directly suppressed by introducing a second
tone and the pressure amplitude of the fundamental increases
to 582 Pa. The third mode is not excited because, at this
amplitude, there is only quadratic coupling between the
modes. Once the second mode is suppressed there is no path
for the energy to be coupled from the fundamental to the
third mode.

The phasing of the second drive tone is critical to can-
celing the nonlinear response of the resonator. Figure 5~a! is
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a plot of the measured pressure amplitude of both the second
~dark curve! and third~light curve! modes versusf2 @see Eq.
~39!#. We see that the second mode exhibits both construc-
tive interference, atf2 equal to 135°, and destructive inter-
ference, atf2 equal to 305°. If the amplitude of the second
drive tone was not appropriate for complete cancellation, the
minimum at 305° would be nonzero.

There is no direct suppression of the third mode for the
data shown in Fig. 5~a! (Fdr350). We see that the nonlinear
response of the third mode is directly tied to the amplitude of
the second mode. The computational model results, shown in
Fig 5~b!, qualitatively confirm this behavior.

We are interested in seeing whether our simple quadratic
model for the nonlinear resonator captures the overall cou-
pling between the first two modes. To check this, we plot the
forcing amplitude of the second mode necessary to achieve
cancellation (Fdr2) versus the forcing amplitude of the fun-
damental mode (Fdr1) in Fig. 6. The two plots are that of
experimental measurements~individual points! and the re-
sponse ‘‘predicted’’ by the nonlinear quadratic model~con-
tinuous curve!. The quadratic coupling coefficient («q) used
in the computational model is determined from low-
amplitude measurements and Eq.~16!. The cubic coupling
coefficient («c) is assumed here to be zero. The overall trend
of the data is mimicked by the model; however, the model
overpredicts by about 35% the second mode’s drive ampli-
tude at high fundamental drive amplitudes. In both the ex-
perimental data and the computational model, the drive force
necessary for cancellation of the second mode response goes
as the square of the fundamental drive force.

C. Quadratic and cubic nonlinear response

If the cavity is driven at amplitudes still higher than
those discussed above, then the cubic nonlinearities will
make themselves felt. Figure 7 shows the cavity response
when driven at a higher amplitude (Fdr154.6 g). The overall
pressure response to a single tone drive, shown in Fig. 7~a!,
is clearly distorted. The Fourier transform of this pressure
trace, Fig. 7~b!, shows a significant response in all of the first
eight modes of the cavity. If a second tone is introduced to
suppress the second mode response of the resonator~here
Fdr2510 g), then the response of the resonator looks much
more harmonic@Fig. 7~c!#. The Fourier transform of the sig-
nal @Fig. 7~d!# shows that the responses of all but the third,
fourth, and fifth modes of the resonator have been elimi-
nated. The remaining third mode is the result of cubic non-
linear coupling and can be used to determine the coupling
coefficient«c . We then add a third tone to suppress the third
mode response (Fdr350.33 g). The overall pressure re-
sponse is shown in Fig. 7~e! and the Fourier transform of this
signal is shown in Fig. 7~f!. We see that in this case the
introduction of only two additional drive tones is sufficient to

FIG. 4. Experimental pressure versus time plots and pressure amplitude
spectra before and after the quenching of second harmonic.~a! Pressure
profile and~b! pressure amplitude spectrum at resonance withFdr152.1 g
andFdr250 g. ~c! Pressure profile and~d! amplitude spectrum at resonance
with second harmonic suppressed withFdr152.1 g, Fdr252.2 g, andf2

5310°. Hatch marks on the pressure versus time graphs indicate data
points.

FIG. 5. ~a! Experimental amplitudes of the second~dark line! and third
harmonics~light line! as a function of relative phasef2 between the forcing
tones. Notice that the third harmonic response follows the second’s re-
sponse, although only the second is being actively controlled. Suppression
of both harmonics occurs whenf2 is 305°.~b! The corresponding plot for
computational amplitudes of the second and third harmonics as a function of
relative phasef2 between the first two forcing tones. The amplitudes of the
two forcing tones areFdr152.7 g and (Fdr2!comp54.9 g. The scallops in the
computed curves are computational artifacts.
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suppress the energy transfer from the fundamental mode to
the fourth and higher modes of the resonator.

The pressure amplitude of the fundamental mode in-
creases with the presence of the canceling drive tones. In Fig.

7~b!, ~d!, and~f!, the fundamental mode’s pressure response
is 1242 Pa~one tone drive, no cancellation!, 1319 Pa~two-
tone drive!, and 1326 Pa~three tone drive!, respectively.

Figure 8~a! shows the experimentally determined depen-
dence of the second and third mode amplitudes as a function
of the drive phasef2 . The second mode response is
quenched whenf2 is 320°; however, the third mode re-
sponse is nonzero due to cubic interactions~see arrow!.

Figure 8~b! shows the third mode response versus the
drive phase anglef3 . The amplitudeFdr2 and phase angle
f2 are set so that the cavity’s second mode response is zero
throughout the measurement. The same constructive and de-
structive interference present in Fig. 5 is seen here. The third
mode’s response is completely suppressed whenf3 is 322°.

We have observed that the third forcing tone amplitude
Fdr3 needed to suppress the third mode response grows as the
cube ofFdr . The computational amplitudes needed to sup-
press the third mode response (Fdr3) were also found to be
about 35% higher than the actual experimental values. This
disparity might be attributed to our assumption that the cav-
ity itself is rigid. We have seen a mechanical resonance in
our system at 795 Hz. Since the first and second gas reso-

FIG. 6. Experimental~d! and computational~curve! amplitudes of the sec-
ond forcing tone,Fdr2 , required to suppress the second harmonic as a func-
tion of the amplitude of the first forcing tone,Fdr1 .

FIG. 7. The first two plots are~a! the experimental pressure versus time and
~b! the amplitude spectrum at resonance with a single-frequency drive
(Fdr154.6 g). The following two plots are~c! the experimental pressure
versus time and~d! amplitude spectrum at resonance with second harmonic
suppressed;Fdr154.6 g, Fdr2510 g, andf25320°. The final two plots are
~e! the experimental pressure versus time and~f! the amplitude spectrum at
resonance with both the second and third harmonics suppressed;Fdr154.6 g,
Fdr2510 g, Fdr350.33 g, f25320°, andf35322°. Hatch marks on the
pressure versus time graphs indicate data points.

FIG. 8. ~a! Experimental amplitudes of the second~dark line! and third
harmonics~light line! as a function of relative phasef2 between the first
two forcing tones. Note that the amplitude of the third harmonic is always
larger than the second harmonic and is nonzero when the second harmonic
is suppressed atf25320° ~see arrow!. ~b! A plot of the third harmonic’s
pressure amplitude versusf3 while f2 is held constant at 320°. A third
forcing tone is added and the relative phase between the third and first
forcing tones,f3 , is swept while the third harmonic pressure amplitude is
recorded. The third harmonic is suppressed whenf3 is 320°.
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nance frequencies are below this mechanical resonance fre-
quency, the cavity should behave as a rigid cylinder when
driving these modes. However, this may not be true for the
third gas resonance. Our model for the third forcing tone
does not account for any phase difference between the driv-
ing surfaces of the resonator.

D. Nonlinear interactions between modes

The active control approach is not limited to mode sup-
pression but can be used to directly probe the nonlinear cou-
pling between modes. To illustrate this, we have included the
sequence of graphs in Fig. 9. In Fig. 9~a! the Fourier trans-
form of the response of the cavity is shown when the cavity’s
fundamental resonance is driven by a single tone. Since~in
this case! the fundamental drive amplitude is not too large, a
single drive tone at twice the fundamental drive frequency is
sufficient to suppress the nonlinearities@see Fig 9~b!#.

In Fig. 9~c!, we impose a third drive tone with a fre-
quency three times the fundamental frequency, as indicated
by the arrow.@The form of the drive signal is that of Eq.~40!
for all the plots presented in Fig. 9.# The dominant cavity
response is the first and third mode’s linear response to the
drive. However, the quadratic nonlinear coupling between
these two modes has generated two other dominant modes,
the second and the fourth. We also see the existence of the
fifth mode, which is the result of two sets of quadratic inter-
actions, one between the fundamental and the fourth mode,
and the other between the third and the second mode.

In Fig. 9~d!, the third drive tone is now at a frequency
four times the fundamental frequency. The dominant nonlin-
early excited modes are the third and fifth modes, corre-
sponding to the sum and difference of the two driving fre-
quencies. Note that the amplitudes of these nonlinearly
excited modes are of the same order as the directly driven
fourth mode. This is not surprising since the amplitudes of
the quadratically excited modes are proportional to both the
large fundamental mode amplitude and the fourth mode am-
plitude. The lesser peaks are, once again, primarily due to
quadratic coupling between the more dominant peaks. Figure
9~e! and~f! are the corresponding responses of the resonator
when the third drive frequency is at five and six times the
fundamental frequency.

From these figures, it becomes apparent that the nonlin-
ear quadratic intermodal coupling coefficients for a specific
resonator can be directly probed using this multi-tone drive
approach. In the cases outlined above, the fundamental mode
is driven to an amplitude where the quadratic nonlinearities
are significant. The nonlinear response of the cavity due to
the fundamental mode interacting with itself is suppressed by
the canceling drive at twice the fundamental frequency. By
directly driving themth mode at small amplitude, the qua-
dratic nonlinear interactions between the fundamental mode
and themth mode manifest themselves unambiguously as the
response at the sum and difference of the fundamental and
themth-mode drive frequencies. The effective quadratic cou-
pling coefficient between the specific modes can be deter-
mined from the response amplitudes and Eqs.~37! and~38!.

We have demonstrated here that the cavity can be used
as an acoustic mixer. If the cavity is driven to an acoustic
amplitude where the quadratic interactions are important and
suppressed, then the introduction of low-amplitude tone into
the cavity can result in a frequency-shifted response that is
greater in amplitude than the introduced tone@as in Fig.
9~d!#. This method could be used, for example, to directly
heterodyne two acoustic signals.

Our computational model successfully predicts the over-
all trends in the response of the cavity. Quantitatively, how-
ever, disparities of 35% and larger are common. We believe
that this is primarily due to the sensitivity of the nonlinear
response to the relative frequency spacing of the modes. The
quality factor for each of the resonances has a typical value
of 200. If the relative positions of the mode frequencies are
not known to better than 0.5%, then the predicted nonlinear
response will be suspect. For example, suppose that the fun-
damental mode is driven resonantlyexactlyat 285 Hz. If the
second mode of the resonator has a resonance atexactly570

FIG. 9. Pressure amplitude spectra showing two mode nonlinear interac-
tions.~a! The response when driven with a single-frequency forcing function
at the fundamental resonance.~b! The second harmonic is suppressed by
adding an appropriate second forcing tone, resulting in a clean linear re-
sponse.~c! A third forcing tone at three times the fundamental resonant
frequency is added, as indicated by the arrow, resulting in nonlinearly ex-
cited second, fourth, and fifth harmonics. The drive amplitudesF1 , F2 , and
F3 are 2.7, 3.5, and 1.3 g, respectively.~d! The third forcing tone is at four
times the fundamental resonant frequency, resulting in nonlinearly excited
third and fifth harmonics. The drive amplitudesF1 , F2 , andF4 are 4.0, 7.5,
and 7.5 g, respectively.~e! The third forcing tone is at five times the fun-
damental resonant frequency, resulting in nonlinearly excited fourth and
sixth harmonics. The drive amplitudesF1 , F2 , andF5 are 2.7, 3.5, and 1.1
g, respectively.~f! The third forcing tone is at six times the fundamental
resonant frequency, resulting in nonlinearly excited fifth and seventh har-
monics. The drive amplitudesF1 , F2 , and F6 are 2.7, 3.5, and 4.4 g,
respectively.
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Hz ~523285 Hz!, then the nonlinear drive term~which is at
twice the drive frequency! is resonant with the second mode.
The response of the second mode will be large. Suppose now
the second mode has a resonant frequency of 575 Hz and a
quality factor of 287.5~we choose this value for conve-
nience!. The second mode will not respond resonantly for
drive frequencies that are outside the ‘‘resonance band’’ of
the mode, in this case 5756~575/287.5! Hz or between 573
and 577 Hz. If the fundamental mode is driven again at 285
Hz, then the nonlinear quadratic drive term results in an ex-
citation in the cavity at 570 Hz. Unfortunately, this is not
within the resonance band of the mode and there is only a
small quadratic nonlinear response. The 5-Hz shift~a relative
shift of less than 1%! has substantially altered the nonlinear
response of the cavity. The effect is compounded when the
modes that are excited by nonlinear interactions of the~now
diminished! second mode are considered. This susceptibility
to error due to the relative position of the modes is reduced
in the anharmonic cavity case where the mode frequencies
are generally not integral multiples of each other.

V. CONCLUSIONS

The use of a multi-frequency drive dramatically in-
creases the flexibility in interrogating the nonlinearities in-
herent in a resonator. We are able to observe and directly
measure the second- and third-order responses of the cavity.
In addition, we can suppress the coupling from the funda-
mental mode to higher-order modes by actively canceling the
quadratic and cubic nonlinear response of the cavity.

Passive suppression techniques have shown significant
increases in the achievable pressure amplitudes in a resona-
tor. By combining both the active and passive1–3 approaches
for the suppression of mode–mode coupling still higher am-
plitude waves with minimal distortion can be generated.

Using a perturbative solution of a simplified nonlinear
wave equation, we have developed a semi-empirical model
for the resonator response to a multifrequency drive. The
qualitative behavior of the model agrees with experiment;
quantitatively the model overestimates the measured re-
sponses by about 35%.

ACKNOWLEDGMENT

This work was supported by the MIT Sloan Basic Fund.

1A. B. Coppens and J. V. Sanders, ‘‘Finite-amplitude standing waves in
rigid-walled tubes,’’ J. Acoust. Soc. Am.43, 516–529~1968!.

2A. B. Coppens and J. V. Sanders, ‘‘Finite-amplitude standing waves
within real cavities,’’ J. Acoust. Soc. Am.58, 1133–1140~1975!.

3D. F. Gaitan and A. A. Atchley, ‘‘Finite-amplitude standing waves in
harmonic and anharmonic tubes,’’ J. Acoust. Soc. Am.93, 2489–2495
~1993!.

4Model 8510C, Endevco, 30800 Rancho Viejo Road, San Juan Capistrano,
CA 92675.

5Model J357B01, Piezotronics, Inc., 3425 Walden Avenue, Depew, NY
14043-2495.

6Ling Dynamic Systems, 60 Church Street, Yalesville, CT 06492.
7National Instruments, 6504 Bridge Point Parkway, Austin, TX 78730-
5039.

8Maple V, Waterloo Maple, Inc., 450 Phillip Street, Waterloo, Ontario N21
5J2, Canada.

9P. T. Huang, Master’s thesis, Department of Mechanical Engineering,
Massachusetts Institute of Technology, 1996.

3268 3268J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 P. T. Huang and J. G. Brisson: Active control of waves



Surface wave formation at an impedance discontinuitya)
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The formation of air-coupled acoustic surface waves over an impedance plane has been studied in
a series of model experiments. Surface waves were generated at an impedance discontinuity on a flat
surface, one section of the surface being acoustically hard, and the other composed of an array of
small cavities with an effective impedance suitable for surface wave propagation. A point source of
sound~800 Hz–2 kHz! was located on the hard surface and the vertical sound pressure distribution
measured over the impedance plane, at various distances. The formation, propagation, and decay of
the surface waves were clearly observed. The measured pressure distributions are consistent with the
theoretical formulation of Rasmussen@J. Sound Vib.84, 598–602~1982!# for propagation of sound
over an impedance jump. An alternative formulation for the case of plane waves incident at grazing
angles to a surface has been described by McAninch and Myers@AIAA 26th Aerospace Sciences
Meeting, paper AIAA-88-0179~1988!#. This simpler formulation has been found to be consistent
with our measurements, and with the Rasmussen theory, when the distance between source and
impedance discontinuity is sufficiently large.@S0001-4966~97!03011-7#

PACS numbers: 43.10.Ln, 43.28.Fp, 43.20.Fn@LCS#

INTRODUCTION

he study of surface waves is useful in understanding the
propagation of sound over ground surfaces. Surface waves
over an impedance plane are expected when the imaginary
component of the surface impedance is aspringlikereactance
and is greater than the resistive component~Brekhovskikh,
1959!. This often occurs for natural ground surfaces and is
most pronounced in special circumstances, e.g., thin layers
of snow-covered ground~Albert, 1992!. The effect on the
propagation of sound from a point source is to produce
sound pressure levels in excess of those that would be ob-
tained over an acoustically rigid boundary at low frequen-
cies.

By constructing special model surfaces with controlled
acoustical characteristics, the formation of surface waves can
be achieved relatively easily. Their properties, and the appli-
cability of theoretical models that describe them, can be
studied experimentally. In a recent paper, Daigleet al.
~1996! examined the propagation of surface waves over such
a model surface using acoustical pulses. In this paper, the
formationof surface waves at an edge of the model surface is
studied in more detail. An initial presentation of results was
given by Stinsonet al. ~1992!. Subsequently, the impedance
of the model surface has been determined more carefully.
Revised calculations of the sound fields above the model
surface, using the improved impedance model, have been
performed and are reported here.

I. THEORY

There are a variety of different types of acoustical sur-
face waves that can arise at the interface between two media
~Tolstoy, 1973; Brekhovskikh, 1980!. We are considering
here an air-coupled surface wave in which there is a coupled

oscillation of the air within a porous solid and the air above
the surface~Brekhovskikh, 1959; Donato, 1978; Raspet and
Baird, 1989; Daigle, 1991; Stinsonet al., 1993!. The collec-
tive oscillation is localized near the interface and propagates
along the interface with a phase speed less than the free-field
speed of sound. For propagation above an impedance plane
under certain geometrical conditions, there are simple ana-
lytical solutions of the Helmholtz equation that exhibit these
surface wave properties~Daigle et al., 1996!.

The work to be described in this paper focuses on the
geometry shown in Fig. 1. A flat surface is separated into
two half-planes by a discontinuity in surface impedance.
Sound from a point source located above one half-plane
~specific impedanceZ1! propagates toward a receiver that is
located above the other half-plane~our model surface, hav-
ing specific impedanceZ2!. The receiver is moved vertically
~coordinatey! giving a pressure profilep(y). The formation
and properties of surface waves are observed by examining
the shape of these profiles.

A. Conditions for observation of surface waves

The air-coupled surface wave being investigated here
does not arise for all impedance surfaces and, when it does
occur, its presence may not be easily identified. The condi-
tions under which surface waves can propagate and be ob-
served are established by considering first the case of an
impedance plane characterized by a single acoustic imped-
anceZ ~i.e., takeZ15Z2[Z!. We look for plane-wavelike
solutions,

p}eiaxeiby, ~1!

of the Helmholtz equation¹2p1k2p50 above a surface at
y50, subject to the boundary condition

S dp

dy
1

irv

Z
pD

y50

50, ~2!
a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief, that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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where k5v/c is the wave number,v is the angular fre-
quency,c is the free-space sound speed,r is the air density,
and Z is the specific acoustic impedance of the porous sur-
face. An exp(2ivt) time convention is being assumed. For
propagation in the1x direction, we find

b/k52rc/Z ~3!

and

a/k5A12~rc/Z!2. ~4!

These expressions can be used to generate criteria for
the observation of surface waves. First, for a bounded solu-
tion, the imaginary part ofb must be positive, or else the
pressure in Eq.~1! would increase without limit with height
y. It is thus required that Im(Z).0. That is, the surface must
have a ‘‘springlike’’ reactance. Given that this condition is
satisfied, then from Eq.~1! the sound pressure decreases ex-
ponentially with height, so the surface wave is localized near
the surface. Going further, we can insist that the pressure
amplitude decay sufficiently rapidly with height that a sur-
face wave can be conveniently observed. A reasonable~al-
though arbitrary! criterion is that the pressure amplitude
should drop to its 1/e point within a free-space wavelengthl,
giving Im(b)l.1. On the other hand, the attenuation in the
propagation directionx shouldnot be too rapid and we take
Im(a)l!1. With these restrictions, it is found that observa-
tion of surface waves is anticipated provided that, roughly,
both Re(Z),Im(Z) and that the reactance lies in the range
2,Im(Z)/rc,6.

The solution of Eq.~1! has implicitly assumed a source
far removed from the region of observation. We make the
assumption that, even when the source of the surface waves
~e.g., an impedance discontinuity! is not distant, the condi-
tions for the propagation and observation of surface waves is
essentially the same as determined above.

B. Generation of surface waves

Surface waves can be generated at a discontinuity of
surface impedance. Their presence will be noted in measured
vertical sound pressure distributions. An indication of what
features should be looked for in the measured profiles that
follow is given in the sequence of panels of Fig. 2. The

following discussion is applicable for any frequency, subject
to satisfaction of the stated impedance conditions.

Consider first in panel~a! the case of a source located
directly on an impedance plane and suppose that the imped-
anceZ is such that no surface waves would be anticipated
~e.g., a masslike reactive component!. Then, the profile that
would be measured some distance away is as sketched on the
right-hand side of this panel. The sound pressure~normalized
by the free-field sound pressure! would be roughly constant,
except near the surface where it is reduced due to a ‘‘Lloyd’s
mirror’’ effect ~i.e., the reflection coefficientRp is 21 at
grazing incidence!. This result may be confirmed through
application of the theory of Thomasson~1976! or Chien and
Soroka~1975!. For example, using a normalized surface im-
pedance of (0.1,21.3) at 1500 Hz, the profile at a horizontal
range of 100 cm would look nearly as shown in Fig. 2~a!,
taking a maximum vertical height of 300 cm. Next, if the
incident sound travels initially over an acoustically hard sur-
face, as sketched in panel~b!, oscillations in the profile are
expected due to interference between direct and edge-
diffracted ~at the impedance jump! paths ~McAninch and
Myers, 1988!. Finally, we suppose that the surface imped-
ance actually satisfies the conditions appropriate for the for-
mation of surface waves, as discussed in the previous sec-

FIG. 1. Sketch of the geometry being considered. An acoustical source is
located above an impedance half-plane having an impedanceZ1 . The re-
ceiver is located over the other half-plane which has impedanceZ2 . Thex,y
coordinate system has its origin at the impedance discontinuity. For the
experiments, pressure is measured along a vertical line giving a profile
p(y). We are considering the case of acoustically hard first surface, i.e.,Z1

effectively infinite, and source located on the ground.

FIG. 2. Sketch to explain the shape of the measured vertical sound pressure
profiles ~through pointM !. In ~a!, over a surface whose impedance is not
appropriate for the formation of surface waves, we anticipate a sound pres-
sure~relative to free field! that is approximately independent of height ex-
cept for a ‘‘Lloyd’s mirror’’ interference close to the surface. With an im-
pedance discontinuity, in~b!, interference with an edge-diffracted
component adds ripples to the profile. Finally,~c! if the impedance is actu-
ally appropriate for surface wave propagation, an additional component,
localized near the surface, is found.
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tion. The profile sketched in panel~c! is obtained. There will
be an additional component to the profile~i.e., the surface
wave!, localized near the surface.

C. Point source

The first of two theoretical models to describe the pres-
sure profiles is discussed here. Whether the source is close to
the impedance discontinuity or some distance away, the ap-
proximate theoretical formulation of Rasmussen~1982! may
be applied. As indicated in Fig. 3~a!, an intermediate vertical
plane is introduced at the discontinuity and for each position
h on this plane the four pathsRm are constructed (m
51 – 4). The pressure profilep(x,y) is then obtained from
the velocity potential

F~x,y!5x~8pk!1/2
e2 ip/4

16p2 E
0

`F eik~R11R3!

~R3
3R1~R11R3!!1/2

1Q2

eik~R11R4!

~R4
3R1~R11R4!!1/2

1Q1

eik~R21R3!

~R3
3R2~R21R3!!1/2

1Q1Q2

eik~R21R4!

~R4
3R2~R21R4!!1/2Gdh ~5!

through p5 irvF. Q1 and Q2 are the spherical reflection
coefficients appropriate to the two half-plane impedance con-
ditions. They are calculated using standard approximations
~e.g., Chien and Soroka, 1975, 1980! given the surface im-

pedances and angles of incidence~u1 andu2!. For both sur-
faces, we use

Q5Rp1~12Rp!F~w!, ~6!

where

Rp5~cosu2rc/Z!/~cosu1rc/Z! ~7!

and the numerical distance is

w5~ ikR/2!1/2~cosu1rc/Z!, ~8!

with the complex root being chosen so that2p/4,argw
,3p/4 ~Stinson, 1995!. For the acoustically hard surface,
we setZ5Z15`, u5u15p/2, andR5R2 , and obtainQ
5Q151. For the other surface, we setZ5Z2 , u5u2 , and
R5R4 , giving Q5Q2 . The functionF(w) is given by

F~w!511 ip1/2w exp~2w2!erfc~2 iw !. ~9!

In the calculations, we normalize the velocity potential by
the corresponding free-field velocity potential~i.e., the field
that would be obtained if source and receiver only were
present! which is simplyF f f5exp(ikRT)/(4pRT), whereRT

is the source–receiver distance.
As will be discussed in Sec. II, the model surface is not

strictly locally reacting and the impedanceZ2 depends some-
what on the angle of incidenceu2 of the sound. In the inte-
gration over the variableh, the use of angle-dependent val-
ues forZ2 ~and, hence, forQ2! was necessary to achieve a
good fit with experimental data.

D. Quasi-plane waves

An alternative theory to apply when the sound source is
located far from the impedance discontinuity is the exact
theoretical formulation~for the parabolic approximation to
the wave equation! given by McAninch and Myers~1988!. It

FIG. 4. Comparison of the McAninch and Myers theory~dashed curve! to
that of Rasmussen~solid curve!. The calculations assume a sound frequency
of 1500 Hz, a receiver position ofx5100 cm, and a surface impedance
Z25(0.513i )rc. For the Rasmussen approach, the source was located on
the ground atx5210 000 cm.

FIG. 3. Two approaches for modeling the effect of an impedance disconti-
nuity. ~a! The approach developed by Rasmussen~1982! introduces an in-
termediate plane atx50 and integrates contributions over heighth. ~b! The
McAninch and Myers approach~1988! assumes a plane-wave front atx
50 and develops an exact solution of the parabolic equation forx.0, so is
appropriate when the source is located a large distance from the discontinu-
ity and the impedanceZ1 is effectively infinite.

3271 3271J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 M. R. Stinson and G. A. Daigle: Surface wave formation



is assumed that, for the incident sound, plane-wave fronts
exist right up to the impedance discontinuity, as indicated in
Fig. 3~b!. The sound pressure above the impedance half-
plane, relative to the incident pressure~pressure doubling not
accounted for!, is given by

p5A~x,y!exp~ ikx!, ~10!

where

A~x,y!512erfc@~2 ip/2!1/2h#1exp@2 ip~hj1j2/2!#

3erfc@~2 ip/2!1/2~h1j!# ~11!

with

h5~k/px!1/2y, j5~kx/p!1/2/z, ~12!

where z5Z2 /rc is the normalized specific surface imped-
ance.

We can compare the theory of Rasmussen in the far
source regime to the theory of McAninch and Myers. As an
example, results are shown in Fig. 4 for a receiver position
100 cm from the discontinuity at 1500 Hz with an assumed
normalized specific surface impedance of~0.5, 3.0!. The
dashed curve was obtained using the expressions of McAn-
inch and Myers. The solid curve was calculated from the
theory of Rasmussen, taking a source positionx
5210 000 cm~note that increasing the source-discontinuity
distance further makes little difference in the calculated pro-
file!. The agreement is good, suggesting that the McAninch

and Myers procedure~computationally much quicker! is ap-
propriate for describing the formation of surface waves under
long-range propagation conditions.

The presence of the surface wave is evident within the
first 15 cm above the surface, in both formulations. Its form
is qualitatively similar to the profile predicted in Fig. 2~c!.
Additional calculations, not shown here, have been done us-
ing a normalized impedance of (0.5,23.0) which does not
support surface waves: The vertical sound pressure profiles
for this impedance condition look like the profile shown in
Fig. 2~b!.

II. EXPERIMENTAL PROCEDURE

The model surface has been described previously by
Daigle et al. ~1996!. It is composed of a lattice of square
cavities~sides of 1.315 cm, depth ofl 52.56 cm!. Two layers
of commercial overhead lighting panels were used to con-
struct the lattice, with screws to align the layers and secure
them to a rigid wooden base. A thin layer of cork lies be-
tween the lattice and base to prevent air leakage. The surface
has a maximum size of approximately 4.5 by 8.5 m. In most
experiments, though, the surface is partially covered by thin
metal sheets to provide the acoustically rigid impedance con-
dition.

It had originally been expected that the model surface
would be locally reacting, with adjacent cells communicating

FIG. 5. Vertical sound pressure profiles for 1500 Hz at various receiver positions. The source is fixed at a positionx52400 cm. The solid dots correspond
to measured data. The solid curves are predictions using the Rasmussen theory. The surface wave is apparent within the first 15 cm of the surface.
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acoustically only by way of the air above the structure. It was
discovered later that there was some acoustical leakage be-
tween the cells by way of small gaps between the two layers
that comprise the lattice structure. As a result, the surface
impedance is not independent of the angle of incidence of
sound. Acoustical modeling of the structure and subsidiary
measurements~Daigle et al., 1996! show that the effective
surface impedance is given by

Z25 irc cotS kl

2 D 12q tan2~kl/2!2e tan~kl/2!sin2 u2

11q1e cot~kl/2!sin2 u2

3~11d!2. ~13!

The terme accounts for the acoustical leak impedance be-
tween adjacent cells of the lattice;q is related to the finite
impedance of the underlying cork surface. Bothe andq are
complex quantities. The expressions for these parameters
and more detailed discussion can be found in the paper noted
above. The termd accounts for the wall thickness of the
plastic making up the lattice structure and has a value of
0.141.

For an ‘‘ideal’’ surface, we would havee50, q51 and
d50, giving an effective surface impedance ofZ2

5 irc cot(kl). This simple form provides a rough approxima-
tion to the actual impedance. The measured impedances
~Daigle et al., 1996! are not too different in magnitude but
are notable in the addition of a nonzero resistive component
to Z2 and a dependence on angle of incidence, because of the
e term.

The receiver was a12-in. microphone suspended above
the surface; its height was varied between 0 and 100 cm. A
second reference microphone on the hard surface was used to
calculate equivalent free-field levels to which all pressure
measurements were referred. Because the experiments were
performed indoors, it was necessary to utilize pulsed pure-
tone signals and use appropriate gating of signals to avoid
extraneous reflections. Measurements were made at frequen-
cies between 800 and 2000 Hz. At frequencies below 800
Hz, longer pulses are required and it becomes difficult to
gate out reflections; at frequencies above 2000 Hz, the sur-
face wave attenuates too rapidly with range, for the imped-
ance surface in use here.

III. RESULTS

The formation and propagation of surface waves has
been observed in two series of measurements. For the first
series, the source was fixed in position and the vertical pres-
sure profilep(y) measured at several different receiver po-
sitions x. For the second series, the horizontal distance be-
tween impedance discontinuity and receiver was fixed and
profiles determined for different source positions.

First, the source was located on the acoustically hard
surface a distance 400 cm away from the impedance discon-
tinuity. The sound frequency was 1500 Hz. Figure 5 shows
the vertical profiles~as solid dots! measured at eight receiver
positions over the model surface betweenx50 and x

FIG. 6. Same as for Fig. 5, except for a frequency of 800 Hz.
FIG. 7. Same as for Fig. 5, except for a frequency of 2000 Hz. The surface
wave experiences greater attenuation at this frequency.
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5400 cm. At the first of these (x50 cm), the pressure, rela-
tive to free field, shows the least variation with height, being
within 25% of a value of 2 at all vertical positions. Over a
hard surface, allowing for pressure doubling, the relative
pressure would be exactly 2. At the impedance discontinuity,
though, ripples in the profile are evident. As the receiver
range is increased, the ripples expand vertically. These
ripples are the result of an interference between the direct
path~source to receiver! and an edge-diffracted path~source
to discontinuity to receiver!. The location of the ripples, the
periodicity with vertical position, and the expansion with
range can be predicted reasonably well with this interpreta-
tion.

Of primary interest, though, is the occurrence of the sur-
face wave within the first 15 cm or so above the impedance
surface. It forms rapidly, being evident at a distance of 10 cm
from the impedance discontinuity, and continues to grow as
the range increases. The wave reaches its maximum strength
at a range of 20–50 cm and decays with range beyond this.

Also shown in Fig. 5 are the theoretical predictions
~smooth curves! obtained using the Rasmussen formulation
~except that a prediction forx50 was not possible!. The
calculated profiles show the same qualitative features as the
measured results. In particular, the existence of the surface
wave and the interference ripples are predicted. Quite good
quantitative agreement between theory and experiment is

found, except for the larger ranges. Some of the differences
can be attributed to~1! uncertainty in the surface impedance
Z2 ~Daigle et al., 1996!, ~2! backscattering of acoustic en-
ergy from the end of the model surface, and~3! to drift in
source strength over the course of the experiment due, per-
haps, to heating within the compression driver/exponential
horn source.

Results are shown in Figs. 6 and 7 for sound frequencies
of 800 and 2000 Hz, respectively. Quite good agreement is
obtained between theory and experiment. The surface wave
is quite strong for 800 Hz. At 2000 Hz, though, the surface
wave is seen to attenuate relatively rapidly with range so that
it is nearly gone after propagating 100 cm from the imped-
ance discontinuity.

For application to long-range propagation, sources will
be at distances much greater than 400 cm from the imped-
ance discontinuity. An indication of what might be expected
can be obtained by performing these indoor measurements
with different source positions. In the second series of mea-
surements, shown in Fig. 8, the pressure profile was always
measured at a positionx5100 cm. The source was located at
various positions betweenx52600 andx50 cm. The mea-
surements~solid dots! are compared to the corresponding
predictions using Rasmussen’s theory~smooth curves!. The
sound frequency was 1500 Hz. The characteristic oscillations
of pressure with receiver height are again observed. They are

FIG. 8. Vertical sound pressure profiles, at a fixed receiver position ofx5100 cm, for varioussourcepositions. The sound frequency is 1500 Hz. The solid
dots correspond to measured data. The smooth curves are predictions obtained from the Rasmussen theory. The dashed curve shown on the first panel (x
52600 cm) has been obtained using the theory of McAninch and Myers.
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seen to compress downward as the source moves back from
the discontinuity~consistent with the explanation of interfer-
ence between direct and edge-diffracted paths as their ori-
gin!. The surface wave is evident at all times; its shape is
essentially independent of the source location. The theory of
Rasmussen is found to work well for this experimental con-
figuration. It is clear that the overall profile is approaching a
limiting profile with the source at a distance of just 600 cm
from the discontinuity. With the source more distant than
this, the theory of McAninch and Myers would be appropri-
ate. On the first panel of Fig. 8, the dashed curve shows the
prediction obtained using the McAninch and Myers theory
~the impedance corresponding to grazing incidence has been
assumed!. This prediction is very similar to the Rasmussen
calculation below a height of 50 cm, giving a surface wave
of nearly the same amplitude. Differences between the two
approaches are apparent at heights greater than this.

IV. CONCLUSIONS

The formation of air-coupled surface waves at the inter-
face between an acoustically hard surface and a porous im-
pedance surface has been observed. A specially constructed
structure was used for the impedance surface, to optimize
this formation and subsequent propagation of the surface
waves over the surface. The surface wave component was
clearly evident in the vertical pressure profile and reached
significant amplitudes. For the impedance surface used, the
surface waves were localized within 15 cm or so of the sur-
face. The theoretical formulation of Rasmussen~1982! was
found to give predictions in close agreement with the mea-
sured results.

When the source is sufficiently far from the impedance
discontinuity, as would be the case in many outdoor applica-
tions, the wavefronts at the interface become essentially
plane. A simpler formulation due to McAninch and Myers
~1988! can then be used. It was found that the Rasmussen
theory, in the limit where the source is a long distance from
the impedance discontinuity, and the McAninch and Myers
theory gave comparable predictions.
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Tube waves and mandrel modes: Experiment and theory
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The characteristics of tube waves in a borehole, with and without a solid cylindrical mandrel, which
may be either elastic or poro-elastic, are compared. With an elastic mandrel, the tube waves are
slower, more dispersive, and more sensitive to the formation shear modulus than without. Similarly
extensional mode characteristics are compared in the presence of a formation. In the presence of an
elastic formation the extensional mode is faster, more dispersive than without, and it is only slightly
sensitive to the formation shear properties. These calculated characteristics are in excellent
agreement with our measured data. Additionally, the characteristics of tube waves and extensional
modes are studied in a borehole in the presence of a concentric liquid-saturated porous mandrel
whose acoustic properties are calculated using the Biot theory. The coupling of the tube wave
propagating in the annulus with the slow wave propagating in the porous mandrel introduces
attenuation and additional dispersion to the tube waves; the effect on the extensional mode is slight.
Theoretically calculated and experimentally measured dispersion and attenuation are in excellent
agreement with each other, with no adjustable parameters. Whether the mandrel is porous or not,
there are two modes which are weakly dispersive in the quasistatic limit. Very roughly, the two
modes consist of an extensional mode in the rod and a fluid-based mode in the annulus which are
coupled together. ©1997 Acoustical Society of America.@S0001-4966~97!06412-6#

PACS numbers: 43.20.Mv, 43.20.Jr@ANN#

INTRODUCTION

The acoustic properties of a fluid-filled cylindrical cavity
in an elastic solid have received a great deal of attention, not
the least because of its technical importance in the search for
oil reserves. The classic papers by Tsang and Rader1 as well
as those by Kurkjian and Chang2 have established that, de-
pending on the spatial dependence of the sourcing trans-
ducer, the acoustic signal is composed of many different
components. Some of these are normal modes of the system,
corresponding to poles in the appropriate Green’s function,
and others, ‘‘head waves,’’ corresponding to branch points.
If the source has an axially symmetric component, it is
known that at low frequencies the dominant contribution to
the acoustic signal is due to the lowest lying mode in the
problem, the ‘‘tube wave.’’ Here, low frequency means that
the wavelengths of all bulk modes are large compared to the
borehole radius. In this limit the tube wave becomes nondis-
persive with a speed which is simply expressed in terms of
the properties of the fluid and the solid. This article is de-
voted to an experimental and theoretical investigation of the
effects of a mandrel, a solid circular cylinder, on the proper-
ties of the tube wave, considered as a function of frequency.
As part and parcel of this understanding we also investigate
the effects of the formation on the extensional mode of the
mandrel, as well as the behavior of the other modes in the
system.

In wireline sonic logging, the tool itself is usually not
considered in the models for data processing and interpreta-
tion. This practice is based on the fact that the receiver sec-
tions of wireline sonic tools are designed to be acoustically
transparent, typically accomplished with slotted housings
and bellows. Moreover, compressional and shear head waves
result from the critical refraction of bulk waves propagating

in the formation; therefore, their slownesses should be inde-
pendent of the presence of mandrels. On the other hand, for
certain other applications, such as imaging reflectors located
away from the borehole, it is desirable to attenuate the tube
wave in order to enhance these formation arrivals. Further-
more, a rigid tool housing may be necessary or desirable for
cost and operation reasons. For these reasons we consider the
effects of a mandrel which is either an elastic solid~no at-
tenuation! or a porous medium~attenuation due to the Biot
slow wave! and we focus only on the normal modes, such as
the tube wave. Our work is a logical extension of the work of
Tang and Cheng3 who specialized in the case of a rigid and
nonporous mandrel.

The organization of this article is as follows: We de-
scribe our experimental technique in Sec. I. We outline our
theoretical treatment in Sec. II although most details are ac-
tually presented in the Appendix. We treat the mandrel either
as an isotropic elastic medium or as an isotropic poro-elastic
medium for which it is well known that the Biot theory pro-
vides an excellent description. Section III is devoted to an
analysis of our results, both experimental and theoretical. We
present our conclusions in Sec. IV. In this article we consider
only the properties, dispersion, and attenuation of the normal
modes. We do not consider actual waveform calculations
which could, of course, be done using more involved tech-
niques, such as real-axis integration.9 We note that modal
characteristics are independent of sourcing properties
whereas waveforms are not.

I. EXPERIMENTAL PROCEDURE

A schematic of the experiment, which is immersed in a
water tank, is shown in Fig. 1. A transmitter positioned near
the bottom of the borehole emits a pulsed acoustic signal. A
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ring receiver is positioned in the water annulus concentri-
cally with the mandrel and the borehole; its axial position is
controlled via a stepping motor to form a constant interval
synthetic array. The acoustic pressure is recorded as a func-
tion of time and receiver location. Recorded waveforms are
processed with Prony’s method4 to estimate the slowness and
the attenuation of the various modes as functions of fre-
quency. A normal mode varies axially and temporally as
ei (kzz2vt); we write kz5vs(v)1 ig(v), wheres(v) is the
phase slowness andg~v! is the attenuation.

Our experiments are done using two formations, stain-
less steel~a hard formation! and polyethylene~a soft forma-
tion!. The acoustic properties of these two materials bracket
those of the vast majority of actual rock formations. We have
used two different elastic mandrels, stainless steel and poly-
methylmethacrylate~PMMA!. The relevant properties of
these materials are listed in Table I. The boreholes are 1.25
in. ~3.175 cm! in diameter. The mandrel rods are 0.75 in
~1.905 cm! in diameter. Thus the mandrel to borehole size
ratio is 0.6. The outer radius of the polyethylene formation is
6.0 in ~15.240 cm! which is sufficiently large to be consid-
ered infinite in the calculations. The outer diameter of the
steel formation, however, is only 2.25 in.~5.715 cm!. None-
theless, as we shall see, this is sufficiently large to allow
quantitative comparison against the theory developed for an
unbounded formation.

We have used two different porous media as mandrels
also. The relevant Biot parameters are listed in Table II

where we use the notation of Refs. 5 and 7. These parameters
were determined by direct measurement on the samples as
described by Ref. 7 except that theL parameter was assumed
to be related to the other parameters, as indicated in Table II.

We demonstrate our technique with a simple example.
Figure 2 shows waveforms as functions of time and receiver
location acquired in the borehole in the steel formation with-
out a mandrel. The dominant signal is a primarily fluid-
based, nearly nondispersive tube wave which is easily vis-
ible. The very early arrivals are due to modes primarily in
the steel formation. There is also a cut-off mode which is not
easily visible but whose properties can be deduced from our
processing. Figure 3~a! shows the results in which phase
slowness is plotted as a function of frequency. There are two
modes shown in Fig. 3~a!, neither of which had any measure-
able attenuation, over and above background scatter. Our
background attenuation seems to be randomly scattered over
a range of values 368 dB/m. The tube wave has a slowness
nearly equal to that of water~676 ms/m! and has little dis-
persion. The other higher-order mode in the borehole has
less phase slowness and has steep dispersion near a cutoff
frequency of about 60 kHz. The symbols denote experimen-
tal data and the solid lines denote results of the numerical
mode search which we describe in the next section; they
agree very well. This higher-order mode has a simple disper-
sion relation in the limit that the formation is rigid:8

kz5A~v/Vf !
22~ j 1,1/b!2, ~1!

FIG. 1. Schematic diagram for measuring modal characteristics of an axially
symmetric mode in an elastic formation with a fluid-filled borehole and a
mandrel which may be either an elastic medium or a porous solid. The ring
receiver is positioned along the axis at intervals with constant spacing to
form a synthetic array.

TABLE I. Material parameters for elastic mandrel/borehole experiments. For convenience, both the phase
speeds and the phase slownesses are listed. All parameters were determined independently.

Material r (kg/m3)

Compressional Shear

Vp ~km/s! Sp(ms/m) Vs ~km/s! Ss(ms/m)

Stainless steel 7900 5.80 172 3.10 323
Polyethylene 960 2.38 420 0.912 1096
Polymethylmethacrylate~PMMA! 1180 2.64 379 1.27 787
Water 1000 1.48 676 ••• •••

TABLE II. Material parameters for the poro-elastic mandrels. All quantities
were measured separately, exceptL and f c , which are calculated from the
others as indicated.

Parameter QF-20 QF-50

f 0.42 0.41
Pore a` 1.9 1.7
space k0(mm)2 31.5 47.2

L(mm)5A8a`k0 /f 33.8 39.6

Fluid r f(kg/m3) 1000 1000
phase K f(GPa) 2.19 2.19

h~kg/m s! 0.0010 0.0010

fc~kHz!5
1

2p

hf

r fk0a` 1.12 0.81

Solid rs(kg/m3) 2730 2700
phase Ks(GPa) 33.4 33.4

Frame Kb(GPa) 8.5 8.5
moduli N(GPa) 6.5 5.8
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where j 1,1'3.832 is the first nontrivial zero of the Bessel
functionJ1(x), Vf is the speed of sound in the fluid, andb is
the borehole radius. This approximate theory gives a cutoff
frequency of 57 kHz, which is close to that which is ob-
served. We return to a discussion of this figure in Sec. III.

II. THEORY

We idealize the experimental geometry as a cylindrically
symmetric one of infinite extent in which the mandrel occu-
pies the region 0,r ,a, the fluid occupies the regiona,r
,b, and the elastic formation extends to infinity,b,r ,`.
Aside from introducing obvious errors of approximation, this
last assumption precludes the possibility of describing a
mode which is primarily an extensional mode in the~finite
thickness! formation, a mode which is possible to detect ex-
perimentally.

In this article we consider axially symmetric normal
modes in which all relevant quantities vary axially and tem-
porally asei (kzz2vt). We wish to determine the dispersion
relation kz5kz(v). The displacements are written as linear
combinations of cylindrical solutions to the wave equations
in the three media. The relative amplitudes of these indi-
vidual solutions are determined by the requirement that cer-
tain boundary conditions be satisfied. In the elastic outer me-
dium there is an outgoing cylindrical shear wave and an
outgoing cylindrical compressional wave. In the fluid-filled
annular region there are both incoming and outgoing cylin-
drical compressional waves; there are no shear waves. In the
case that the mandrel is an elastic medium, there is a cylin-
drical compressional wave and a cylindrical shear wave,
each of which is regular at the center,r 50. The amplitudes
of these six waves are determined by the boundary condi-
tions at the two interfaces: continuity of radial displacement
ur , continuity of radial stresst rr , and vanishing of tangen-
tial stresstzr . This homogeneous system of equations can
have a nontrivial solution if and only if the determinant of
the 636 matrix of coefficients vanishes. At each frequency

the correct axial wave numberkz is that which satisfies said
equation. Its value is determined by a numerical search algo-
rithm. As there is no attenuation mechanism,kz is real-
valued for all truly propagating modes.

However, there are experimentally relevant ‘‘pseudo-
modes’’ which can occur when the phase speed of a mode
becomes greater than the phase speed of one or both of the
bulk modes in the formation. In these cases, the mode loses
energy by radiating into the formation. The normal-mode
wave vectorkz is complex valued; it may be near the real
axis but is on a different Riemann sheet, as we explain be-
low. In general, then, we write kz(v)5vs(v)@1
1 i /(2Q(v)# where s(v) is the phase ‘‘slowness’’ of the
mode and 1/Q(v) is the specific attenuation of the mode.
@Occasionally we writekz(v)5v s̃(v), wheres̃5s11 is2 is
complex valued. Note that 1/Q52s2 /s1 .# A more complete
discussion is provided in the Appendix.

When a porous medium is used as the mandrel we de-
scribe its properties in terms of the Biot theory of poro-
elasticity, as has been done previously in related
problems.3–6,9–13Here, the displacement of the fluid and of
the solid are treated separately and on an equal footing, al-
though they are coupled to each other. The significant differ-
ence between the case of an elastic mandrel and that of a
poro-elastic mandrel is that in the latter there are fast and
slow compressional waves, as well as a shear wave within
the mandrel. It is the coupling into the slow compressional
mode in the mandrel which, we shall see, is the mechanism
for increased attenuation of the tube wave when there is a
poro-elastic mandrel. The four boundary conditions at the
mandrel/fluid interface are continuity of total stress~t rr and
t rz!, continuity of fluid, and continuity of pore pressure. The
determinant of the resulting 737 matrix of coefficients is set
equal to zero and we search, numerically, forkz as before.
Here, however,kz is always complex valued because of the
attenuation mechanism. It is convenient to writekz(v)
5vs(v)1 ig(v) in which the slownesss and the attenua-
tion g are real-valued functions of frequency. A more com-
plete description is also presented in the Appendix.

III. RESULTS

A. Elastic mandrel

In this section we consider the modal properties of a fast
and a slow formation with and without an elastic mandrel.
The distinction between fast and slow is whether the forma-
tion shear speed is larger or smaller, respectively, than the
fluid speed.

First, in Fig. 3~a! we compare our experimental results
against our theoretical calculations for an open borehole~no
mandrel! in a steel formation, filled with water. This is a
‘‘fast’’ formation. Because of the huge acoustic contrast be-
tween the two media, the modal structure we observe is es-
sentially that for a fluid in a rigid formation. The tube wave
~red curve! has a slowness nearly equal to that of a compres-
sional wave in water~676 ms/m!. Similarly, the dispersive
mode~black curve! is essentially that of a cut-off mode, as
discussed in Sec. I. For slownesses larger than the shear
slowness in steel~323 ms/m! the modes are true guided

FIG. 2. Received signals in a borehole in a steel formation with no mandrel.
The source tranducer was driven with a single cycle sine wave at 40 kHz.
Waveforms were recorded every 6.35 mm. We show waveforms every 38.1
mm.

3279 3279J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Hsu et al.: Tube waves and mandrel modes



FIG. 3. Modal slownesses from the processing of the recorded waveforms as in Fig. 2 for three configurations consisting of a borehole in a steel formation.
The symbols represent data and the solid lines are the results of the theoretical mode search algorithm. Red curves are tube waves, green curves are the
~pseudo-! extensional modes. The dashed horizontal lines are the formation shear and compressional slownesses.~a! Open, water-filled borehole in a steel
formation.~b! Steel mandrel/water annulus/steel formation.~c! PPMA mandrel/water annulus/steel formation.~d! Calculated dispersion of the tube waves in
~a!–~c!.

FIG. 4. Modal slownesses for three configurations consisting of a water-filled borehole in a polyethylene formation. Same conventions as in Fig. 3. For all
pseudo-modes the quantitiess1(v)6s2(v) are plotted as dashed lines, whereass1(v) is plotted as a solid curve.~a! No mandrel.~b! Steel mandrel/water
annulus/polyethylene formation.~c! PMMA mandrel/water annulus/polyethylene formation. The two different parts of the pseudo-extensional mode are shown
in blue and in green. Also, there is a pseudo-mode shown in orange.~d! Calculated dispersion of the tube waves in~a!–~c!.
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modes with no attenuation (1/Q[0). However, a cut-off
pseudo-mode persists for slownesses below this value. In
order to describe this mode we consider the following choice
of Riemann sheet in Eqs. ~A5!: Im@k(shear,
compressional!#,0. This choice guarantees that energy radi-
ates into the relevant bulk modes. The resulting mode has
finite attenuation due to this radiation condition. In Fig. 3~a!
we plot s1(v) ~solid black lines! as well ass1(v)6s2(v)
~dashed lines! wheres1,2 are, respectively, the real and the
imaginary parts of the complex-valued slowness. This device
gives us a simple picture of how well defined the pseudo-
mode may be. When the dashed lines nearly converge onto
the solid line, the pseudo-mode is nearly lossless, as is the
case for the pseudo-modes shown in Fig. 3. Its further rel-
evance is demonstrated in Fig. 4 and in a subsequent
article.14

As the frequency is lowered, the slowness of the upper
part of the cut-off mode decreases until it equals the shear
slowness of the steel. At this pointk~shear![0 and this is a
branch point of the calculation. Computationally, as the fre-
quency is lowered further, the root finding algorithm does
find a solution but as the attenuation is negative, 1/Q,0, we
do not attach any physical importance to it. Such behavior,
where a mode disappears into the shear branch point, has
been observed before.15

Similarly, as the frequency is raised, the complex-valued
slowness of the lower part of the cut-off mode becomes
equal to the shear slowness of the steel and this part of the
dispersion curve disappears into a branch point, too. As a
point of information, if we choose a slightly different condi-
tion Im@k(shear)#,0, but Im@k(compressional)#.0, we find
a lower part of the curve which is similar to that of Fig. 3~a!
but which exists only between the compressional and the
shear slownesses of steel.

The slight amount of tube wave dispersion seen in the
data at low frequencies and not predicted by the theory may
be due to the fact that the finite outer radius of the steel can
not safely be taken to be infinite as we have done. Similarly,
there is a hint of another mode between 20 and 30 kHz. See
Ref. 16 for an analysis of the modal structure of fluid-loaded
cylindrical shells.

We now consider the effect of an elastic mandrel intro-
duced into this borehole. In Fig. 3~b!, we show the effect of
a steel mandrel.~Our notation in this and subsequent figures
is that the materials are listed as mandrel/annulus/formation.!
There are two qualitative differences from the open borehole
case. First, because the annular width of fluid has been re-
duced, the cut-off mode has been pushed to higher frequen-
cies, outside of our experimental bandwidth. Second, there is
another weakly dispersive mode~green curve!, which is es-
sentially an extensional mode in the steel mandrel. Strictly
speaking, this is a pseudo-mode because it is faster than the
formation shear. Because the impedance contrast between
the mandrel and the water is so large, however, the speed of
this mode is nearly equal to that of an extensional mode in
the rod. Also, the attenuation is so small~i.e.,s2!s1! that the
width of this mode@the difference between the two dashed
curves,s1(v)6s2(v)# does not show on the scale of the
plot. Similarly, the tube wave~red curve! is nearly nondis-

persive with a slowness nearly equal to that of the fluid.
Figure 3~b! demonstrates a general characteristic: There

are two modes, a quasiextensional mode and a quasitube
wave, each of which tends to a finite slowness in the limit of
zero frequency. We derive an analytic expression for the
low-frequency limit of these two modal speeds later in this
subsection.

If the mandrel is a relatively compliant material, such as
PMMA, there is a much more significant effect on the modal
characteristics, as shown in Fig. 3~c!. Both the tube wave
~red curve! and the extensional mode~green curve! are
slower than the formation shear and so each is a well-defined
mode (1/Q[0). The tube wave has been significantly
slowed, relative to those in Fig. 3~a! and ~b!. To illustrate
this last point, we show all three tube wave dispersion curves
in Fig. 3~d!. In the high-frequency limit, two of them tend to
the slowness of a Scholte wave at a water/steel interface; the
other tends to that of a water/PMMA interface.

If the formation is a slow one, the effects of introducing
a mandrel can be extremely complex, as we show with a
polyethylene formation. Figure 4~a! is the open borehole
case. There is a tube wave~red curve! which is slower~by a
factor of 2! than the compressional wave in water. There are
two pseudo-modes in the region between the formation shear
and the formation compressional slownesses. They are
‘‘leakier’’ than their counterparts in Fig. 3, as can be seen by
the splitting betweens1(v)1s2(v) ands1(v)2s2(v). We
use the conditions Im@k(shear)#,0, and Im@k(compres-
sional)] .0 to describe these modes. Both modes terminate
at the compressional branch point.

The modifications of this open borehole case due to the
presence of a steel mandrel are fairly straightforward as
shown in Fig. 4~b!. Again, the extensional mode~green
curve!, although faster than the formation bulk modes, is
nearly nonattenuative as it was for steel/water/steel in Fig.
3~b!. The tube wave~red curve! is noticeably slower and
more dispersive than that of the open borehole case, Fig.
4~a!.

The modal structure of the system consisting of a
PMMA mandrel, water, and a polyethylene formation is pro-
foundly complex as shown in Fig. 4~c!. For each mode, we
plot the real part of the theoretically calculated slowness,
s1(v), as a solid curve and we plots16s2 as dashed curves
of the same colour. This device gives a visual indication of
how ‘‘leaky’’ each mode is predicted to be; when all three
curves come together the mode is predicted to be relatively
lossless. There is a single, well-defined, completely lossless
mode, the tube wave~red curve!, which is similar to that for
steel/water/polyethylene. Also, there is a pseudo-mode
~black curves! which starts at the formationP slowness at 17
kHz and is mildly dispersive and moderately lossy, as for
steel/water/polyethylene. There is an additional high-Q mode
~orange curve! in the range 82–95 kHz with a slowness
about 325ms/m which is not apparent in the steel/water/
polyethylene system. This mode is predicted to be very lossy
below 80 kHz and, indeed, we were not able to track it ex-
perimentally below that frequency.

The biggest differences, however, are to be found within
the complex of two dispersive and lossy branches~the blue
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curves and the green curves! with slownesses in the region
between the formation shear and formation compressional
slownesses. These two branches, which seem to ‘‘want’’ to
cross but are mutually repelled, represent the equivalent of
the extensional mode in steel/water/polyethylene. In the limit
of low frequencies the one branch~green! tends to a well-
defined limit with no loss~1/Q[0; the dashed green curves
converge on the solid.! This branch, however, becomes very
lossy at high frequencies. The other branch~blue!, lossy at
low frequencies, becomes essentially lossless at high fre-
quencies. We note that in the two limits where these modes
become relatively lossless, our experimental technique is
able to detect and quantify them. The acoustic properties of
this system will be considered at length in a future article.14

The conclusions that can be drawn so far are that even
though the geometries considered are quite simple, the
acoustic properties can be quite complex. In all six cases
considered, there is excellent agreement between the theory
and the experimental results, in elaborate detail in many
cases.

Since a purpose of our investigations is to consider the
effect that a mandrel has on tube wave characteristics, let us
compare and contrast the theoretical tube wave characteris-
tics for the different geometries. We do so in Fig. 3~d! for the
fast ~steel! formation and in Fig. 4~d! for the slow~polyeth-
ylene! formation; note the change in scales. In the former
case, we see that the presence of a steel mandrel does not
appreciably change the tube wave speed, which is essentially
that of the fluid; steel is nearly incompressible as compared
to water and the mode is nearly pistonlike motion of the
water with little radial motion. The PMMA mandrel, by con-
trast, significantly slows this mode. This is to be expected
because PMMA is much more compliant than steel. In the
polyethylene formation, the tube wave is already much
slower than the water speed because polyethylene is rela-
tively compliant. For this reason, a steel mandrel and a
PMMA mandrel have a similar effect on the tube wave in
this formation. In all cases, in the limit of high frequencies
the tube wave evolves into a Scholte wave17 which is a sur-
face wave confined to the interface between the water and
either the mandrel or the formation, whichever is slower.
This is why the tube waves of Fig. 4~d! all tend to the same
high-frequency limit~water/polyethylene interface! but those
of Fig. 3~d! do not; the water/PMMA interface has a much
slower Scholte wave than that of water/steel. Similarly, the
quasiextensional mode evolves into a Scholte wave confined
to the remaining interface.

We note that when there is a solid mandrel there are two
distinct modes which become nondispersive and lossless in
the low-frequency limit, v→0, even for the PMMA
mandrel/water annulus/polyethylene formation. We now
present an analytical derivation of the properties of these two
modes in this limit. Intuitively, there is a mode which is
more or less an extensional mode in the rod and there is a
mode which is more or less a fluid mode, although the two
couple and renormalize their speeds.~The situation is similar
to that of a fluid-filled borehole with a casing which is not
bonded to the formation.18! White19 has derived a simple
expression for the~single! phase speed in the case where

there is no mandrel. We extend his derivation to the present
case. In the quasistatic limit the axial and the radial defor-
mations in the mandrel are independent of the radial coordi-
nate. We write the axial and the radial displacements in the
mandrel as

uz5 f ~z,t !, ur5rg~z,t !. ~2!

@In fact, it will turn out thatg5b(] f /]z) for some constant
b which is an effective Poisson’s ratio for the problem.# The
displacement in the formation is purely radial, in this limit.
The radial displacementur at the borehole wall (r 5b) is
simply19

ur~b1!5bP/2mF , ~3!

where P(z,t) is the ~radially independent! pressure in the
fluid and mF is the shear modulus of the formation. Simi-
larly, in this quasistatic limit we need to deal only with the
axial component of the displacement in the fluidu(z,t). This
is because the pressure in the annulus is spatially constant
and the relevant radial components are expressible in terms
of the other unknowns.

We have four unknown functions,u, f , g, andP and we
need four equations which relate them to each other. First,
under a deformation the change in the fluid volumeDV must
be related to the fluid pressureP by the bulk modulus of the
fluid, K f : DV52(P/K f)V. We consider the net influx of
fluid into a region of the borehole annulus betweenz andz
1Dz. The initial volume of the fluid isV5p(b22a2)Dz:

DV52
P

K f
p~b22a2!Dz. ~4!

The net influx of fluid into this region is

DV5F]u

]z
p~b22a2!1

pb2

mF
P22pa2gGDz. ~5!

These last two equations can be combined:

~12x!
]u

]z
1F 1

mF
1

12x

K f
GP22xg50, ~6!

wherex5(a/b)2 is the area fraction of borehole occupied by
the mandrel. Equation~6! explicitly makes use of the as-
sumption that the fluid pressureP has no radial variation in
the annulus. Second, the equation of motion in the fluid is
simply

r f

]2u

]t2 52
]P

]z
. ~7!

Third, continuity of radial stress at the mandrel/fluid bound-
ary is given by~A11!, t rr (a

2)52P, which we rewrite us-
ing ~A2! and ~2!

2~l1m!g1l
] f

]z
52P, ~8!

where l and m are the Lame` coefficients of the mandrel.
Finally, the axial motionuz in the mandrel is given by~A1!,
~A2!, and~2!:

rs

]2f

]t2 52l
]g

]z
1~l12m!

]2f

]z2 , ~9!
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wherers is the mandrel density.@We note in passing that the
boundary conditiontzr(a

2)50 is satisfied only if one keeps
the next term in the expansion~2! uz5 f 2(1/2)r 2(]g/]z)
but this next term does not affect the speeds in the quasistatic
limit.# These four equations@~6!, ~7!, ~8!, and~9!#, admit two
nondispersive solutions whose phase speedsv6 are the roots
of the following quadratic equation:

@~12x!rs~l1m!ST
21xr frs#v

42$~12x!(l1m![YST
21rs]

1xr f~l12m!%v21~12x!~l1m!Y50, ~10!

whereY5m(3l12m)/(l1m) is the Young’s modulus of
the free mandrel and

ST
2~x!5r fF 1

K f
1

1

mF~12x!G . ~11!

ST is the phase slowness of the tube wave in the limit the
mandrel is rigid, (l,m)@K f , mF , as may easily be checked.
Our result for the two modes differs from the result of
Norris20 who considered only the fluid-based mode and ap-
parently made the assumption that the mandrel undergoes
plane stress. Our analysis shows that, for either mode, the
mandrel deformation is neither plane strain nor plane stress.

The value ofx5(a/b)2 corresponding to the data and calcu-
lations of Figs. 3 and 4 is eitherx50 or x50.36; we have
checked that our low-frequency result agrees with the nu-
merical modal search result to at least five significant digits
in all ten cases, at a frequency of 100 Hz.

We plot the solutions to Eq.~10! in Fig. 5~a!–~d!. ~We
plot modal speeds, rather than slownesses, in order to see
that one of the speeds has a limiting value of zero, as we
discuss below.! Several features emerge from a consideration
of Fig. 5: ~1! In the limit that the mandrel occupies a small
fraction of the borehole, the speeds tend to finite values,
namely

lim
x→0

v65 HAY/rs

1/ST~x50!.
~12!

That is, the one speed is equal to the speed in a rod, as if
there was no formation, the other is equal to the speed of a
tube wave, as if there was no rod;~2! Departures from these
limiting values are modest, especially for small values ofx
5(a/b)2. There is somewhat more of a variation when the
mandrel is PMMA than when it is steel. From Eq.~10! it is
possible to prove that if the open-borehole tube wave speed

FIG. 5. Theoretical mode speeds in the quasistatic limit,v→0, for an elastic mandrel as a function of the filling fraction of the mandrel in the borehole.~a!
Steel mandrel/water/steel formation.~b! PMMA mandrel/water/steel formation.~c! Steel mandrel/water/polyethylene formation.~d! PMMA mandrel/water/
polyethylene formation. The theory and the data of Figs. 3 and 4 correspond either to the open borehole case (a/b)250, or to the value (a/b)250.36 in the
presence of the mandrel.
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is slower than the free mandrel speed then the presence of a
mandrel acts to slow down the tube wave even if the mandrel
is rigid; the more compliant the mandrel, the slower is the
tube wave. Similarly, the presence of the formation acts to
speed up the extensional mode when the extensional speed in
the rod is faster than the tube wave. This behavior is clearly
seen in Fig. 5;~3! In the limit the mandrel fills the borehole,
the speed of the fluid-based mode tends to zero, and the other
speed tends to a finite limit:

lim
x→1

v65HA~3l12m!m1~l12m!mF

rs@l1m1mF#
0.

~13!

This first expression tends to the value appropriate to an
extensional mode in a free rod,AY/rs when mF!(l,m),
which makes physical sense, and to the value appropriate to
a longitudinal wave,A(l12m)/rs whenmF@(l,m), which
also makes sense.~Within the context of the formalism we
employ, there is perfect axial slip between the two solids
even asx→1.! For any value ofmF , the value of this speed,
v1(x51), lies between these two limits;~4! With a rigid
mandrel the sensitivity of the tube wave slowness to forma-
tion shear modulusmF is amplified by the factor of 1/(1
2x), as shown in Eq.~11!. With a mandrel of finite rigidity,
the tube wave is even slower, depending on the mandrel
moduli.

B. Porous and permeable mandrel

In this section we consider the modal structure of the
steel formation in the presence of two different porous man-
drels, whose properties are listed in Table II. Our notation
follows that of Ref. 7 where it was explicitly demonstrated
how to measure all the input parameters needed to calculate
all the measureable properties of the fast, slow, and shear
waves. Excellent agreement between theory and experiment
was found for materials similar to the two considered here
and we therefore consider the use of the Biot theory appro-
priate to our problem. See also Ref. 5 for a comparison of
theory with experiment for a borehole acoustics problem in
which the formations are described by the Biot theory.

These two materials are not very different from each
other except for their permeabilities. In both cases the Biot
crossover frequencyf c is well below our experimental band-
width. Thus all our data are in the high-frequency limit
where the slow wave is propagatory~high Q!. In Figs. 6 and
7 we plot the real part of the slowness as well as the attenu-
ation as a function of frequency. There are no adjustable
parameters in the theory and the agreement between the mea-
sured and the calculated results is excellent, especially for
the ~real! slowness. Note that the real part of the slownesses
cross near 350ms/m in QF-20~Fig. 6! but that there is a
small gap between the two branches in QF-50~Fig. 7!; in the
former case, the attenuations do not cross whereas in the
latter they do. Note also from these figures that the crossover
region from Biot low frequency to Biot high frequency is
around 1 kHz, as per Table II.

As discussed in Ref. 7, the attenuation in the high-
frequency limit of the Biot theory is governed by theL pa-

rameter, and not by the permeabilityk0 . We have made the
assumption that the two are related to each other, at least
approximately, by

L5A8a`k0 /f, ~14!

for reasons expanded upon in Ref. 7 and references therein.
@Basically,L is a specific measure of dynamically connected
pore sizes. Qualitatively, and even quantitatively, it satisfies
the definition of an approximate hydraulic radius, as per Eq.
~14!.# For the purposes of this article, therefore, we do not
considerL to be an independent parameter. This is not an
exact relationship, however, and the systematic way in which
the measured attenuation is larger than the calculated may be
due to the fact that the true value ofL is smaller than we
have assumed. We could have measuredL using superfluid
4He acoustics.21

There is a simple way to understand the apparently com-
plicated modal structure of Figs. 6 and 7. We see that there
still are two more or less nondispersive modes but there
seems to be a cut-off mode, similar in appearance to that of
Fig. 3~a!, which cuts across and couples with both the tube
wave and the extensional mode. This mode is plainly not the

FIG. 6. Experimental and theoretical results for the modal characteristics in
a QF-20 mandrel/water annulus/steel formation.~a! The real part of the
slowness.~b! The attenuation. The dashed theory curves labeled ‘‘E’’ and
the experimental~* ! characters refer to the extensional mode. The open
symbols~s! and the solid curves labeled ‘‘T’’ refer to one branch of the
tube-wave/slow-wave mode; the open symbols~L! and the solid curves
labeled ‘‘SL’’ refer to the other. Mandrel parameters from Table II.
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same as that described by Eq.~1! for the simple reason that
the slowness tends at high frequencies to a value which is
greater than that of the fluid. In fact, this mode is essentially
a slow wave confined to the porous mandrel, with some cou-
pling to the two other modes. The simplest way to see this is
from the following calculations which make our claims more
explicit. First, since the calculations of Figs. 6 and 7 are all
well into the high-frequency limit of the Biot theory, we
calculate the bulk speeds of the fast, slow, and shear waves
in this limit, completely neglecting the effects of viscosity.
For the QF-20 sample, the parameters of Table II give these
slownesses asSfast5309ms/m, Sshear5524ms/m, and
Sslow5996ms/m. ~Because the frame moduli for QF-20 are
fairly stiff, the slow wave slowness is approximately given
by Sslow'SfAa`; in any event, the slow wave is always at
least as slow as this limiting expression and therefore it is
always slower than the pore fluid.22! Next, we ask: What are
the properties of a nonporous, elastic medium whose com-
pressional and shear speeds match the calculated values of
the fast and shear waves? Since the total density of the fluid
saturated sample isr total52003 kg/m3, we find the effective
elastic constants to beKeff511.2 GPa andmeff57.31 GPa.
With these values for the effective elastic constants of a non-
porous mandrel it is straightforward to calculate the normal
modes as described in the previous subsection. Since the
formation is fast~steel! the slownesses of both modes are
greater than that of the formation shear and therefore they are
real-valued; they are plotted as dashed lines in Fig. 8 along
with the results of the full theory of Fig. 6, which are plotted

FIG. 7. As in Fig. 6, for QF-50 material. The green curve and symbols refer
to a mode which is more or less an extensional mode at low frequencies, a
cut-off slow wave at intermediate frequencies, and a tube wave at high
frequencies. The red curve and symbols refer to the mode which is a tube
wave at low frequencies and a cut-off slow wave at high frequencies. The
black curve and symbols refer to the remaining mode.

FIG. 8. Comparison of the decoupled modes theory~dashed lines! against
the full theory of Fig. 6. QF-20 mandrel/water annulus/steel formation. The
decoupled modes were calculated from a simple theory, as described in the
text.

FIG. 9. Comparison of tube wave properties over a wide frequency range
using different values of the permeability. All other parameters are the same
as for QF-20/water/steel.~a! Specific attenuation and~b! dispersion. The
solid curves represent the results of the full modal search theory and the
dashed curves represent the results of the approximate theory,~25!: red
(k050.01mm2), green (k051.0mm2), and blue (k05100mm2).
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as solid lines. Finally, we idealize the cut-off mode as purely
a slow wave in the porous mandrel for which the pore pres-
sure may be written as

P5J0~kr !ei @kzz2vt#, ~15!

where

k21kz
25v2Sslow

2 . ~16!

For this mode only we idealize the boundary condition on
the surface of the mandrel as purely one of pressure release,
neglecting completely the interaction with the fluid annulus,
i.e., P(r 5a2)50. Equation~15! can satisfy this boundary
condition providedk5 j 0,1/a where j 0,1'2.405 is the first
zero ofJ0 . Therefore the slowness of this cut-off slow wave
mode is

S~v!5ASslow
2 2S j 0,1

vaD 2

. ~17!

Equation~17! is also plotted as a dashed line in Fig. 8. It is
clear that the modal structure of the full theory may be
thought of as a mutual coupling of these simpler uncoupled
modes.

Several features emerge from the comparison of the full
theory against that of the decoupled modes:~1! Our identifi-
cation of the nature of these modes is made more precise
because the decoupled modes give a reasonably accurate
quantitative description of the dispersion of all three
branches, except in the crossing regions where they mix;~2!
in the full theory, the cut-off slow wave couples more
strongly to the tube wave than it does to the rod extensional
mode. This is more or less obvious since the slow wave is
basically a pore-fluid-based mode and the tube wave is an
annular-fluid-based mode. In general the fluid will want to
flow freely in and out of the pores thus coupling the two.
Indeed, it is this very coupling which predicts the attenua-
tion, when the viscous effects are taken into account;~3! the
experimental geometry of Fig. 1 does not facilitate detecting
a mode which is primarily based upon motion of the pore
fluid in the mandrel. For this reason we are able to obtain
data only on those modes with appreciable energy in the
fluid annulus, as shown in Figs. 6 and 7;~4! notwithstanding,
the system is aware that there is this cut-off slow wave: How
else might one acount for the precipitous drop in the mea-
sured tube wave slownesses~Figs. 6 and 7! as one crosses
the mixing region?

We note in passing that the weak structure in the
quasiextensional mode as it is crossed by the cut-off mode is
analoguous to that seen by Berryman23 who considered the
modal structure of an isolated porous rod~no fluid annulus,
no formation! with open pore boundary conditions.

Is it possible to derive an analytic expression which ac-
curately describes the quasistatic properties of these two
modes, the extensional mode and the tube wave, analogous
to that which we derived for the elastic mandrel, Eq.~10!?
This is a subtle question to which the simple answer~yes! is
misleading.

For the analogous problem of extensional modes in an
isolated porous rod, Gardner24 has developed a well-known

low-frequency approximation which involves three assump-
tions: ~1! The frequency is well below the Biot critical fre-
quency:

vB5
hf

r fk0a`
. ~18!

In this limit the fast wave and the shear wave are propaga-
tory and nondispersive,k15v/VP and ksh5v/VS . The
slow wave is diffusive

k25Aiv/C, ~19!

where the diffusivity of the slow wave is proportional to the
permeability, C}k0 /h, with a proportionality constant
which depends upon the elastic parameters in the problem5,10

@see also Eq.~23!, below#; ~2! the wavelengths of the fast
wave and of the shear wave are large compared to the rod
radius:k1a!1, ksha!1; ~3! because the extensional mode
has the propertykz}v, and because of assumption 1, the
radial component of the wave vector for the slow wave, Eq.
~A15! becomesk25k25Aiv/C independent ofkz . With
these three reasonable assumptions, Gardner was able to de-
rive a simple expression for the dispersion and the attenua-
tion of the extensional mode. This expression has been used
extensively to analyze experimental data on porous rods.12

As shown by Johnson and Kostek,6 the subtle problem
with the Gardner theory is that unless the permeability is
small compared with a certain crossover value of permeabil-
ity, approximation 3 is not a good one; the neglected terms
are of the same order of importance, and have the same
frequency dependence, as those which are retained. Let us
consider this issue in the present instance. It is straightfor-
ward, if tedious, to implement the above mentioned approxi-
mations in the 737 determinant described in the Appendix,
as did Gardner for the problem of an isolated porous rod.
The resulting expression is a quadratic equation in@kz#

2,
which is both messy and uninformative. If, however, we spe-
cialize to the case of a rigid porous mandrel, it is a simple
matter to deduce the low-frequency characteristics of the
slower, fluid-based mode. Equation~3! is unchanged. Instead
of ~6! we have

~12x!
]u

]z
1F 1

mF
1

12x

K f
GP22fur~a2!a/b250, ~20!

where the displacement of the pore fluid is related to the pore
pressure by Darcy’s law

f
]u

]t
52

k0

h
“Pf . ~21!

The pore pressure is governed by the slow wave in the low-
frequency, stiff-frame limit:

Pf5P
J0~k2r !

J0~k2a!
ei ~kzz2vt !, ~22!

where the normalization has been chosen to ensure continu-
ity of pore pressure atr 5a. To this pointk2 still has an
implicit dependence onkz , viz., k25Aiv/C2kz

2. The dif-
fusivity of the slow wave, in the stiff frame limit, is,
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C5
k0K f

hf
. ~23!

Self-consistency within Eqs.~20!–~22! requires

kz
25v2r fF 1

K f
1

1

~12x!mF
2

2ik0k2aJ1~k2a!

vh~b22a2!J0~k2a!G .
~24!

Equation ~24! is an implicit equation forkz(v). At this
point, if we employ assumption 3, as did Gardner, we have
an explicit solution:

kz
25v2r fF 1

K f
1

1

~12x!mF
1

x

12x

f

K f p

Q~Aiv/Ca!G ,

~25!

where

Q~y!5
2J1~y!

yJ0~y!
. ~26!

The essential physics of this result is that the frequency de-
pendence is a reflection of whether the diffusion length of
the slow waveAC/v is large or small compared to the man-
drel sizea.

As was discussed in Ref. 6 in the context of an isolated
mandrel, Eq.~25! is an accurate approximation to~24! only
if the permeability is small compared to a crossover perme-
ability kxc . If the reverse is true,k0@kxc , then the approxi-
mate theory is never a good approximation to the full theory,
not even in the limit as the frequency tends to zero as we
shall demonstrate. Employing, in the present instance, the
same analysis as in Ref. 6 we find

kxc5
hfVTa

A8K f

, ~27!

whereVT is the ~real-valued! tube wave phase speed in the
zero frequency limit. Using the values of the parameters of
Table II we havekxc51.0mm2 which is small compared
against the actual values. Therefore this Gardner-like theory
is inapplicable to our experimental data, or even to the low-
frequency extrapolation thereof.

Notwithstanding, it is informative to compare/contrast
the modal characteristics implied by~25! against those of the
full theory. We consider hypothetical cases for which the
formation is steel and the mandrel is QF-20, as in Fig. 6, but
with different values of the permeability, namelyk050.01,
1.0, and 100mm2. The results for the specific attenuation
and the dispersion are plotted in Fig. 9~a! and ~b!, respec-
tively. The solid curves represent the results of the full modal
search theory while the dashed curves represent the results of
the approximate theory, Eq.~25!.

First, whenk050.01mm2 ~the red curves! we see that
there is very good agreement between the full theory and the
approximate,~25!, at low frequencies but not at high.@The
relatively small difference between the two, in the vicinity of
the low-frequency peak around 500 Hz, is due to the fact that
QF-20 is not exactly rigid. We have verified that if the frame
moduli are increased by a factor of 10, say, the full theory is
virtually indistinguishable from~25!.# By inspection of~25!

we see that it predicts that the dispersion and the specific
attenuation are each a scaled function of frequency divided
by permeability, 1/Q5 f (v/k0), so that the peak position
simply scales withk0 ; as with the Gardner theory for a free
rod,24 the peak frequency is given byaAv/C52.5. There-
fore this crossover frequency is given by

vG5
k0K f

hf S 2.5

a D 2

, ~28!

and it has a valuevG/2p55.73102 Hz when the permeabil-
ity is k050.01mm2, as is plainly seen in Fig. 9. As the
frequency is increased the validity of the approximations that
led to ~25! breaks down. Eventually, the Biot theory itself
crosses over into the high-frequency limit wherein the slow
wave is propagatory, not diffusive. This crossover frequency
is given by Eq.~18! and it has a valuevB/2p53.5 MHz
when the permeability isk050.01mm2, as is also plainly
seen in Fig. 9, full theory. Obviously,~25! is not able to
describe the modal properties in this frequency range.

As the permeability is increased, the lower-frequency
peak,~28!, increases whereas the high-frequency peak,~18!,
decreases. These peak frequencies coincide,vG5vB, when
the permeability has a value given by~27!, to within factors
of order unity. It has the value, as we mentioned earlier, of
1.0mm2. In Fig. 9~a! and~b! we show in green a comparison
of the full theory and of the approximate theory; we see that
the latter has only qualitative validity for this value of the
permeability.

As the permeability is further increased, the Biot cross-
over frequencyvB continues to decrease. The Gardner cross-
over frequencyvG now has no meaning; for frequencies
near this value the slow wave is no longer diffusive but it is
propagatory. We demonstrate the situation in the blue curves
of Fig. 9~a! and ~b! with k05100mm2 for which vB/2p
53.53102 Hz. Equation~28! is replaced by the condition
that the wavelength of the slow wave is comparable to the
radius of the mandrel, i.e., that the frequency be near the
cutoff frequency implied by~17!:

vco5
j 0,1

Sslowa
. ~29!

The value of this frequency, 40 kHz, is independent of the
permeability. It is abundantly clear that the approximate so-
lution, ~25!, has no real validity in any frequency range be-
causek0@kxc . The attenuations predicted by the full theory
and by the approximate theory have the same frequency de-
pendence at low enough frequency, 1/Q}v, but the former
increases with increasing permeability while the latter de-
creases.

IV. CONCLUSIONS

~1! Laboratory experiments, numerical modeling, and
analytical low-frequency approximations have been con-
ducted to investigate mandrel effects on tube waves. They
are all in substantial agreement with each other for elastic as
well as for poro-elastic mandrels. In all cases the requisite
parameters were determined by independent measurements
on the materials in question.
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~2! The presence of a mandrel in a borehole results in
slower tube waves than those propagating in the same bore-
hole without the mandrel. On the other hand, the presence of
a formation results in faster extensional modes in the man-
drel than those propagating in the same mandrel without the
formation

~3! These effects are greater with slower formation
shear, larger mandrel, and more compliant mandrel. How-
ever, even when the ratio of radii isa/b50.6 there is only a
modest effect on mode speeds in the quasistatic limit.

~4! The mandrel effect on the mode which is primarily
fluid based is not equivalent to a reduced borehole size. This
is because there are two coupled modes, each of which has a
speed which depends intimately on the parameters of all
components as well as the size ratios. There are two coupled
modes which are~nearly! nondispersive, whether the man-
drel is elastic or poro-elastic.

~5! The presence of a mandrel can create a more appre-
ciable dispersion in the tube wave than without.

~6! A poro-elastic mandrel can cause all modes to have
very enhanced attenuation. In the case of the tube wave it is
essentially due to the coupling of the tube wave with the
slow wave in the mandrel. The attenuation of the slow wave,
in turn, is due to viscous dissipation within the pore fluid.
Due to the attenuation mechanism inherent in the Biot
theory, all modes have complicated dispersion and attenua-
tion considered as functions of frequency. The picture is dif-
ferent depending upon whether the permeability is large or
small compared to the crossover permeability,kxc .

APPENDIX

We consider an azimuthally symmetric solution to the
wave equation for which the radial and axial displacements,
ur anduz , are functions of (r ,z) only. In cylindrical coordi-
nates the equations of motion are

rur ,tt5t rr ,t1t rz,z1
1

r
@t rr 2tuu#,

~A1!

ruz,tt5tzr,r1tzz,z1
1

r
tzr ,

where a comma denotes differentiation with respect to the
variable that follows it. The elements of the stress tensor are

t rr 5l~ur ,r1ur /r 1uz,z!12mur ,r ,

tzz5l~ur ,r1ur /r 1uz,z!12muz,z ,

tuu5l~ur ,r1ur /r 1uz,z!12mur /r , ~A2!

t rz5m~ur ,z1uz,r !,

tzr5t rz ,

and l and m are the Lame` coefficients of the material in
question.

In an elastic solid we write the displacement in terms of
scalar and vector potentials:

u5A“F1B“3~Cû!, ~A3!

whereA andB are arbitrary constants, to be determined by
the boundary conditions. In the elastic formation, which we
suppose to extend to infinity,b,r ,`, the waves corre-
spond to outgoing cylindrical waves. Thus the potentials are
given in terms of Hankel functions:

F5H0
~1!~kpr !, C5H1

~1!~ksr !. ~A4!

~Henceforth, we presume a factorei (kzz2vt) in all quantities.!
The compressional and shear radial wave vectors are simply

kp5A~v/Vp!22kz
2,

~A5!

ks5A~v/Vs!
22kz

2,

where Vp and Vs are the compressional and shear speeds,
respectively, in the elastic medium. A true normal mode of
the system, one that is confined exponentially to the region
of the borehole, must have Im@kp#, Im@ks#.0. This can hap-
pen only if the mode is slower than the formation shear.
There are, however, physically relevant ‘‘pseudo-modes’’
which lose energy by radiating into either the shear or the
shear and the compressional formation bulk modes. For these
leaky waves we take Im@kp,s#.0, as the case may be.

In the fluid-filled annular regiona,r ,b there is no
shear component to the motion (m[0) but there is an in-
coming as well as an outgoing wave:

F5CH0
~1!~k f r !1DH0

~2!~k f r !, ~A6!

where

k f5A~v/Vf !
22kz

2. ~A7!

When the mandrel is an elastic solid the displacement in
the region 0,r ,a is given by an equation analogous to
~A3!:

u5E“F1F“3~Cû!, ~A8!

but here the requirement is that the solution be regular atr
50. Thus the potentials are written in terms of Bessel func-
tions:

F5J0~kpr !, C5J1~ksr !. ~A9!

Of course, the elastic constants in the mandrel are, generally,
different from those of the outer formation. Thuskp,s are
different in the two regions.

The coefficientsA, B, C, D, E, andF are determined
by the requirement that the boundary conditions be satisfied.
At the outer radius these are continuity of radial displace-
ment and continuity of radial and tangential stresses:

ur~b1!5ur~b2!,

t rr ~b1!5t rr ~b2!, ~A10!

t rz~b1!50.

Similarly at the inner radius we have

ur~a2!5ur~a1!,

t rr ~a2!5t rr ~a1!, ~A11!

t rz~a2!50.

3288 3288J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Hsu et al.: Tube waves and mandrel modes



It is straightforward, if tedious, to express these boundary
conditions in terms of the to-be-determined constantsA–F
by means of~A2!–~A9!. The coefficients depend onv andkz

through the appropriate Bessel and Hankel functions. The
resulting six homogeneous equations in six unknown ampli-
tudes can have a nontrivial solution if and only if the deter-
minant of the matrix of coefficients vanishes. We employ a
numerical search routine to find the lowest-order solutions
kz(v). In the case of an elastic mandrel,kz is real-valued for
propagating modes. In the case of the pseudo-modes,kz can
have a small, positive imaginary part, as discussed in the
text.

When the mandrel is a porous fluid-saturated solid, the
displacements in the region 0,r ,a are treated in an analo-
gous manner except that the Biot theory is employed so that
the displacement of the solid and the fluid components are
followed separately and on an equal footing. Our formalism
is quite similar to that of Ref. 10. The displacement of the
solid component is expressed as

u5H“F11K“F21L“3~Cû!, ~A12!

while that of the fluid is

U5HG1“F11KG2“F21LGsh“3~Cû!. ~A13!

F1 is the contribution due to the fast compressional wave,
F2 is that due to the slow compressional wave, andC is that
due to the shear wave. The factorsG6 and Gsh are known
functions of frequency, as given in Ref. 10.H, K, andL are
constants to be determined through the boundary conditions.
Since the solution must be regular at the origin, we have

F65J0~k6r !, C5J1~kshr !, ~A14!

where

k65Ak6
2 2kz

2, ksh5Aksh
2 2kz

2. ~A15!

The wave numbers of the fast, slow, and shear waves,k6

and ksh are determined by solving the Biot equations, as
described by Ref. 10. In terms of these displacements, the
stress tensor due to the fluid componentt f and that due to
the solid ts are readily calculated.@Equations~C-5a! and
~C-5b! of Ref. 10.# Boundary conditions~A10! are still rel-
evant but instead of~A11! we now have continuity of fluid

fUr~a2!1~12f!ur~a2!5ur~a1!, ~A16!

continuity of total stress

ttr
s ~a2!1t r t

f ~a2!5t rr ~a1!,

t rz
s ~a2!1t rz

f ~a2!50, ~A17!

and continuity of pore pressure

ttr
f ~a2!/f5t rr ~a1!. ~A18!

This last follows from our assumption of the open pore
boundary condition as discussed in Ref. 10 and others. We
now have seven homogeneous equations~A10! and ~A16!–
~A18!, in seven unknownsA, B, C, D, H, K, L. The req-
uisite wave numberkz(v) is determined numerically, as be-
fore. Because the Biot equations admit of a dissipative

mechanism due to the flow of a viscous fluid,kz is complex
valued. We express the solutions askz5vs(v)1 ig(v)
whereins is the phase slowness andg is the attenuation.
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Oblique coherent waves inside and outside a randomly
cracked elastic solid
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Propagation of antiplane waves in an elastic solid that contains a cracked slab region is investigated.
The cracks have a uniform probability density in the slab region, are parallel to the boundaries of
the slab, and the solid is uncracked on either side of the slab. When an antiplane wave is obliquely
incident on the cracks, it is shown that the average~coherent! motion in the solid is governed by a
pair of integral equations. This result is obtained by taking an average of the exact system of
equations forN nonintersecting cracks and by lettingN tend to infinity keeping the crack density
constant. Then, it is assumed that the average exciting stress near a fixed crack is equal to the
average coherent stress, and it is shown that the pair of integral equations yields simple analytical
formulas for the complex-valued wave number and the refracted waves inside the slab as well as for
the wave amplitudes outside the slab. These quantities depend on incident angle, crack density,
frequency, and slab thickness. Numerical results, which are valid for small values of the crack
density, are presented as functions of frequency and incident angle. ©1997 Acoustical Society of
America.@S0001-4966~97!00712-1#

PACS numbers: 43.20.Bi, 43.20.Fn, 43.20.Jr, 43.35.Cg@ANN#

INTRODUCTION

Sound waves are a powerful tool to evaluate material
properties, to detect and characterize flaws in solids, and to
explore geophysical formations. These applications have mo-
tivated many analytical investigations in the area of elastic
wave propagation through solids containing randomly dis-
tributed inhomogeneities.

Analytical predictions for multiple scattering by inclu-
sions of various types have been obtained by McCarthy and
Carroll,1 Varadanet al.,2 Kerr,3 and Bose.4 In the case of
cracks, one can refer to Kikuchi,5,6 Mikata and Achenbach,7

Angel and Achenbach,8 Zhang and Achenbach,9 Zhang and
Gross,10,11 Angel and Koba,12 Kawahara and Yamashita,13

Smyshlyaevet al.,14 Erikssonet al.,15 Mikata,16 Smyshlyaev
and Willis,17 Angel and Koba,18 and other authors therein.

The problem of evaluating the average~coherent! mo-
tion in a solid containing randomly distributed inhomogene-
ities is very complex. In the references cited above, physi-
cally related assumptions, which limit the range of validity
of the predictions and which are not always fully understood,
have been necessary to obtain numerical results. It is often
assumed that:~i! the average forward motion can be repre-
sented by a complex-valued wave number,~ii ! the average
backward motion is negligible, and~iii ! the distribution of
inhomogeneities is dilute.

In a recent work, Angel and Koba18 derived governing
equations of general validity for the multiple scattering of
normally incident antiplane waves on a cracked slab. These
equations show that, once the average exciting field near a
fixed crack is chosen, then the average total motion is com-

pletely determined everywhere in the solid. In particular, the
exciting field determines whether or not the average forward
motion can be represented by a complex-valued wave num-
ber. Further, the exciting field determines the average back-
ward motion and places bounds on the concentration of in-
homogeneities. Thus, a single assumption on the form of the
exciting field yields many important results.

As a special case, Angel and Koba18 assume as in
Foldy19 that the average total and exciting fields near a fixed
crack are equal. Then, the governing equations yield simple
explicit expressions for the complex-valued wave number
and the backward and forward motions everywhere in the
cracked solid.

In this paper, we show that the method developed by
Angel and Koba18 can be generalized to the case of oblique
incidence. In particular, we obtain simple formulas for the
complex-valued wave number, the reflection coefficient, and
the transmission coefficient in terms of the incident angle.

In Section I, we consider an unbounded elastic solid
with a slab region containing a random distribution of
cracks. The cracks are identical and parallel to the bound-
aries of the slab, and an oblique antiplane wave is incident
on the cracks. We obtain equations for the average total dis-
placement in the solid in terms of the average scattered dis-
placement corresponding to a fixed crack. In Sec. II, we in-
voke the translational symmetry along the infinite length of
the cracked slab, which allows us to simplify the equations
of Sec. I. The average total displacement in the solid is now
governed by Eqs.~34!–~36!.

In Section III, we examine Eqs.~34!–~36! in the special
case where the average exciting stress near a fixed crack is
equal to the average total stress. Then, we find that there is a
forward and a backward motion that propagate in the cracked
region with complex-valued wave numbers6K, where K

a!Currently at Baker Hughes INTEQ, P.O. Box 670968, Houston, TX
77267-0968.
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depends on frequency, crack density, and incident angle. We
also obtain formulas for the velocity, attenuation, and refrac-
tion angle in the slab. Outside the slab, we find that the
transmission and reflection coefficients are given by Eqs.
~56! and~57!, respectively. The limits of these quantities are
examined. It is shown, in particular, that our numerical re-
sults are valid only for small values of the crack density not
greater than 1/p.

Section IV contains a discussion of the numerical
method of solution and of the results. Plots for the velocity,
attenuation, and refraction angle inside the slab, as well as
for the reflection and transmission coefficients, are presented
as functions of frequency and incident angle.

I. FORMULATION AND PRELIMINARIES

We consider a linearly elastic, homogeneous, and isotro-
pic solid that contains a uniform distribution of parallel
cracks, as shown in Fig. 1. The cracks have width 2a, lie in
planes orthogonal to the (y1 ,y2) plane, extend to infinity in
the 6y3 directions, and their centers are uniformly distrib-
uted in the open slabV`

h of width 2h defined by

V`
h 5$~y1 ,y2!PR 2:uy1u,`,uy2u,h%. ~1!

We definez to be the position vector of a crack center
and we attach a system of orthogonal axes (x1 ,x2) at z. The
transformation of coordinates from the (y1 ,y2) system to the
(x1 ,x2) system is given by

x15y12z1 , ~2!

x25y22z2 , ~3!

where z1 and z2 are the coordinates ofz in the (y1 ,y2)
system, anduz2u,h. The speedcT and the slownesssT of
transverse waves in the uncracked solid are given by

cT
25m/r, sT51/cT , ~4!

wherer andm are the mass density and the shear modulus of
the solid. An incident antiplane wave propagates toward the
cracks at an angleu relative to they2 axis. The displacement
uinc, which is in they3 direction, is given by

uinc~y1 ,y2!5u0 exp@ ik~y1 sin u1y2 cosu!#,

k5vsT , ~5!

where the time-harmonic factor, exp(2ivt), is omitted. In
~5!, u0 is the amplitude,v is the frequency, andu varies in
the range 0<u,p/2.

The incident wave~5! is subjected to multiple reflections
between the cracks. We omit throughout this work the factor
exp(2ivt), which is common to all field variables in a
steady-state regime.

Since the distribution of cracks is uniform, the numbern
of cracks per unit area inV`

h is constant on average. Next, we
define the open rectangleVN

h by

VN
h 5H ~y1 ,y2!PR 2:uy1u,

N

4hn
,uy2u,hJ , ~6!

whereN is an integer. The rectangleVN
h has areaN/n and

containsN cracks on average. Also,VN
h is contained inV`

h

and approachesV`
h asN approaches infinity.

We first consider the case in which the wave~5! is inci-
dent onN cracks that occupy distinct deterministic positions
in the rectangleVN

h . In this case, the total displacementuT in
the solid is represented in terms of the incident displacement
uinc and of the displacementsū sc scattered by theN cracks in
the form

uT~y1 ,y2uLN!5uinc~y1 ,y2!1(
i 51

N

ū sc~y1 ,y2 ;zi uLN!,

~7!

whereLN5(z1, . . . ,zN) denotes the configuration of cracks
in the rectangleVN

h , and the center positionzi after the semi-
colon is used to label the displacement scattered by thei th
crack. We define the exciting displacementūE on the i th
crack as the total displacement minus thei th scattered dis-
placement. Thus, one has

ūE~y1 ,y2 ;zi uLN!5uT~y1 ,y2uLN!2 ū sc~y1 ,y2 ;zi uLN!.
~8!

On the i th crack we attach a system of coordinates (x1
i ,x2

i )
such that the transformation of coordinates from the (y1 ,y2)
system to the (x1

i ,x2
i ) system is given by~2! and~3!, with a

superscripti attached to thex andz variables. Then, to each
quantity Ū ~whereŪ represents any displacement or stress
component! we associate a quantityU such that

U~x1
i ,x2

i ;zi uLN!5Ū~y1 ,y2 ;zi uLN!. ~9!

Next, we assume that theN cracks are randomly and
uniformly distributed with constant number densityn in the
rectangleVN

h of ~6!. In addition, we assume that theN par-
allel cracks have no points of contact and that they are ex-
changeable. Then, we can define a probability density func-
tion p:V2N→R, whereV2N is theN-fold Cartesian product
of VN

h , such that the partial integral ofp over the
(N21)-fold Cartesian productV2N22 is equal ton/N. Fur-
ther, the integral ofp overV2N is equal to unity. Under these
conditions, the averagêŪ&N of the quantityŪ for the i th
crack is independent of the indexi of the crack and is given
in terms of the partial averagêŪ&N21 by

^Ū&N~y1 ,y2!5
n

NEVN
h
^Ū&N21~y1 ,y2 ;z!dz. ~10!

FIG. 1. Obliquely incident antiplane wave on a cracked slab of thickness
2h.
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In Eq. ~10!, the partial averagêŪ&N21 is defined as the
integral over the regionV2N22 of Ū times (N/n)p.

The average total displacement^uT&N in the solid is ob-
tained by multiplying~7! by p, integrating overV2N, and
using ~10!. The result is

^uT&N~y1 ,y2!5uinc~y1 ,y2!

1nE
VN

h
^ ū sc&N21~y1 ,y2 ;z!dz. ~11!

In the following, we take the limit of~11! as the number
N of cracks tends to infinity. In the limit, there is an infinite
number of cracks that are randomly and uniformly distrib-
uted with constant number densityn in the rectangleV`

h of
~1!. We assume that̂uT&N and ^Ū&N21 have limits asN
tends to infinity for fixed values of the coordinates (y1 ,y2)
and of the crack center positionz, and we define these limits
by

^uT&`~y1 ,y2!5 lim
N→`

^uT&N~y1 ,y2!, ~12!

^Ū&`~y1 ,y2 ;z!5 lim
N→`

^Ū&N21~y1 ,y2 ;z!. ~13!

We also assume that the limit^ ū sc&` is reached uniformly
with respect to the positionz in each finite rectangle con-
tained inV`

h . It follows that the limit and integration opera-
tions can be interchanged in the integral of~11!. Thus, using
~12! and ~13!, one finds that the limit of~11! is given by

^uT&`~y1 ,y2!5uinc~y1 ,y2!1nE
V`

h
^ ū sc&`~y1 ,y2 ;z!dz.

~14!

We recall that, forN cracks occupying deterministic po-
sitions inVN

h , one can writeN Helmholtz differential equa-
tions for theN scattered displacementsusc. There are alsoN
boundary conditions, which impose the vanishing of the total
stresss23 on the N crack faces and the vanishing of the
scattered displacement of orderi ( i 51, . . . ,N) in the plane
x2

i 50 for ux1
i u>a. If for each i we multiply these equations

by (N/n)p and integrate over the regionV2N22, keeping the
i th crack position fixed, and assuming that the integration
and the differentiations can be interchanged, we obtainN
identical differential equations andN identical boundary
conditions. Thus, eliminating the unnecessary superscripti ,
we can denote byz the position of a fixed crack and by
(x1 ,x2) the axes attached to the fixed crack. In the limit as
N→`, assuming that the limit operation and the differentia-
tions can be interchanged, we find that the Helmholtz differ-
ential equation is

^usc&`,aa~x1 ,x2 ;z!1k2^usc&`~x1 ,x2 ;z!50, x2.0,
~15!

where the derivatives are taken with respect tox1 andx2 and
a summation is implied over the repeated indexa. In ~15!,
the average scattered displacement^usc&` is defined by using
~13! and the coordinate transformation~2! and~3!. The gen-
eral formula is

^U&`~x1 ,x2 ;z!5^U&`~y12z1 ,y22z2 ;z!

5^Ū&`~y1 ,y2 ;z!. ~16!

The boundary conditions for the average scattered displace-
ment are given in terms of the average exciting displacement
^uE&` by

]

]x2
^usc&`~x1 ,x2 ;z!ux2501

52
]

]x2
^uE&`~x1 ,x2 ;z!ux250 , ux1u,a, ~17!

^usc&`~x1,0;z!50, ux1u>a. ~18!

In ~17!, the average exciting displacement is obtained by
using ~8!, ~13!, and~16!.

II. PROBABILISTIC SLAB PROBLEM

Since the slab extends to infinity in the6y1 directions
with boundaries parallel to they1 axis, and has a uniform
distribution of cracks, it follows that the total displacement
^uT&`(y1 ,y2) has the same dependence ony1 as the incident
displacementuinc(y1 ,y2). Thus, we write

^uT&`~y1 ,y2!5^uT&`~y2!exp~ iky1 sin u!. ~19!

The translational invariance~19! is similar to that used by
Angel and Achenbach20 in the case of obliquely incident
Rayleigh waves on a surface-breaking crack. Because of the
translational invariance, the values taken by any average
quantity at (x1 ,x2) for a crack fixed at (z11q,z2) and for a
crack fixed at (z1 ,z2) differ only by a factor exp(ikq sinu),
for all real numbersq. Thus, we write

^U&`~x1 ,x2 ;z1 ,z2!5^U&`~x1 ,x2 ;z2!exp~ ikz1 sin u!.
~20!

Likewise, the values taken by any average quantity at
(y11q,y2) for a crack fixed atz1qe1 and at (y1 ,y2) for a
crack fixed atz differ only by a factor exp(ikq sinu), for all
real numbersq. Thus, one has

^Ū&`~y1 ,y2 ;z!5^Ū&`~0,y2 ;z2y1e1!exp~ iky1 sin u!,
~21!

wheree1 is a unit vector attached to they1 axis. Substituting
~19! and~21! into ~14! and changing thez1 integration vari-
able that runs along the entire real axis, one finds that

^uT&`~y2!5uinc~y2!1nE
V`

h
^ ū sc&`~0,y2 ;z!dz, ~22!

whereuinc(y2) is given by

uinc~y2!5u0 exp~ iky2 cosu!. ~23!

We now use the correspondence~16! and the translational
property~20! to infer that

^ ū sc&`~y1 ,y2 ;z1 ,z2!5^usc&`~y12z1 ,y22z2 ;z2!

3exp~ ikz1 sin u!. ~24!
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Substituting~24! into ~22! with y150, we find that the av-
erage total displacement has the form

^uT&`~y2!5uinc~y2!1nE
V`

h
^usc&`~2z1 ,y2

2z2 ;z2!exp~ ikz1 sin u!dz. ~25!

Substituting~20! into the differential equation~15! and the
boundary conditions~17! and ~18!, one has

^usc&`,aa~x1 ,x2 ;z2!1k2^usc&`~x1 ,x2 ;z2!50, x2.0,
~26!

]

]x2
^usc&`~x1 ,x2 ;z2!U

x2501

52
]

]x2
^uE&`~x1 ,x2 ;z2!U

x250

, ux1u,a. ~27!

^usc&`~x1,0;z2!50, ux1u>a. ~28!

Notice that Eqs.~26!–~28! are identical to those obtained by
Angel and Koba18 for the case of normal incidence, but here
they are valid only when the crack is fixed atz150; in the
case of normal incidence, they are valid for any value ofz1.

By taking the Fourier transform of~26! with respect to
the x1 variable, solving the resulting ordinary differential
equation, and using the boundary condition~28!, one can
obtain as in Angel21 an integral representation for the dis-
placement̂ usc&` . The result, which corresponds to a wave
motion that propagates away from the crack, can be written
as

^usc&`~x1 ,x2 ;z2!5
sgn~x2!

2p E
2`

` H E
2a

a

^usc&`~n,01;z2!

3L~x12n,x2 ,j!dnJ dj. ~29!

In ~29!, the sign function shows the antisymmetry of^usc&`

with respect to thex1 axis and the integrandL is given by

L~x1 ,x2 ,j!5exp~2 i jx1!exp~2bux2u!, ~30!

whereb is defined by

b25j22k2, Im~b!<0, Re~b!>0. ~31!

Now, substituting~29! into ~25!, performing thez1 integra-
tion from 2X to X, whereX is a large number, and using the
localization lemma~Sneddon22! to obtain the limit asX→`,
we find that^uT&` is given by

^uT&`~y2!5uinc~y2!1nE
2h

h H E
2a

a

^usc&`~n,01;z2!

3exp~2 ikn sin u!dnJ sgn~y22z2!

3exp~ ikuy22z2ucosu!dz2 . ~32!

We can now define a functionb in the interval
(2a,a)3(2h,h) such that

^usc&`~x1,01;z2!5H E
2a

x1
b~n;z2!dn, ux1u,a,

0, ux1u>a,

~33!

together with

E
2a

a

b~n;z2!dn50. ~34!

In Eqs.~33! and~34!, the parameterz2 is such thatuz2u,h.
Substituting~33! inside the integral~32!, interchanging the
integration order, and using~34!, we obtain

^uT&`~y2!5uinc~y2!2
in

k sin uE2h

h H E
2a

a

b~n;z2!

3exp~2 ikn sin u!dnJ sgn~y22z2!

3exp~ ikuy22z2ucosu!dz2 . ~35!

In the limit asu→0, it can be shown by using~34! that
~35! yields the same expression as that obtained by Angel
and Koba18 for the case of normal incidence.

Using the boundary condition~27! and the representa-
tions ~29! and ~33!, we can show, as in Angel,21 that the
function b satisfies the singular integral equation

E
2a

a

b~n;z2!F 1

n2x1
1S~n2x1!Gdn

52p
]

]x2
^uE&`~x1 ,x2 ;z2!U

x250

, ux1u,a, ~36!

where the functionS is given by

S~x!5E
0

`S b

j
21D sin~jx!dj. ~37!

If the average exciting displacement^uE&` were known
near a fixed crack,~35! and~36! could be viewed as a pair of
coupled integrodifferential equations for^uT&` and b. The
solution of these equations would be valid for all frequencies
and all densities of non-intersecting cracks.

III. COMPLEX-VALUED WAVE NUMBER

We now assume that, in a small neighborhood of a fixed
crack, the average exciting displacement is equal to the av-
erage total displacement. Thus, using~16!, ~19!, ~20!, and the
coordinate transformation~2! and ~3!, one has

^uE&`~x1 ,x2 ;z2!5^ ūE&`~y1 ,y2 ;0,z2!

5^ ūE&`~x1 ,x21z2 ;0,z2!

5^uT&`~x1 ,x21z2!

5^uT&`~x21z2!exp~ ikx1 sin u!. ~38!

In Eq. ~38!, the third equality follows from the assumption
that the exciting and total displacements are equal. It follows
from Eqs. ~36! and ~38! that the ratio of b(n;z2) to
^uT& 8̀ (z2), where the prime superscript denotes the deriva-
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tive, does not depend onz2. Thus we define a functionb that
depends only onn such that

b~n;z2!5b~n!^uT& 8̀ ~z2!, ~ uz2u,h!. ~39!

The functionb satisfies equations that follow from~34!, ~36!,
~38!, and~39!. These equations are

E
2a

a

b~n!F 1

n2x1
1S~n2x1!Gdn

52p exp~ ikx1 sin u!, ux1u,a, ~40!

E
2a

a

b~n!dn50. ~41!

Substituting~39! into ~35! and using~23!, we find that the
average total displacement has the form

^uT&`~y2!5u0 exp~ iky2 cosu!

2nBa2E
2h

h

^uT& 8̀ ~z2! sgn~y22z2!

3exp~ ikuy22z2ucosu!dz2 , ~42!

whereB is a complex-valued number that is defined by

Ba25
i

k sin uE2a

a

b~n!exp~2 ikn sin u!dn. ~43!

Differentiating ~42! twice in the rangeuy2u,h, we find that

~112na2B!^uT& 9̀ ~y2!1k2 cos2 u ^uT&`~y2!50,

~ uy2u,h!. ~44!

The general solution of this equation is

^uT&`~y2!5C exp~ iKy2!1D exp~2 iKy2!, ~45!

where C and D are complex-valued constants andK is a
complex-valued wave number. The numberK is given by

K25K̄2k2 cos2 u, K̄251/~112na2B!. ~46!

Since Im(B) is negative for all frequencies, as will be seen in
the next section, it follows thatK̄2 lies in the upper complex
plane. We defineK̄ to be the complex root ofK̄2 that lies in
the first quadrant. Thus, we writeK in the form

K5k cosu Re~K̄ !1 ia,
~47!

a5k cosu Im~K̄ !, ~Re~K̄ !.0, Im~K̄ !.0!,

wherea is an attenuation coefficient.
Combining~19!, ~45!, and~47!, one finds that the aver-

age total displacement in the slab has the form

^uT&`~y1 ,y2!5C exp~2ay2!expF i
v

c
~y2 cosuS

1y1 sin uS!G1D exp~ay2!

3expF i
v

c
~2y2 cosuS1y1 sin uS!G .

~48!

In Eq. ~48!, the velocityc and the refraction angleuS are
defined by

c5
cT

V~u!
, cosuS5

cosu Re~K̄ !

V~u!
, sin uS5

sin u

V~u!
,

~49!

where

V~u!5@sin2 u1cos2 u ~Re K̄ !2#1/2. ~50!

The first term in~48! represents a forward wave propagating
with velocity c at an angleuS relative to the positivey2

direction, and its amplitude decays as exp(2ay2) as y2 in-
creases. The second term in~48! represents a backward wave
propagating with velocityc at an angleuS relative to the
negativey2 direction, and its amplitude decays as exp(ay2)
asy2 decreases.

To determine the constantsC andD, we substitute~45!
into ~42!. This yields a linear system of two equations forC
andD. The solution is

C52u0K~K1k cosu!exp@2 i ~K2k cosu!h#/D,
~51!

D522u0K~K2k cosu!exp@ i ~K1k cosu!h#/D,
~52!

D5~K1k cosu!2 exp@22i ~K2k cosu!h#

2~K2k cosu!2 exp@2i ~K1k cosu!h#. ~53!

Outside the slab,uy2u.h, Eq. ~42! can be written in the form

^uT&`~y2!5u0T exp~ iky2 cosu!, y2.h, ~54!

^uT&`~y2!5u0 exp~ iky2 cosu!1u0R

3exp~2 iky2 cosu!, y2,2h. ~55!

In ~54! and ~55!, the transmission coefficientT and the re-
flection coefficientR are given by

T54kK cosu /D, ~56!

R5~K22k2 cos2 u!@exp~22iKh !2exp~2iKh !#/D.
~57!

Figure 2 illustrates the results obtained in formulas~48!,
~54!, and ~55! for the average wave motion inside and out-
side the slab.

We now write the basic equations of the problem in
dimensionless form. For this purpose, we introduce the fol-
lowing notations

FIG. 2. Average waves inside and outside the cracked slab.
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ṽ5vsTa, c̃5c/cT , ã5aa, K̃5Ka, ~58!

e5na2, h̃5h/a, ỹ25y2 /a, x5x1 /a, ~59!

b̃~n!5b~an!, S̃~x!5aS~ax!, b̃2~u!5u221,

Im~ b̃ !<0, Re~ b̃ !>0. ~60!

Then, the integral equations~40! and ~41! yield

E
21

1

b̃~n!F 1

n2x
1 S̃~n2x!Gdn

52p exp~ i ṽx sin u!, uxu,1, ~61!

E
21

1

b̃~n!dn50. ~62!

In ~61!, the functionS̃ is obtained from~37! and~60! and is
given by

S̃~x!5ṽE
0

`F b̃~u!

u
21Gsin~ṽux!du. ~63!

From ~46!, ~47!, ~49!, ~58!, and ~59!, we infer that the di-
mensionless complex-valued wave numberK̃ has the form

K̃5
ṽ cosuS

c̃
1 i ã , K̃25K̄2ṽ2 cos2 u,

~64!

K̄251/~112eB!.

In ~64!, B, the velocityc̃ , and the attenuationã are given by

B5
i

ṽ sin u
E

21

1

b̃~n!exp~2 i ṽn sin u!dn, ~65!

c̃51/V~u!, ã5ṽ cosu Im~K̄ !. ~66!

Using Eqs.~58! and ~59!, we find that the constantsC
andD of ~51! and ~52! can be written in the form

C/u052K̃~K̃1ṽ cosu!exp@2 i ~K̃2ṽ cosu! h̃#/D̃,
~67!

D/u0522K̃~K̃2ṽ cosu!exp@ i ~K̃1ṽ cosu! h̃#/D̃,
~68!

D̃5~K̃1ṽ cosu!2 exp@22i ~K̃2ṽ cosu! h̃#

2~K̃2ṽ cosu!2 exp@2i ~K̃1ṽ cosu! h̃#. ~69!

Finally, the transmission and reflection coefficientsT andR
of ~56! and ~57! take the form

T54ṽK̃ cosu /D̃, ~70!

R5~K̃22ṽ2 cos2 u!@exp~22iK̃ h̃ !2exp~2iK̃ h̃ !#/D̃.
~71!

As e approaches zero, the complex-valued wave number
K̃, the velocity c̃ , and the attenuationã of ~64! and~66! are
given by

K̃5ṽ cosu~12eB!5ṽ cosu@12e Re~B!#

2 i eṽ cosu Im~B!, ~72!

c̃511e cos2 u Re~B!,
~73!

ã52eṽ cosu Im~B!, ase→0.

Since the real and imaginary parts ofB are negative, as will
be seen in the next section, we infer from~73! that c̃,1 and
ã.0 as e approaches zero. Further, the attenuationã is
proportional to the crack densitye and the cosine of the
angleu for small values ofe.

In the general case, whene is not necessarily approach-
ing zero, we can solve~64! for Re(K̄) and Im(K̄), and we
find that

Re~K̄ !5Q/~A2u112eBu!,

Im~K̄ !522e Im~B!/~A2Qu112eBu!,
~74!

Q5@ Re~112eB!1u112eBu#1/2.

Then, substitution of~74! into ~66! and~50! yields formulas
for the velocity c̃ and the attenuationã .

For small values of the frequencyṽ and values of the
incident angleu in the range 0,u,p/2, we can approxi-
mate the singular integral equation~61! by neglecting real
terms ofO(ṽ2) and imaginary terms ofO(ṽ3). Then, we
can solve the approximated equation, by using the method of
Muskhelishvili,23 and evaluate the expressionB of ~65!. The
result is

B52
p

2
1

p

8
ṽ2 logṽ2 i S pṽ

4
D 2

, asṽ→0, ~75!

where terms ofO(ṽ2) andO(ṽ3) are neglected in the real
and imaginary parts, respectively. Observe that~75! does not
contain the angleu. Next, we obtain limiting expressions for
the velocity c̃ and the attenuationã as the frequencyṽ
approaches zero by substituting~75! into ~74!, ~50!, and~66!.
The limits are

case 1:e,1/p

c̃5
~12ep!1/2

@cos2 u1sin2 u~12ep!#1/2
1O~ṽ2 logṽ !,

~76!

ã5
ep2ṽ3 cosu

16 ~12ep!3/2
1O~ṽ4!;

case 2:e.1/p

c̃5
1

sin u
1O~ṽ4!, ã5

ṽ cosu

~ep21!1/2
1O~ṽ2!. ~77!

From ~76! and~77!, we see that the attenuation vanishes
in the limit as ṽ approaches zero. The velocity atṽ50
decreases from 1 ate50 to 0 ate51/p, and then jumps to
the value 1/sinu as e becomes greater than 1/p. Since this
jump at e51/p from a zero value to a value greater than
unity does not appear to be physically acceptable, we con-
clude that the numerical results in this paper are valid for
small values ofe that cannot exceed 1/p.
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According to the numerical results presented in the next
section, the high-frequency limit ofB when 0<u,p/2 is
such that

lim
ṽ→`

B50, lim
ṽ→`

ṽB cosu522i . ~78!

Therefore, we infer from~66!, ~49!, ~50!, ~74!, and~78! that

lim
ṽ→`

c̃51, lim
ṽ→`

ã52e, lim
ṽ→`

uS5u ~ for all e!.

~79!

The limits of the transmission coefficientT, reflection coef-
ficient R, and constantsC and D can be found from~67!–
~71!, ~64!, ~74!, and~78!. One finds that

lim
ṽ→`

uTu5exp~24e h̃ !, lim
ṽ→`

uRu50,

~80!

lim
ṽ→`

uCu5u0 exp~22e h̃ !, lim
ṽ→`

uDu50.

Observe that the results~80! do not depend on the angleu. In
view of ~48! and ~80!, one can see that only the forward
wave is significant in the high-frequency limit. The limits of
the transmission and reflection coefficients ash̃→` can be
obtained from~69!–~71!. For 0<u,p/2, since Im(K̄).0,
one has

lim
h̃→`

uTu50, lim
h̃→`

uRu5uK̄21u/uK̄11u. ~81!

In the case whereṽ h̃ approaches zero, sinceK̄ is bounded
for all frequencies, one infers from~69!–~71! that T and R

are given to within terms ofO(ṽ2h̃2) by

T512qṽ h̃ , R5qṽ h̃ , q5 i ~12K̄2!cosu. ~82!

We now observe that Kawahara and Yamashita13 have
considered the scattering of elastic waves by a fracture zone
containing randomly distributed cracks. Their formulation is
similar to ours, but they obtain analytical formulas only for
the special case of small crack densities. In the case wheree

approaches zero, andṽ h̃ is bounded, we find from~70! and
~71! that the moduli ofT andR are given to within terms of
O(e2) by

uTu5112eṽ h̃ cosu Im~B!,
~83!

uRu5euBusin~2ṽ h̃ cosu!.

The results~83! show that there is an error in~41.1! and
~41.2! of Kawahara and Yamashita.13 The quantityF that
they define in~14! is equal to22Ba2. Their results~16.1!
and~38.2! for the complex-valued wave number and the ve-
locity agree with~72! and ~73!.

IV. NUMERICAL RESULTS

The numerical results presented in this section are ob-
tained by solving the singular integral equation~61! together
with the auxiliary equation~62! for the case where the un-
known function b̃ has square-root singularities at the crack
tips. Using the approximation method of Erdogan and
Gupta,24 we have obtained from~61! and ~62! a linear sys-

tem of equations. We have solved this system numerically
for 1000 values of the dimensionless frequencyṽ in the
range @0,10# and for angles of incidence in the range
@0,p/2#. For each frequency and angle of incidence, the sys-
tem of equations consists of 100 complex-valued equations
for 100 complex-valued unknowns.

Figure 3 shows the real and imaginary parts ofṽB cosu

versus the dimensionless frequencyṽ for incident anglesu
560° and 75°. At high frequency, the real parts approach
the value zero and the imaginary parts the value22, as
stated in Eq.~78!. Observe that the frequency scale for the
curves corresponding to 75° extends toṽ540, and the con-
vergence toward the limits is slow for these curves.

Figures 4 and 5 show the modulus of the reflection co-
efficient versus the dimensionless frequency for incident
angle u560° $u575°%, crack densitiese50.01,0.03,0.05
and thicknessh̃55. The curves are obtained using Eqs.~71!,
~64!, and ~65!. The corresponding curves for normal inci-
dence (u50°) can be found in Angel and Koba.18

The reflection is small~less than 0.1! in the two figures.

FIG. 3. Real and imaginary parts ofBva cosu /cT versus the frequency for
u560 degrees (—) and versus 0.53frequency foru575 degrees~- - -!.

FIG. 4. Modulus of the reflection coefficient versus the frequency forh/a
55, e50.01,0.03,0.05, and incident angleu560 degrees.
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At ṽ50, the value ofuRu is zero. Asṽ increases, the values
of uRu have cyclic variations caused by interference phenom-
ena inside the cracked region. The first minimum on each of
the curves occurs at a frequency of approximatelyṽ

5p/(2 h̃ cosu), which corresponds to an incident wave of
wavelength 4h cosu. The following minima occur approxi-
mately at wavelengths that are integer multiples of 4h cosu,
which is consistent with~83!.

Notice that the angles of incidence in Figs. 4–5 are such
that 4 cos(75°)'2 cos(60°)5cos(0°). Thus, there are twice
as many cycles in Fig. 4 as in Fig. 5, and twice as many
cycles in Fig. 6 of Angel and Koba18 as in Fig. 4. For high
frequencies the reflection approaches the limituRu50 of
~80!.

Figures 6 and 7 show the modulus of the transmission
coefficient versus the dimensionless frequency for incident
angle u560° $u575°%, crack densitiese50.01,0.03,0.05
and thicknessesh̃53,30. The curves are obtained using Eqs.
~70!, ~64!, and ~65!. The corresponding curves for normal

incidence (u50°) can be found in Angel and Koba.18 At
ṽ50, the value ofuTu is 1. Asṽ increases, the values ofuTu
decrease. The decrease is steeper when the crack densitye is
larger, when the thicknessh̃ is larger and when the incident
angleu is closer to 0°~normal incidence!. As the frequency
ṽ becomes large, the values ofuTu approach the limit exp
(24eh̃) of ~80! independently of the angle of incidenceu. In
the case of normal incidence~Figs. 7 and 8 in Angel and
Koba18! the curves are nearly horizontal for frequenciesṽ
greater than 3. For incident angles of 60° and 75°~Figs. 6
and 7, respectively!, the limits of the curves are not entirely
apparent even at frequencies as high asṽ510, and calcula-
tions for higher frequencies are needed to see convergence to
the limit of ~80!.

Figures 8–13 have been generated by increasing the in-
cident angle in steps of 0.5-degree starting at 0 degree. Fig-
ures 8 and 9 show the modulus of the reflection coefficient
versus the incident angle fore50.03, frequenciesṽ51.0,

FIG. 5. Modulus of the reflection coefficient versus the frequency forh/a
55, e50.01,0.03,0.05, and incident angleu575 degrees.

FIG. 6. Modulus of the transmission coefficient versus the frequency for
h/a53 ~3 upper curves! and h/a530 ~3 lower curves!, e50.01,0.03,0.05,
and incident angleu560 degrees.

FIG. 7. Modulus of the transmission coefficient versus the frequency for
h/a53 ~3 upper curves! and h/a530 ~3 lower curves!, e50.01,0.03,0.05,
and incident angleu575 degrees.

FIG. 8. Modulus of the reflection coefficient versus the incident angle~de-
grees! for h/a53, e50.03, andva/cT51.0, 2.0, and 3.0.
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2.0, 3.0$1.0, 3.0% and thicknessh̃53 $50%. The reflection is
zero atu590° ~when the cracks are parallel to the direction
of wave propagation!. According to Figs. 8 and 9, the reflec-
tion coefficient is an oscillating function of the incident
angle. In Fig. 8, the number of oscillations increases asṽ
increases, and the period of the oscillations decreases as the
incident angleu increases. The limiting expression ofuRu
given in ~81! is represented in Fig. 9 by dashed lines forṽ
51.0 and 3.0, respectively. It can be seen that the dashed
lines are good mean-value representations of the reflection
coefficient.

Figure 10 shows the modulus of the transmission coef-
ficient versus the incident angle fore50.03, frequenciesṽ
51.0,3.0,10.0 and thicknessesh̃53,30. The transmission
decreases significantly as the slab thickness increases, is
equal to 1 atu590°, and increases as the angleu increases
from 0° to 90°. This shows that the incident wave is less and
less affected by the cracks as the angle increases.

Figures 11–13 show the refraction angle, the velocity

and the attenuation in the slab versus the incident angle for
e50.03 and frequenciesṽ51.0,3.0,5.0. For these frequen-
cies and this crack density, the refraction angle$velocity in
the slab% is close to the incident angle$velocity in an un-
cracked solid%, and the attenuation is less than 0.07. The
anglesu anduS are equal atu50° andu590°. Notice from
~49! that

c/cT5sin uS/sin u. ~84!

It follows from ~84! and from the resultuS50° when u
50° that the ratiouS/u is equal toc/cT in the limit asu→0.
The value ofc/cT in the limit asu→0 is shown in Fig. 12.

V. CONCLUSIONS

We have investigated the propagation of obliquely inci-
dent antiplane waves in an elastic solid containing a random
distribution of slit parallel cracks. The cracks occupy a slab
region of the solid and are parallel to the boundaries of the
slab. Using the exact coupled equations of the multiple crack

FIG. 9. Modulus of the reflection coefficient versus the incident angle~de-
grees! for h/a550 (—), h/a5` ~- - -!, e50.03, andva/cT51.0 and 3.0.

FIG. 10. Modulus of the transmission coefficient versus the incident angle
~degrees! for h/a53 ~3 upper curves! and h/a530 ~3 lower curves!, e
50.03, andva/cT51.0, 3.0, and 10.0.

FIG. 11. Difference between the incident and refraction angles~degrees!
versus the incident angle~degrees! for e50.03, andva/cT51.0, 3.0, and
5.0.

FIG. 12. Velocity versus the incident angle~degrees! for e50.03, and
va/cT51.0, 3.0, and 5.0.
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problem, we have derived integrodifferential equations of
general validity for the average~coherent! wave motion in
the solid.

To obtain analytical and numerical results, we have as-
sumed that the average exciting field near a fixed crack is
equal to the average total field. This assumption, which lim-
its the range of validity of the numerical results, allows us to
show that the wave motion in the slab can be represented by
a complex-valued wave number that depends on frequency,
crack density, and incident angle. Further, we have deter-
mined the reflection amplitude and the transmission ampli-
tude outside the slab in terms of the complex-valued wave
number, frequency, incident angle, and slab thickness, and
we have studied in detail the implications of the formulas.

Numerical results have been obtained at a low cpu-time
cost by solving an integral equation for each frequency and
each incident angle. Curves for the reflection coefficient
show interference effects that are of interest for ultrasonic
non-destructive evaluation and seismic wave exploration.
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This paper presents a set of Green’s functions for Neumann and Dirichlet boundary conditions for
the Helmholtz equation applied to the interior of a cylindrical cavity which are based on evanescent
wave expansions instead of the usual normal mode expansions. The evanescent expansion
capitalizes on the known physics of the shell–fluid interaction, given a cavity with flexible walls,
providing a pressure field which decays exponentially~in the limit of small wavelength! into the
interior of the cavity when the wall vibration is subsonic. Due to this decay the evanescent Green’s
functions converge much faster than the conventional Green’s functions which are built up out of
the interior eigenmodes of a rigid~or pressure release! cavity. Furthermore, these evanescent
Green’s functions can be inverted in a fairly straightforward way to provide the foundations for
solving the inverse holography problem, that is, the reconstruction of the normal surface velocity
from a measurement of the pressure in the interior.@S0001-4966~97!05012-1#

PACS numbers: 43.20.Bi, 43.20.Mv, 43.20.Tb@JEG#

INTRODUCTION

Green’s functions provide a concise mathematical for-
mulation to solve problems in the radiation and scattering of
sound from bodies.1 The free space Green’s function appears
in the Helmholtz integral equation~HIE! which provides an
integral method of predicting the pressure field from a
knowledge of the normal velocity and pressure fields on the
HIE surface,S, for both exterior problems~actual sources
within S! or interior problems~sources outsideS!. It is well
known that knowledge of both the pressure and velocity
fields overspecifies the boundary conditions needed to pro-
vide a unique solution. Only one of these fields is needed to
solve the problem. Thus it is possible to construct a modifi-
cation of the free space Green’s function which satisfies
Neumann boundary conditions~the normal derivative van-
ishes! or Dirichlet boundary conditions~the function van-
ishes! on S. We call these constructed functions Neumann
and Dirichlet Green’s functions, respectively, to reflect the
boundary conditions they satisfy. When these are used in the
HIE one of the terms drops out and a simpler integral equa-
tion is obtained.

The motivation behind the development of these simpli-
fied integral equations is their application to near-field acous-
tical holography, which deals with the inversion of these
equations, that is, solving for the unknown in the integrand
from a knowledge of the value of the integral at many
points.2 In particular, application of NAH to noise control
problems inside of aircraft is simplified if the Neumann or
Dirichlet Green’s functions are known for the geometry of
interest.3

The construction of the Neumann and Dirichlet Green’s
functions for the interior~cavity! problem generally is car-
ried out by a classical treatment, using interior resonance
modes for the corresponding boundary condition. For ex-
ample, the Neumann Green’s function is determined from
the rigid body modes~eigenfunctions! of the prescribed cav-
ity. Applications to a cylindrical cavity to model radiation of

sound into the interior of an aircraft fuselage are found in the
literature.4–7

In the study of panel radiation and room acoustics the
rectangular cavity Green’s function built up out of normal
modes is used.8,9 This Green’s function has also been used to
deal with point reacting walls,10–12 and wave field extrapo-
lation in semi-infinite waveguides with point reacting
walls.13

A close look at the Green’s functions based on normal
modes reveals a problem when dealing with flexible walls,
however. In general, cavity walls may support subsonic as
well as supersonic waves or modes on their surfaces. Sub-
sonic vibration implies wavelengths which are shorter than
the acoustic wavelength. This leads to radiation from the
wall which is short circuited, and inefficient. This ineffi-
ciency is exhibited by a pressure field which decays into the
cavity, that is, a field which is evanescent. The slower the
wave, the stronger the decay. It is desirable that the Green’s
function also exhibit this same dependency for subsonic vi-
bration. However, since the classic Green’s function is con-
structed from normal modes, it does not easily demonstrate
this behavior, and one is forced to sum over many modes to
approximate the decay of a single evanescent wave.

Fortunately, one can derive a Green’s function which
explicitly matchs this decay for evanescent waves, without
resorting to summation of eigenfunctions. We find deriva-
tions of this form in the electromagnetic literature for the
Neumann and Dirichlet Green’s functions for those special
cases of the electric and magnetic fields which lead to the
Helmholtz equation. We choose to call this form of the
Green’s function the evanescent Green’s function. Tyras14

develops both the normal mode and evanescent Dirichlet and
Neumann Green’s functions for a variety of two-dimensional
geometries including angular sectors and circular regions.
The electrostatic (k50) form of the evanescent Green’s
function for rectangular and cylindrical cavities appears in
Jackson,15 which provided the inspiration for the develop-
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ment presented here. Some details of the development for the
evanescent Neumann16,17 and Dirichlet18 Green’s functions
for the cylindrical cavity have already been presented by the
author. This paper presents the full details. Apparently also
inspired by Jackson, a similar development for the Neumann
Green’s function for a finite rectangular waveguide has been
presented by Nelisseet al.19

A general formula for the construction of evanescent
Green’s functions is given by Morse and Feshbach20 which
is used by Hanish21 to derive specific formulas for various
acoustic waveguides. However, it does not appear that the
specific formula for the three-dimensional cylindrical cavity
has appeared concisely in a single place, pieces of the
Green’s function being scattered throughout the cited publi-
cations. Thus we hope that this paper serves to bring all the
details of the evanescent Green’s function for the cylindrical
cavity, including the basic derivation, into one paper.

I. EVANESCENT NEUMANN GREEN’S FUNCTION FOR
A CYLINDRICAL CAVITY

Let S5S1øS2øS3 define the surface of a cylindrical
cavity of lengthL and radiusa, as shown in Fig. 1. Here,S1

and S3 are the flat endcaps of the cavity, andS2 , with 0
<z<L, is the cylindrical section. LetV be the volume of the
cavity bounded byS, and P8 be a point with cylindrical
coordinates (r8,f8,z8) in V or on S, and Q a point with
cylindrical coordinates (r,f,z) on S. The Helmholtz inte-
gral equation provides, for the pressurep,

a~P8!p~P8!5E E F]p~Q!

]nQ
G~P8uQ!

2p~Q!
]G~P8uQ!

]nQ
GdS, ~1!

whereG is the free space Green’s function~time dependence
e2 ivt! given by

G~P8uQ!5
eikuP82Qu

4puP82Qu
,

andnQ is the outward normal toS, and

a~P8!5H 1: P8PV
1
2: P8PS
1
4: P8PS2ù~S1 ,S3!

.

We seek to modifyG by addition of a homogeneous solution
in order to create the evanescent Neumann Green’s function,
GN , which satisfies the boundary condition,

]GN

]nQ
50, ~2!

everywhere onS, and is a solution of

¹2GN1k2GN52d~P82Q!. ~3!

With this modification the second term in Eq.~1! disappears,
resulting in the following surface integral:

a~P8!p~P8!5E E ]p~Q!

]nQ
GN~P8uQ!dS. ~4!

The pressure,p, is a solution of

¹2p1k2p50 ~5!

in V, and there is no restriction on]p(Q)/]nQ on S. The
latter is related to the normal velocity,vn , on the walls of
the cavity by Newton’s law,

vn~Q!5
1

ivr0

]p~Q!

]nQ
, ~6!

wherer0 is the density of the fluid in the cavity.
The mathematical details of the derivation are presented

in Appendix A. The evanescent Green’s functions presented
there are valid when bothP8 andQ are inV ~or onS!, even
though Eq.~4! restrictsQ to the boundary. Three separate
cases are considered in the Appendix,QPS1 , QPS2 , and
QPS3 , deriving different forms of the Green’s function for
each case. This is necessitated by the desire for direct eva-
nescent decay ofGN(P8uQ) asP8 moves away fromS into
the cavity, for subsonic vibration onS.

A. Radial evanescent decay from the cylindrical
surface

Consider first the surfaceS2 , the cylindrical surface (0
<z<L). Referring to Eq.~A9! of Appendix A we letQ
PS2 (r.5a) and use the Wronskian relationJn(x)Yn8(x)
2Yn(x)Jn8(x)52/px to obtain

GN~P8uQPS2!

5
1

2paL (
n52`

`

ein~f2f8!

3 (
m50

`

em cosS mpz

L D cosS mpz8

L D Jn~kmr8!

kmJn8~kma!
, ~7!

where

km5Ak22~mp/L !2 ~8!

and

em5 H1: m50
2: mÞ0.

FIG. 1. Cylindrical cavity with surfaceS and interior volumeV, bounded
by end capsS1 and S3 and by the cylindrical surfaceS2 . The point P8
associated with the cylindrical coordinates (r8,f8,z8) lies inside~or on the
surface!, and the pointQ with coordinates (r,f,z) is on S.
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The interpretation of Eq.~7! is made clearer by consid-
ering the result of a single helical standing wave with indices
(m8,n8) on the surfaceS2 given by

]p~Q!

]nQ
5H cosS m8pz

L Dein8f: QPS2

0: QPS1

0: QPS3

.

Inserting this into Eq.~4! and noting the orthogonality inz
andf, we find that the radiated pressure field trace matches
to the helical wave vibration,

p~P8!}einf8 cosS mpz8

L D Jn~kmr8!

kmJn8~kma!
,

wheren52n8 and m5m8. The radial variation of the re-
sulting pressure is thus given by the ratio of Bessel functions
in Eq. ~7!. It is here where the desired evanescent behavior is
to be found, as we will now show.

Rewriting Eq. ~8! in terms of the structural,lm

[2L/m, and acoustic,l52p/k, wavelengths yields

km5
2p

lml
Alm

2 2l2.

Thus it is clear that whenlm,l, km is pure imaginary,
leading to modified Bessel functions for the radial depen-
dence in Eq.~7!. In the limit as lm→0 (m→`), the
asymptotic form of the modified Bessel function leads to

Jn~kmr8!

kmJn8~kma!
→

e22p~a2r8!/lm

2p/lm
.

This is an important result as it shows that the pressure field
decays exponentially from the cylindrical surface, a decay
that increases as the wavelength of the structural vibration,
lm , decreases. It is not surprising that this result is identical
to the decay found in the exterior problem dealing with the
radiation from the surface of a vibrating cylinder.22

To illustrate with an example, we consider a case in
which ka56, L52, and a51. In Fig. 2 we plot
Jn(kmr8)/kmJn8(kma) vs r8 for eight values ofm. The stand-
ing wave nature of the Green’s function is clear in Fig. 2~a!
for small values ofm. However, whenm.4, Fig. 2~b!
clearly shows that the radial part of the Green’s function is
evanescent and decays away from the surface atr851. Note
that kL512 corresponds to a little less than four half acous-
tic wavelengths in the axial direction. Sincem corresponds

to the number of half structural wavelengths we are clearly in
the acoustic short circuit condition, leading to a decaying
pressure field.

One would expect an evanescent condition to arise due
to subsonic waves in thef direction. Sincen measures the
number of structural full wavelengths in one circumference
and ka the number of acoustic wavelengths in that same
distance, we expect that evanescent waves will arise when
n.ka. This is illustrated in Fig. 3, where again
Jn(kmr8)/kmJn8(kma) vs r8 from Eq. ~7! is plotted, but now
as a function ofn for m51. We see that for low values ofn
the field reaches the axis of the cylinder indicating standing
waves. However, for large values (n.ka), the field decays
from the boundary and is evanescent.

B. Axial evanescent decay from the endcaps

Now we turn to the case in whichQPS1 and present the
correspondingGN . Of course we could merely return to Eq.
~A9! of Appendix A and setz50. However, the resulting
axial dependence of an individual term is clearly never eva-
nescent. To remedy this we turn to the second form ofGN

given in Eq. ~A15!. On S1 this equation yields, givenz,

50 andz.5z8,

GN~P8uQPS1!52
1

pa2 (
n

ein~f2f8!

3(
s51

` kns
2 Jn~knsr/a!Jn~knsr8/a!

~kns
2 2n2!Jn

2~kns!

3
cos„gns~L2z8!…

gns sin~gnsL !
, ~9!

where

gns[Ak22~kns /a!2 ~10!

andkns are roots of the derivative ofJn ,

Jn8~kns!50. ~11!

Similarly, for the right endcap,QPS3 , we again use Eq.
~A15! with z.5L andz,5z8 to yield

FIG. 2. Plot ofJn(kmr8)/kmJn8(kma) vs r8 for ka56, L52, anda51 for
eight values ofm. In ~a! m50 – 3 andkm is real corresponding to a standing
wave field. In~b! m55 – 8 andkm is imaginary corresponding to an eva-
nescent decay from the surface of the shell ata51, as can be seen.

FIG. 3. Same as Fig. 2 except thatn is varied withm51 constant. Although
the argument of the Bessel functions remain real, it can be seen that the field
becomes evanescent whenn.ka.
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GN~P8uQPS3!52
1

pa2 (
n

ein~f2f8!

3(
s51

` kns
2 Jn~knsr/a!Jn~knsr8/a!

~kns
2 2n2!Jn

2~kns!

3
cos~gnsz8!

gns sin~gnsL !
. ~12!

In both cases, Eq.~9! and Eq.~12!, evanescent decay
arises whengns in Eq. ~10! becomes imaginary since the cos
function becomes a hyperbolic cosine. Again in the limit as
s→` or n→` (kns→s1n/22p/4), this dependence for
QPS1 is

cos„gns~L2z8!…

gns sin~gnsL !
→

e2z8ugnsu

ugnsu
,

and forQPS3 ,

cos~gnsz8!

gns sin~gnsL !
→

e2~L2z8!ugnsu

ugnsu
,

and we can see that the pressure field decays exponentially
from either endcap.

We illustrate the axial case in Fig. 4, which shows
the axial dependence of the Green’s function,@cos„gns(L
2z8)…]/ @gns sin(gnsL)# vs z8 for the same physical param-
eters as the previous figures. Figure 4~a! corresponds toQ on
the left endcap and Fig. 4~b! to Q on the right endcap. In
these casess varies, withs51,2 corresponding to realgns

ands53,4 corresponding to imaginarygns , the latter lead-
ing to evanescent decay from the endcaps as indicated in the
figure.

C. Summary of the Neumann case

Equations~7!, ~9!, and~12! specify the evanescent Neu-
mann Green’s function whenQPS for use in the integral
equation, Eq.~4!, and correctly model the physics of the
fluid/structure interaction at the boundaries of the flexible
walls of the cylindrical cavity. The computational impor-
tance of these equations rests in the fact that there exists a
threshold index in the summations inm, n, and s, above
which one of the functions in the summation becomes eva-
nescent, that is, decaying with respect to index in an expo-

nential fashion, as we have illustrated in Figs. 2–4. The sums
converge rapidly under these conditions. In fact, asP8
moves away from the boundary into the interior, the rate of
convergence increases as can be seen in Figs. 2~b!, 3~b!, and
4.

1. Case when P 8 is on S

This case was excluded in Appendix A, since Eq.~A3!
and Eq.~A5! are valid on the open interval@not including the
endpoints,z5z85(0,L), or r5r85a#. Due to the definition
of the delta function, whenP8PS2 then the jump condition
of Eq. ~A7! is only half as much (521/2r8) and the right-
hand side of Eq.~A8! as well as Eq.~A9! are reduced by
half. This factor exactly cancels the contribution ofa5 1

2 in
Eq. ~4!. Furthermore, whenP8 is also on one of the ends of
the surfaceS2 , the right-hand side of Eq.~A3! must also be
reduced by half, again due to the definition of the delta func-
tion, leading to an additional multiplicative factor of1

2 in Eq.
~A9!. The resulting factor of14 again exactly cancelsa5 1

4 in
Eq. ~4!.

The same result occurs for the other two cases, Eq.~9!
and Eq.~12!, when P8PS. The a in Eq. ~4! is again can-
celed out by the additional factor in the Green’s functions.

D. Classic Neumann Green’s function

For sake of comparison we present here the classic cav-
ity Green’s function which is presented in many textbooks as
well as work by Pope4,5 and Cheng:7

GN~P8uQ!5 (
n50

`

(
m50

`

(
s51

`
Cnms~Q!Cnms* ~P8!

~bnms
2 2k2!***Cnms

2 dV
,

~13!

where

Cnms~Q![Jn~knsr/a!einf cos~mpz/L !, ~14!

and similarly forCnms(P8). The eigenfrequencies are given
by

bnms
2 5~kns /a!21~mp/L !2,

and the normalization is

E E E Cnms
2 dV5pa2~12n2/kns

2 !Jn
2~kns!

L

em
. ~15!

The frequency dependence appears only in the denominator,
and the arguments of the functions are always real. Here
bnms provides the resonance frequencies of the modes of a
rigid cavity.

1. Comparison of classic and evanescent Green’s
functions

In the case of the normal mode expansion of the Green’s
function, Eq.~13!, the modes never become evanescent and
the sum decays only as 1/bnms

2 . Furthermore, only two sum-
mations are needed for the evanescent Green’s function in
Eqs. ~7!, ~9!, and ~12!, whereas three are necessary for Eq.
~13!. Also the summations inm, n, ands for the evanescent
Green’s function truncate very quickly when evanescent con-
ditions arise. Since both Green’s functions must give identi-

FIG. 4. Plots of the axial dependence of the Green’s function in Eqs.~9! and
~12! as a function ofs for n51. ~a! Plot of cos(gns(L2z8))/gns sin(gnsL) vs
z8 for the case whenQPS1 and ~b! cos(gnsz8)/gns sin(gnsL) vs z8 when Q
PS3 . When s51 or 2 we can see that the field extends over the whole
cavity. This field becomes strongly evanescent whens.2 decaying from
the left endcap in~a! and from the right endcap in~b!. Note becausek12

55.331 andk1151.841, the cos function oscillates more rapidly fors51
than fors52 sincek12 is closer toka56 @see Eq.~10!#.
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cal results, comparison shows that the summation in Eq.~13!
over s ~with QPS2! must result in a single term of Eq.~7!,
that is, Jn /(kmJn8). Similarly, the summations in Eq.~13!
overm ~with QPS1! must result in a single term of Eq.~9!,
i.e., cos/(gns sin).

Note that both Green’s functions become infinite at the
interior eigenfrequencies of a rigid cavity given by the zeros
of the denominator in Eq.~13!. For the evanescent Green’s
function the zeros of the denominator of Eq.~7! are found
whenJn8(kma)50. This occurs when

kma5kns ,

or, using Eq.~8!, when

k25~kns /a!21~mp/L !25bnms
2 ,

the latter equality corresponding to the definition ofbnms for
the classic Green’s function.

II. EVANESCENT DIRICHLET GREEN’S FUNCTIONS
FOR A CYLINDRICAL CAVITY

Returning to Eq.~1! we seek a Green’s function,GD ,
which vanishes on the surfaceS,

GD50, ~16!

and is a solution of

¹2GD1k2GD52d~P82Q!. ~17!

Due to Eq.~16! the first term of Eq.~1! is removed, yielding

a~P8!p~P8!52E E p~Q!
]GD~P8uQ!

]nQ
dS. ~18!

Equation~5! applies and there is no restriction onp(Q) on
the boundary.

Again the derivation, which follows that of the Neu-
mann Green’s function, is sketched out in Appendix B. Two
forms of the Green’s function are relevant for the problem,
whenQPS1 or S3 and whenQPS2 . In the first case we use
Eq. ~B4!, yielding for QPS1

]GD

]nQ

52
]GD

]z,

U
z,50

5
21

pa2 (
n52`

`

ein~f2f8!

3(
s51

`
Jn~ k̄nsr/a!Jn~ k̄nsr8/a!

Jn11
2 ~ k̄ns!

sin„k̄ns~L2z8!…

sin~ k̄nsL !
,

~19!

and forQPS3

]GD

]nQ

5
]GD

]z.

U
z.5L

5
21

pa2 (
n52`

`

ein~f2f8!

3(
s51

`
Jn~ k̄nsr/a!Jn~ k̄nsr8/a!

Jn11
2 ~ k̄ns!

sin„k̄ns~z8!…

sin~ k̄nsL !
,

~20!

where

k̄ns[Ak22k̄ns
2 /a2, ~21!

and k̄ns is determined from@compare to Eq.~11!#

Jn~ k̄ns!50. ~22!

When Q lies on the cylindrical section,QPS2 , then
~using the Wronskian relationship for the Bessel functions!
Eq. ~B3! yields

]GD

]nQ
5

]GD

]r
5

21

pLa (
n52`

`

ein~f2f8!

3 (
m51

`

sinS mpz

L D sinS mpz8

L D Jn~kmr8!

Jn~kma!
,

~23!

wherekm is given by Eq.~8!.

III. SUMMARY

The evanescent Neumann and Dirichlet Green’s func-
tions, which have been derived here for the pressure in a
flexible, cylindrical cavity, provide an efficient and physical
means for numerical calculations. In particular, the motiva-
tion behind this work was the application of near-field acous-
tical holography to study the coupling between the interior
pressure and the fuselage vibration for an aircraft cabin. The
NAH proceeds to solve for the inverse of Eq.~4! and Eq.
~18! when the acoustic pressure is measured at many points
over a imaginary cylindrical box in the interior.3 This inver-
sion provides the normal velocity on the fuselage, and thus
can be used to predict the pressure, via Eq.~4!, anywhere
inside the cavity. The details of the inversion and of actual
experiments carried out on a Cessna fuselage will be dis-
cussed in an upcoming paper.
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APPENDIX A: THE NEUMANN GREEN’S FUNCTIONS

The derivation here was inspired by a similar derivation
for the electrostatic Green’s function in cylindrical coordi-
nates given in Jackson.15 Equation~4! arises from the Helm-
holtz integral equation@Green’s second identity, Eq.~1!#, in
which the free space Green’s function has been modified so
that
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]GN~P8uQ!

]nQ
50

on the surface in Eq.~4!. Also resulting from Green’s theo-
rem is the fact thatGN(P8uQ) must satisfy

¹2GN1k2GN52
d~r2r8!

r
d~f2f8!d~z2z8!, ~A1!

where P8PV is a point with cylindrical coordinates
(r8,f8,z8), andQPV a point with cylindrical coordinates
(r,f,z). V is the volume bounded and includes the surfaceS
of the cylindrical cavity. We now proceed to derive two dif-
ferent forms forGN , one which is evanescent in the axial
direction and another which is evanescent in the radial direc-
tion.

1. First form of GN , evanescent radially

We expand the delta functions on the right-hand side of
Eq. ~A1! into complete sets of orthogonal functions, given
continuity in f andf8,

d~f2f8!5
1

2p (
n52`

`

ein~f2f8!, ~A2!

and Neumann boundary conditions inz,

d~z2z8!5
1

L (
m50

`

em cos~mpz/L !cos~mpz8/L !. ~A3!

The latter is valid forz8 on the open interval (0,L). Similarly
we expandGN(P8uQ) in z andf, leaving the functiongnm

in r andr8 unknown:

GN~P8uQ!5
1

2pL (
n52`

`

ein~f2f8!

3 (
m50

`

em cos~mpz/L !

3cos~mpz8/L !gnm~r,r8!, ~A4!

with the boundary conditions

]GN

]z U
z50

5
]GN

]z U
z5L

50.

Inserting Eq.~A4! into ~A1! yields a differential equation for
the unknown radial function,gnm :

F1

r

d

dr S r
d

dr D1k22S n

r D 2

2S mp

L D 2Ggnm~r,r8!

52
d~r2r8!

r
. ~A5!

The boundary condition onGN requires

]

]r
gnm~r,r8!U

r5a

50. ~A6!

The function which satisfies Eq.~A5! and the necessary
jump condition (r8,a),

dgnm

dr U
r5r81e

2
dgnm

dr U
r5r82e

52
1

r8
, ~A7!

associated with it, along with the boundary condition, Eq.
~A6!, is

gnm5
p

2
Jn~kmr,!FJn~kmr.!

Yn8~kma!

Jn8~kma!
2Yn~kmr.!G .

~A8!

We use the convention thatr. represents the larger ofr and
r8, andr, the smaller. Substitution of Eq.~A8! back into
Eq. ~A4! yields the desired Green’s function,

GN~P8uQ!5
1

4L (
n52`

`

ein~f2f8!

3 (
m50

`

em cosS mpz

L D cosS mpz8

L D
3Jn~kmr,!FJn~kmr.!

Yn8~kma!

Jn8~kma!

2Yn~kmr.!G . ~A9!

2. Second form of GN , evanescent axially

Returning to Eq.~A1!, another form of the Neumann
Green’s function can be obtained by expanding the delta
functions inr andf using complete sets of the correspond-
ing orthogonal functions, leaving the delta function inz.
Noting that

E
0

a

Jn~knsr/a!Jn~kns8r/a!r dr

5
a2

2 S 12
n2

kns
2 D Jn

2~kns!dss8 , ~A10!

and thatJn8(kns)50, the delta function inr is then

d~r2r8!

r
5

2

a2 (
s51

`

Jn~knsr8/a!Jn~knsr/a!

3
kns

2

~kns
2 2n2!Jn

2~kns!
. ~A11!

Thus, expandingGN into eigenfunctions inr andf leads to

GN~P8uQ!5
1

pa2 (
n52`

`

ein~f2f8!

3(
s51

` kns
2 Jn~knsr/a!Jn~knsr8/a!

~kns
2 2n2!Jn

2~kns!
gns~z,z8!.

~A12!
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Inserting this result into Eq.~A1! yields

d2gns

dz2 1„k22~kns /a!2
…gns52d~z2z8!,

whose solution satisfying the Neumann boundary conditions
and the jump condition on (0,L),

dgns

dz U
z5z81e

2
dgns

dz U
z5z82e

521, ~A13!

is

gns~z,z8!52
cos~gnsz,!cos„gns~L2z.!…

gns sin~gnsL !
, ~A14!

where

gns[Ak22~kns /a!2.

Inserting Eq.~A14! into Eq. ~A12! yields the alternate form
of the Green’s function,

GN~P8uQ!52
1

pa2 (
n52`

`

ein~f2f8!

3(
s51

` kns
2 Jn~knsr/a!Jn~knsr8/a!

~kns
2 2n2!Jn

2~kns!

3
cos~gnsz,!cos„gns~L2z.!…

gns sin~gnsL !
. ~A15!

It is informative to realize that the derived Green’s func-
tions are solutions to a different problem.GN(P8uQ) pro-
vides the pressure at a pointP8 in V due to a point source
located atQ in V in a cylindrical box with rigid walls.

APPENDIX B: THE DIRICHLET GREEN’S FUNCTIONS

In this case we seek the Green’s function,GD(P8uQ),
which vanishes forQPS, again satisfying Eq.~A1!. Equa-
tion ~A2! remains the same, but Eqs.~A3! and ~A11! are
replaced with the orthonormal eigenfunctions for the pres-
sure release cavity,A2/L sin(mpz/L) for the axial direction
and&Jn(k̄nsr/a)/„aJn11(k̄ns)… for the radial direction. In
this casek̄ns are the roots ofJn(k̄ns)50.

The derivation proceeds identically to that given for the
Neumann Green’s functions using the two completeness re-
lations for Dirichlet boundary conditions,

d~z2z8!5
2

L (
m51

`

sinS mpz

L
D sinS mpz

L D ~B1!

and

d~gr2r8!

r
5

2

a2 (
s51

`

Jn~ k̄nsr/a!Jn~ k̄nsr8/a!
1

Jn11
2 ~ k̄ns!

.

~B2!

The final two forms of the Dirichlet Green’s function are
~1! evanescent radially,

GD~P8uQ!5
1

2L (
n52`

`

ein~f2f8!

3 (
m51

`

sinS mpz

L D sinS mpz8

L D
3FJn~kmr.!

Yn~kma!

Jn~kma!

2Yn~kmr.!GJn~kmr,!, ~B3!

and ~2! evanescent axially,

GD~P8uQ!5
1

pa2 (
n52`

`

ein~f2f8!

3(
s51

`
Jn~ k̄nsr/a!Jn~ k̄nsr8/a!

Jn11
2 ~ k̄ns!

3
sin~ k̄nsz,!sin„k̄ns~L2z.!…

k̄ns sin~ k̄nsL !
, ~B4!

where

k̄ns[Ak22k̄n2
2 /a2. ~B5!

These Green’s functions also provide two solutions to
another problem, that is, the pressure field~at P8! generated
by a point source~at Q! in a cylindrical cavity with pressure
release walls.
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Acoustic bullets: Transient Bessel beams generated
by planar apertures
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Acoustic bullets are defined to be waves which maintain their peak amplitude and/or general shape
as they propagate in free space. A general theoretical approach is presented to investigate the
space-time properties of a new class of acoustic bullets which are defined here as acoustic transient
Bessel beams. The approach encompasses both baseband and modulated carrier signal wave fields.
Closed form space-time expressions are developed using Fourier and Hilbert transform methods for
several special cases of transient Bessel beams. The space-time source distributions for generating
such wave fields from planar apertures are developed from the free space wave fields via the use of
the Rayleigh surface integral solution for time-dependent fields. Finally, numerical results are
presented to illustrate the general space-time characteristics of the acoustic transient Bessel beams.
© 1997 Acoustical Society of America.@S0001-4966~97!05812-8#
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INTRODUCTION

Acoustic bullets are defined here to be waves which
maintain their peak amplitude and/or general shape as they
propagate in free space. Several types of such wave fields
have been recently uncovered. In 1983, Brittingham discov-
ered the first localized wave~LW! solution to the homoge-
neous Maxwell’s equation which he termed the Focus Wave
Mode ~FWM!.1 This solution corresponds to a Gaussian
beam which propagates through space with local variations.
A free parameter in the solution determines the overall char-
acteristics of the field corresponding to a quasi-transverse
plane wave at one extreme and a narrow spatially transverse
pulse at the other extreme.

Shortly afterwards, Ziolkowski introduced a procedure
to construct new localized wave~LW! solutions.2 The proce-
dure was based on an integration over the free parameter in
the FWM with a specific weight function. He further devel-
oped these localized wave solutions to Electromagnetic
Directed-Energy Pulse Trains~EDEPT!, which are solutions
to the homogeneous Maxwell’s equation, and Acoustic
Directed-Energy Pulse Trains~ADEPT! which are solutions
to the free space scalar wave equation.3 These localized
wave solutions have received enormous attention in the
literature.4–12

In 1987, Durnin presented a new family of nonsingular
solutions to the reduced or Helmholtz equation, which are
called the Bessel beams.13,14 He showed the harmonic field
in a transverse plane was unaltered as the wave propagated in
free space and transverse spatial widths much less than a
wavelength were achieved with an infinite depth of field for
an infinite aperture. Considerable interest within the optics
community resulted in a number of studies of such fields. In
particular, the generation and properties of Bessel beams
were further studied by numerous researchers.15–21

As result of its obvious crossover to the acoustics com-
munity, Bessel beams have received considerable attention
amongst ultrasonic researchers. Shortly after the publication
of Durnin’s work, Hsuet al.22 described the fabrication and

associated experimental results for a harmonic Bessel beam
ultrasonic transducer. Lu and Greenleaf23 subsequently de-
veloped a harmonic Bessel beam ultrasonic transducer using
a ceramic/polymer composite. More recently, Lu and Green-
leaf developed a nondiffracting solution24,25 to the free space
scalar wave equation which was termed an X wave because
of the X shape appearance of the field in a plane through the
axis of the beam. Numerical studies for the finite source
aperture realization of X waves were also presented by Lu
and Greenleaf.24,25

The present paper focuses on the development of a gen-
eralized approach to investigate the space-time properties of
a new class of acoustic bullets, designated here as acoustic
transient Bessel beams, which include X waves as a special
case. In Sec. I, the general theory of acoustic transient Bessel
beams is developed for baseband and modulated carrier wave
fields using time-domain, Fourier and Hilbert transform tech-
niques. Closed form expressions for several special cases of
acoustic transient Bessel beams are then developed in Sec. II.
Surface integral equations and the space-time planar aperture
distributions which are required to generate acoustic tran-
sient Bessel beams from planar apertures are then discussed
in Sec. III. In particular, the well known Rayleigh surface
integral for time-dependent fields, when combined with the
results from Secs. II and I, provides a relatively simple ap-
proach to determine the general space-time properties of the
acoustic transient Bessel beams which are generated from
planar apertures. Finally, numerical results are presented in
Sec. IV to illustrate some general characteristics of acoustic
transient Bessel beams.

I. GENERAL THEORY

Consider acoustic wave propagation in an unbounded
ideal medium where (r ,w,x,t) are cylindrical space-time co-
ordinates,c is the constant sound speed of the media, anda
is a characteristic length of interest. Normalized cylindrical
space-time coordinates (r,w,z,t) as shown in Fig. 1 are in-
troduced wherer5r /a, z5x/a and the normalized time is
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t5ct/a. The normalized acoustic wave equation for the
pressure fieldp(r,z,t) can then be expressed in the normal-
ized cylindrical coordinate system as

F1

r

]

]rS r
]

]r D1
1

r2

]2

]w2
1

]2

]z2
2

]2

]t2Gp~r,w,z,t!50.

~1!

Using separation of variables it is easily shown that a
solution to the free space scalar wave equation in Eq.~1! can
be written in the form

pk1,k2~r,w,z,t!5Jn~k1r!ei ~k3t2k2z1nw!, ~2!

where k1
21k2

25k3
2. It is noted thatpk1,k2 is an nth order

nondiffracting Bessel beam and

~1! For n50, pk1 ,k2
(r,w,z,t)5J0(k1r)ei (k3t2k2z), which is

an axisymmetric solution to the free space scalar wave
equation in Eq.~1!; this is the zeroth order nondiffract-
ing Bessel beam used by Durnin.13,14

~2! If n50 andk150, thenpk2
(r,w,z,t)5eik2(t2z), which

is a plane wave solution.
~3! If k15V sin z and k25V cosz, then

p
k1 ,k2

(r,w,z,t)5Jn(V sin zr)eiV(t2z cosz)1inw, which is

the nth-order nondiffracting portion of the Axicon
beams.26,24

Consider now then50 or axisymmetric nondiffracting
portion of the Axicon beams. A new family of solutions to
the free space scalar wave equation can be constructed, by
integrating over the free parameterV with an arbitrary
weight functionW(V),

p~r,z,t!

5
1

2pE2`

`

W~V!J0~V sin zr!eiV~t2z cosz!dV, ~3!

which is in the form of a Fourier integral. For the case of
r50 it is obvious that

p~0,z,t!5w~t2z cosz!, ~4!

where w(t) and W(V) are a Fourier transform pair, i.e.,
w(t) ⇔ W(V) where

w~t!5
1

2pE2`

`

W~V!eiVt dV, ~5!

W~V!5E
2`

`

w~t!e2 iVt dt. ~6!

More generally it is observed thatp(r,z,t) can be ex-
pressed as follows:

p~r,z,t!5w~t! ^ j ~r,z,t!, ~7!

where^ denotes the convolution operation and

j ~r,z,t!5
1

2pE2`

`

J0~V sin zr!eiV~t2z cosz! dV. ~8!

The integral in Eq.~8! can, however, be readily evaluated to
obtain the following closed form expression forj (r,z,t),

j ~r,z,t!5
1

p@~r sin z!22~t2z cosz!2#1/2
,

0,ut2z coszu,r sin z,

50, ut2z coszu.r sin z, ~9!

which for r50 can be expressed as

j ~0,z,t!5d~t2z cosz!, ~10!

whered() denotes the Dirac delta function. It is thus obvious
that j (r,z,t) is nonzero only over the domain
2r sin z1z cosz,t,r sin z1z cosz; hence, j (r,z,t) at
any spatial point is a time-limited function, i.e., a function
with a finite time duration. In light of Eq.~7! it is also obvi-
ous that j (r,z,t) is an impulse response function relating
w(t) to p(r,z,t) for all w(t) of interest.

In contrast to the preceding development,w(t) is now
considered to be the real part of an analytic signal which may
be represented as follows:

wa~t!5w~t!1 iŵ~t!, ~11!

wherew(t) and ŵ(t) are a Hilbert transform pair,27 i.e.,

ŵ~t!5E
2`

` w~t8!

p~t2t8!
dt ~12!

and

w~t!52E
2`

` ŵ~t8!

p~t2t8!
dt, ~13!

where the Cauchy principal values of the integrals are as-
sumed. The following Fourier transform relationships are of
course well known:

wa~t!⇔Wa~V!, ~14!

where

Wa~V!52W~V!u~V! ~15!

andu(V) is the familiar Heaviside step function, i.e.,

u~V!51, V.0,

50, V,0. ~16!

FIG. 1. Normalized coordinates: Cartesian and cylindrical coordinates.
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The analytic signalj a(r,z,t) associated withj (r,z,t)
may now be introduced as follows:

j a~r,z,t!5 j ~r,z,t!1 i ĵ ~r,z,t!, ~17!

where j (r,z,t) was defined in Eq.~8!. Since j a(r,z,t) can
also be expressed as the following inverse Fourier transform,

j a~r,z,t!5
1

pE0

`

J0~V sin zr!eiV~t2z cosz! dV, ~18!

it then follows from Eqs.~17! and ~18! that

ĵ ~r,z,t!5
1

pE0

`

J0~V sin zr!sin@V~t2z cosz!# dV.

~19!

The integral in Eq.~19! is, however, readily evaluated from
standard integral tables28 to obtain the following expression:

ĵ ~r,z,t!50, 0,t2z cosz,r sin z

5
1

p@~t2z cosz!22~r sin z!2#1/2
,

0,r sin z,t2z cosz. ~20!

Since the integrand in Eq.~19! is an odd function of
t2z cosz, it then follows thatĵ (r,z,t) can be expressed as

ĵ ~r,z,t!5
1

p@~t2z cosz!22~r sin z!2#1/2
,

r sin z1z cosz,t,

50, 2r sin z,t2z cosz,r sin z,

5
21

p@~t2z cosz!22~r sin z!2#1/2
,

t,2r sin z1z cosz. ~21!

Since j (r,z,t) and ĵ (r,z,t) are nonzero over nonoverlap-
ping regions of thet axis it is obvious they satisfy the or-
thogonal property of a Hilbert transform pair;27 however, the
energy associated with each signal is not finite.

In a similar manner, the analytic signalpa(r,z,t) asso-
ciated withp(r,z,t) may now be introduced as follows:

pa~r,z,t!5p~r,z,t!1 i p̂~r,z,t!. ~22!

In light of Eq. ~7! it is then easily shown thatpa(r,z,t) can
be expressed in several forms as follows:

pa~r,z,t!5 j ~r,z,t! ^ wa~t!

5 j a~r,z,t! ^ w~t!

5 1
2 j a~r,z,t! ^ wa~t!. ~23!

It is noted the above relationships are valid for all signals of
interest, independent of their bandwidth.

An important class ofw(t) consists of amplitude and
phase modulated carrier signals which can be represented as
follows:

w~t!5aw~t!cos„2p f 0t1uw~t!…, ~24!

whereaw(t) is the amplitude modulation,uw(t) is the phase
modulation andf 0 is the carrier frequency. For those signals
where the bandwidth of the modulation is small relative to
the carrier frequency,wa(t) can then be approximated as
follows:

wa~t!5mw~t!ei2p f 0t, ~25!

wheremw(t) is the complex envelope which can be repre-
sented as

mw~t!5aw~t!ej uw~t!. ~26!

In a similar mannerpa(r,z,t) can be represented for
this class of bandwidth restricted signals as follows:

pa~r,z,t!5mp~r,z,t!ei2p f 0t, ~27!

where

mp~r,z,t!5ap~r,z,t!eiup~r,z,t! ~28!

and the real pressure signals of interest are thus represented
as

p~r,z,t!5ap~r,z,t!cos„2p f 0t1up~r,z,t!… ~29!

For this case it is noted that

mp~r,z,t!5 1
2 m j~r,z,t! ^ mw~t!, ~30!

where

m j~r,z,t!5 j a~r,z,t!e2 i2p f 0t. ~31!

Sincem j (r,z,t) is a function off 0 it is noted thatmp(r,z,t)
will in general also be a function off 0 .

II. SPECIAL CASES

Several special cases of acoustic transient Bessel beams
are now addressed. Consider first the following representa-
tion for w(t) as a baseband signal:

w~t!5
B

T
rect~t/T!, ~32!

where

rect~t/T!51, utu,T/2,

50, utu.T/2. ~33!

It is obvious thatw(t) can also be expressed as

w~t!5
B

TFuS t1
T

2D2uS t2
T

2D G , ~34!

whereB is a constant.
After defining the integral ofj (r,z,t) as follows,

i ~r,z,t!5E
2`

t

j ~r,z,t8! dt8, ~35!

it is easily shown by direct integration that
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i ~r,z,t!50, t,2r sin z1z cosz,

5F12
1

p
cos21S t2z cosz

r sin z D G ,
2r sin z1z cosz,t,r sin z1z cosz,

51, r sin z1z cosz,t. ~36!

It then follows from Eq.~7! that p(r,z,t) can be expressed
as

p~r,z,t!5
B

TF i S r,z,t1
T

2D2 i S r,z,t2
T

2D G . ~37!

In the limit asT→0 it is noted that

lim
T→0

p~r,z,t!5B j~r,z,t!. ~38!

As a second representation forw(t) consider the fol-
lowing baseband signal,

w~t!5
1

p

BA

A21t2
, ~39!

which, in contrast to the first case in Eq.~32!, is not time-
limited. It is easily shown from Eq.~5! using residue theory
that

W~V!5Be2uAVu. ~40!

SinceW(V) is an even function ofV, the associated time-
dependent pressurep(r,z,t) for this case can then be ex-
pressed using Eq.~3! as

p~r,z,t!5
B

pE0

`

J0~V sin zr!

3cos„V~t2z cosz!…e2VA dV. ~41!

The integral can, however, be readily integrated to obtain the
following closed form expression forp(r,z,t) for
r sin z.0:

p~r,z,t!5
B

p

@A„A21~r sin z!22~t2z cosz!2
…

214A2~t2z cosz!21A21~r sin z!22~t2z cosz!2#1/2

A2A„A21~r sin z!22~t2z cosz!2
…

214A2~t2z cosz!2
. ~42!

The following expression for the on-axis pressure for
this case is also simply obtained from Eq.~41!:

p~0,z,t!5
BA

p@A21~t2z cosz!2#
. ~43!

At a timet8 it is obvious from Eq.~43! that the center of the
wave field, i.e., the pulse center, occurs at a spatial location
z8 wheret85z8 cosz with an associated peak value for the
field of B/pA. The radial dependence about the pulse center
is simply obtained from Eq.~42! and can be expressed as

p~r,z8,t8!5
B

pAA21~r sin z!2
. ~44!

If the axial and radial pulse widths about the pulse center are
defined by the locations where the field is equal toB/(npA),
it is simply shown that

Dzn52An21A/cosz,
~45!

Drn52rn52~n221!A/sin z.

It is now noted that the spatial widths of the on-axis pulse
about the pulse center is independent ofz8 and is a constant,
i.e., the pulse travels as an acoustic bullet without a change
of shape.

Consider now the analytic signal corresponding to the
baseband signal in Eq.~39!. The Hilbert transform of the
baseband signal is readily obtained and the analytic signal
can then be represented as follows:

wa~t!5
1

pF BA

A21t2 1 i
Bt

A21t2G . ~46!

Sincewa(t) can also be represented as

wa~t!5
B

pAA21t2
ei ~t/A!, ~47!

it is thus apparent from Eq.~26! that

aw~t!5
B

pAA21t2
~48!

and

uw~t!5
t

A
. ~49!

Since the Fourier transform ofwa(t) is simply ex-
pressed as follows,

Wa~V!52Be2AVu~V!, ~50!

it is easily shown thatpa(r,z,t) for this case can be ex-
pressed in a closed form as follows:

pa~r,z,t!5
B

p

1

@~r sin z!21„A2 i ~t2z cosz!…2#1/2
.

~51!

The above solution was previously developed by Lu and
Greenleaf24,25 who defined the resultant field as an X-wave
field. In light of the present development it is clear that the
real part ofpa(r,z,t) is equivalent to the baseband pressure
p(r,z,t) in Eq. ~42!. It is equally clear from the present
development that the imaginary part ofpa(r,z,t) is the Hil-
bert transform ofp(r,z,t) which can be expressed as
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p̂~r,z,t!5
B

p

@A„A21~r sin z!22~t2z cosz!2
…

214A2~t2z cosz!22A22~r sin z!21~t2z cosz!2#1/2

A2A„A21~r sin z!22~t2z cosz!2
…

214A2~t2z cosz!2
. ~52!

This latter field thus corresponds to the imaginary part of
wa(t) which is the Hilbert transform ofw(t), i.e.,
ŵ(t)→ p̂(r,z,t) whereŵ(t) is known from Eq.~46!.

The following expression for the on-axis pressure for the
analytic signalpa(r,z,t) is simply obtained from Eq.~51!:

pa~0,z,t!5
B

p

1

A2 i ~t2z cosz!
. ~53!

At the pulse center the peak value for the field is againB/
pA, which is to be expected sincep̂(0,z,t) is zero at the
pulse center. The radial dependence about the pulse center is
also simply obtained from Eq.~51! and can be expressed as

pa~r,z8,t8!5
B

pAA21~r sin z!2
. ~54!

If the axial and radial pulse widths about the pulse center are
now defined by the locations where the field is equal toB/
(npA), it is simply shown that:

Dzn52An221A/cosz,
~55!

Drn52rn52An221A/sin z.

Once again it is observed that the spatial widths of the on-
axis pulse about the pulse center are independent ofz8 and
are constant, i.e., the pulse travels as an acoustic bullet.

As a final case of interest consider now the following
amplitude modulated signal,

w~t!5
1

p

BA

A21t2
cos~2p f 0t!, ~56!

where the amplitude modulation is the baseband signal in
Eq. ~39! and f 0A@1. The associated analytic signal for this
case can then be approximated as follows:

wa~t!5
1

p

BA

A21t2
ei2p f 0t. ~57!

It is thus apparent that

mw~t!5aw~t!5
1

p

BA

A21t2
. ~58!

The pressure field of interestp(r,z,t) can then be directly
evaluated via the use of Eq.~7! or indirectly by taking the
real part ofpa(r,z,t) which can be evaluated via the use of
Eq. ~30!.

III. TRANSIENT BESSEL BEAMS GENERATED BY
PLANAR SOURCES

The geometry of interest here is shown in Fig. 2 to con-
sist of a baffled planar source in the planez50. An approach
is presented now to determine the space-time properties of
transient Bessel beams generated by finite apertures, i.e., pla-

nar circular transducers or arrays, which are excited with an
appropriate axisymmetric space-time distribution to generate
a transient Bessel beam. The distributions of interest are re-
quired to result in the space-time transient Bessel beams of
the previous section for the case of an infinite aperture.

It is well known that the space-time acoustic field from a
planar source may be represented as the following surface
integral, i.e.,

p~r,z,t!5E
0

s0
rsdrsE

0

2p

du
cos~R,z!

2pR

3H ]p~rs,0,ts!

]ts
1

p~rs,0,ts!

R U
ts5t2R

J , ~59!

where cos(R,z)5R̂•ẑ. In contrast to the representation of the
acoustic field due to the dipole source distribution in Eq.~59!
the following retarded potential or classical Rayleigh surface
integral solution29,30can also be used to evaluate the acoustic
pressure fieldp(r,z,t) from a planar source using space-
time methods, i.e.,

p~r,z,t!5E
0

s0
rs drsE

0

2p

du
1

2pR

3H ]u~rs,0,ts!

]ts
U

ts5t2R
J , ~60!

where R5Ar21rs
222rrs cosu1z2 and ]u(r,0,t)/]t is

the space-time normal acceleration distribution of interest.
Since the surface pressure in Eq.~59! may be obtained

from the preceding section, Eq.~59! can, in principle, be
used to evaluatep(r,z,t) where it is noted that the surface
pressure beyond the aperture is considered to be zero. As an

FIG. 2. The geometry of interest.
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alternative, Eq.~60! may be used, in which case the space-
time normal acceleration distribution of interest is presumed
known and specified to be zero outside the aperture. Since
the surface acceleration can be more directly controlled in a
planar array of acoustic projectors, Eq.~60! is the equation of
choice here to investigate the space-time characteristics of
transient Bessel beams. In light of the linearized momentum
equation at the boundaryz50, it is apparent that

]u~rs,0,ts!

]ts
52

]p~rs ,z,ts!

]z U
z50

~61!

and it then follows that

p~r,z,t!52E
0

s0
rs drsE

0

2p

du
1

2pR

3H ]p~rs ,z,ts!

]z Uts5t2R
z50

J , ~62!

where the surface pressure is known from the results in the
preceding section.

IV. NUMERICAL RESULTS

Numerical results are first presented here for the impulse
responsej (r,z,t) which is of fundamental importance for
acoustic transient Bessel beams. It is first noted that the time
region of support of the impulse responsej (r,z,t) is
bounded by two planes in (r,z,t) space as illustrated in Fig.
3 for the particular case ofz5p/3. The spatial region of
support in (r,z) space at a fixedt thus consists of a charac-
teristic V-shape, i.e., a conical section as illustrated in Fig. 4,
which travels in thez direction ast increases according to
the relationshipt5z cosz. It is thus obvious that the nor-
malized phase velocity along thez axis is equivalent to 1/
cosz and the time duration of the impulse response is inde-
pendent ofz and is equivalent to 2r sin z. It is interesting to
note that the normalized impulse responser sin z j (r,z,t) at
each point (r,z) is simply a function of a single parameter
a5(t2z cosz)/r sin z as illustrated in Fig. 5 and is zero for
uau.1. The time histories at different spatial locations are

thus identical, apart from an amplitude and time scaling, and
exhibit weak singularities at the start and end of the pulse
corresponding touau51.

In contrast to the impulse responsej (r,z,t) which ex-
hibits singularities as noted above, the step or integrated im-
pulse response which is equivalent toi (r,z,t) is well be-
haved due to the weak nature of the endpoint singularities in
j (r,z,t). The integrated normalized impulse response can
also be expressed as a function of a single parametera as
illustrated in Fig. 3 where the response is noted to be zero for
a,21 and one fora.1. The turn-on transient associated
with the case ofw(t)5u(t) is thus readily visualized from
Fig. 6. More specifically, for a fixedt8 the spatial field is
unity below the lower conical surface where
t85z cosz1r sin z. The field decreases to zero in the man-
ner illustrated in Fig. 6 in the V-shaped conical region about
the pulse center and is zero in the region above the boundary
t85z cosz2r sin z. As noted in Sec. I the pressure field
resulting from a rectangular pulse is easily visualized via a
difference of two step responses where the latter response
exhibits a time delay which is a simple translation of the
conical surfaces in Fig. 3 in the2z direction.

Consider now the pressure field associated with the
baseband signal in Eq.~39!. The simple closed form expres-

FIG. 3. The boundaries for the nonzero response of the impulse response. FIG. 4. Spatial region of support at a fixed time.

FIG. 5. The normalized impulse response versus alpha wherea5(t
2z cosj)/r sin j.
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sion for p(r,z,t) in Eq. ~42! was used to obtain the numeri-
cal results in Fig. 7~a! which illustrate the spatial field about
the pulse center forA50.125 andz54o. The23 and26 dB
contours corresponding to this pressure surface are shown in
Fig. 7~b!. Sincep(r,z,t) can be interpreted as resulting from
the convolution of the baseband signal and the impulse re-
sponsej (r,z,t) — see Eq.~7! — it is not surprising that the
general characteristics of the field associated with the im-
pulse responsej (r,z,t) are readily observed in the numeri-
cal results forp(r,z,0), e.g., the characteristic V-shape of
the field is readily apparent. It is also clear that the spatial

widths on the associated contour plots in Fig. 7~b! corre-
sponding ton5A2 and 2 agree with the general expressions
in Eq. ~45!.

The peak on-axis value of the baseband field is noted
from Fig. 7 to be a constant at the pulse center and the
on-axis pressure is noted to exhibit the same spatial behavior
about the center of the pulse as the baseband temporal signal.
Since the pressure field propagates in thez direction with a
normalized phase velocity of 1/cosz the pressure map in Fig.
7~a! also provides information on the temporal behavior of
the field. It is thus evident that the on-axis pressure at any
location also exhibits the same temporal behavior as the
baseband signal. The time-dependent pressure about the
pulse center at off-axis points is also noted to exhibit a lin-
early increasing pulse duration with radial distance with a
symmetric pulse shape about the pulse center and finite
maxima associated with the boundaries of the V-shaped re-
gion noted above. Once again, the results are to be expected
sincep(r,z,t) can be interpreted as resulting from the con-
volution of the baseband signal and the impulse response
j (r,z,t).

The pressure field associated with the analytic signal in
Eq. ~46! is now considered where it is again observed that
the real part of the signal corresponds to the previously con-
sidered baseband signal. The infinite aperture case is first
addressed where the simple closed form expression for
pa(r,z,t) in Eq. ~51! was used to obtain the numerical re-
sults in Fig. 8~a! which illustrate the magnitude of the ana-
lytic signal for the spatial pressure field about the pulse cen-

FIG. 6. The integrated normalized impulse response versus alpha where
a5(t2z cosj)/r sin j.

FIG. 7. ~a! Baseband wave—pressure map forB5pi* A andA50.125.~b!
Baseband wave—contour plot forB5pi* A andA50.125.

FIG. 8. ~a! X-wave—pressure map forB5pi* A and A50.125. ~b! X-
wave—contour plot forB5pi* A andA50.125.
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ter for A50.125 andz54o. The 23 and 26 dB contours
corresponding to this pressure surface are shown in Fig. 8~b!.
Once again it is not surprising that the general characteristics
of the field associated with the impulse responsej (r,z,t) are
observed in the numerical results. It is also clear that the
spatial widths on the associated contour plots corresponding
to n5A2 and 2 agree with the general expressions in Eq.
~55!. These results are in general agreement with the earlier
work of Lu and Greenleaf.24,25

The general spatial-temporal characteristics of the field
for this case are readily apparent from inspection of the ana-
lytical results in Sec. II and the results in Fig. 8. In particular,
it is noted the general characteristics of the field are, not
unexpectedly, similar to the baseband case, i.e., the peak
on-axis value of the field is noted to be a constant at the
pulse center and the on-axis pressure is noted to exhibit the
same spatial behavior about the center of the pulse as the
baseband temporal signal. Since the pressure field for this
case also propagates in thez direction with a normalized
phase velocity of 1/cosz, the pressure map in Fig. 8~a! also
provides information on the temporal behavior of the field,
i.e., the on-axis pressure at any location also exhibits the
same temporal behavior as the baseband signal and the time-
dependent pressure about the pulse center at off-axis points
exhibits a linearly increasing pulse duration with radial dis-
tance with a symmetric pulse shape about the pulse center
and finite maxima associated with the boundaries of the V-
shaped region noted above.

Numerical results for the field generated by a finite
space-time aperture are now presented for the analytic signal
in Eq. ~46!. In contrast to the approach of Lu and
Greenleaf,24,25 the following results are based on the formu-
lation presented in Sec. III. More specifically, the projection
of the field from the finite aperture is formulated as a Neu-
mann boundary value problem which is then solved using
space-time integration methods. A planar aperture with a
normalized radius ofs0532 which is excited with the space-
time normal acceleration distribution required to launch the
amplitude modulated signal of interest is considered with the
previously considered parametersA50.125 andz54o. It is
noted that the aperture distribution which is required to ob-
tain the analytic pressure is complex; thus, the magnitude,
i.e., the envelope, and the real and imaginary parts, of the
space-time source distribution are shown in Fig. 9.

The magnitudes of the on-axis time-dependent pressures
are shown in Fig. 10~a!–~e! as a function of normalized time
about the pulse centers corresponding toz578, 157, 314 and
785, respectively. It is apparent that the desired uniform
maximum response at the pulse center is evident forz&314.
Each of the pressure responses can be interpreted as the sum
of an infinite aperture contribution and edge generated con-
tribution. For smallz the infinite aperture X wave and a
clearly defined edge generated wave are apparent. As the
axial distance increases, the interaction of the edge wave and
the infinite aperture X wave of interest increases, i.e., the
wave components overlap, and the peak amplitude of the
on-axis wave decreases. The associated near to far field tran-
sition which results from the overlapping of these compo-
nents in time as the axial distance is increased is clearly

apparent from the sequence in Fig. 10. A similar decompo-
sition of the on-axis field from a uniformly excited aperture
was also previously noted using a space-time impulse re-
sponse approach.31 An estimate for the axial near to far field

FIG. 9. Space-time source distribution.~a! Envelope.~b! Real part.~c!
Imaginary part.
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transition distance ofzt's0 cot(z) was developed for har-
monic Bessel beams13,14 and leads to a value of approxi-
mately 457, which is in reasonable agreement with the
present numerical results for the transient Bessel beam.

Since the radial dependence of the pressure field at the
pulse center is also of interest and importance in applica-
tions, the magnitudes of the pressure for the radial space-
time pressure surfaces are presented in Fig. 11~a!–~c! for
normalized time about the pulse centers corresponding toz
578, 157 and 785, respectively. As a result of the edge
generated wave the envelopes exhibit a more undulatory be-
havior relative to the analogous results for an infinite aper-
ture which can be obtained from the results in Fig. 8. In
particular, it is noted for the infinite aperture case that the
radial width r2'3.1, which is approximately 10% of the
radius of the finite aperture of present interest. The spatial
width of the field for the finite aperture is reasonably well
estimated by the field-width relationships in Eq.~55! for
axial distances much less than the axial near to far field tran-
sition distance. Asz increases the effect of the edge gener-
ated wave become progressively more important; however,
the aperture width provides a reasonable upper bound for

z,zt . Clearly, the field exhibits an increasing spatial diver-
gence for axial distances beyond the transition distance.

V. SUMMARY AND CONCLUSIONS

The development of a generalized approach to investi-
gate the space-time properties of a new class of acoustic
bullets, designated here as acoustic transient Bessel beams,
has been presented for baseband and analytic signal wave
fields using time-domain, Fourier and Hilbert transform tech-
niques. In general, infinite space and time-dependent planar
aperture distributions are required to generate such beams;
however, the basic approach can be simply used to investi-
gate the generation of such wave fields from both space and
time limited aperture distributions. A consistent approach to
evaluate such source distributions based on the solution of a
Neumann boundary value problem was presented.

Closed form expressions for several special cases of
acoustic transient Bessel beams were developed in the paper.
A baseband impulse responsej (r,z,t) was introduced as the
key to understanding and evaluating the space-time proper-
ties of acoustic transient Bessel beams. Simple convolution

FIG. 10. On-axis pressure versus normalized timet85t2z cosj for ~a!
z50, ~b! z578, ~c! z5157, ~d! z5314, and~e! z5785.
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integral relationships were developed for baseband fields.
Hilbert transform relationships were then used to develop
analogous relationships for analytic signals including ampli-
tude modulated carrier fields. The space-time properties of

the transient Bessel beams can be readily investigated using
the convolution integral relationships. In particular, it is
noted that the convolution integral relationship in Eq.~7! can
be used to investigate the space-time properties of the tran-
sient Bessel beams for all real signals of interest.

Numerical results were then presented to illustrate the
general characteristics of acoustic transient Bessel beams for
several signals. For all cases the general characteristics were
simply related back to the characteristics of the impulse re-
sponsej (r,z,t). The characteristic V-shape of the field was
readily apparent for all cases and the normalized phase ve-
locity along thez axis was equivalent to 1/cosz. Although
numerical results were presented for only a single case where
A50.125 andz54o, it is clear that the lateral and axial
widths can be controlled for both the baseband and ampli-
tude modulated case via the selection of the parametersA
andz.

It was noted that transient Bessel beams can be realized
with a finite space-time aperture which can generate a beam
that is much narrower than the physical source aperture size.
The expression for the axial near to far field transition dis-
tance ofzt's0 cot(§) provides a reasonable first estimate of
the transition distance; however, it is noted thatzt must also
depend on the bandwidth parameterA. The importance of
the edge generated wave from the finite aperture was ob-
served and provided a simple interpretation of the near to far
field transition process. A lateral resolution less than the ap-
erture size is possible; however, the field exhibits an increas-
ing spatial divergence for axial distances beyond the transi-
tion distance to the far field. This area is being addressed in
more detail using an impulse response approach based on the
present analysis and will be reported shortly.32 The super-
sonic speed of transient Bessel beams is also being addressed
using a new space-time approach that was recently devel-
oped to investigate the self-focusing properties of acoustic
bullets.33
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Recently a finite element implementation of Biot’s elastic porous material theory has been
developed for the purpose of modeling and optimizing foam noise control treatments@Y. J. Kang
and J. S. Bolton, J. Acoust. Soc. Am.98, 635–643~1995!#. That finite element formulation was used
in the work reported here to study normal incidence sound transmission through a foam wedge
placed in a hard-walled duct. It was found that in some frequency bands the transmission loss of the
wedge was significantly higher than that of a plane foam layer of the same volume. That increase
in transmission loss was found to result from the conversion, within the foam, of the incident plane
wave into a higher-order symmetric mode: that mode was found not to radiate efficiently from the
rear surface of the foam wedge. It has also been found that the same increase in transmission loss
can be achieved by varying the pore tortuosity across the width~not the depth! of a plane foam layer.
Thus it is suggested that lining materials having spatially graded properties may be used to enhance
the transmission loss of noise control treatments under some circumstances. ©1997 Acoustical
Society of America.@S0001-4966~97!02802-6#

PACS numbers: 43.20.Gp, 43.20.Mv, 43.55.Rg@JEG#

INTRODUCTION

Elastic porous sound-absorbing materials like polyure-
thane foams differ from fibrous sound-absorbing materials
such as glass fiber in the number of wave types that can
propagate within them, and thus in their degree of sensitivity
to surface boundary conditions. Zwikker and Kosten1

showed that an elastic porous material such as foam can
convey two longitudinal wave types simultaneously, and it is
now known that three wave types~two longitudinal and one
transverse! can contribute significantly to the observed
acoustical behavior of elastic porous materials.2,3 The acous-
tical behavior of either isotropic elastic or fibrous porous
materials having infinite planar or cylindrical geometries can
be modeled by using analytical methods: e.g., plane wave
solution techniques.3,4 Practical noise control treatments hav-
ing complex shapes and/or nonuniform properties, however,
must normally be modeled by using numerical methods such
as the finite element method.

Craggs5–7 developed a finite element model for extended
reaction fibrous materials in which the absorbing medium
was treated as an effective fluid of complex density and wave
number. The latter approach is feasible when the absorbing
medium supports only a single longitudinal wave. Recently,
a number of displacement-based finite element formulations
for elastic porous materials8–11 have been developed inde-
pendently, all of them being based on the Biot’s theory.2

Each of these theories fully accounts for the three wave types
that can propagate within foams. To demonstrate the accu-
racy and usefulness of these various foam finite element
models, the surface impedance of elastic porous layers and

the sound transmission loss offered by multi-layered foam-
lined structures have been calculated and compared with pre-
viously established experimental or analytical results.8,9

However, in all instances, these studies were limited to struc-
tures having planar geometries and spatially uniform proper-
ties. It is thus of interest to demonstrate the application of
foam finite element models to nonplanar structures and/or
structures having spatially inhomogeneous properties: that
was the initial objective of the work reported here.

Recently Easwaran and Munjal12 used a fibrous material
finite element model to study the absorption characteristics
of a fibrous wedge terminating an impedance tube, and they
successfully compared their predictions with published ex-
perimental results.13 Subsequently, Kang and Bolton14 illus-
trated the application of the foam finite element formulation
to the optimal design of foam wedges. In particular, they
identified the wedge tip angle that provided the optimal
frequency-averaged absorption.

An extension of the latter work is described in this ar-
ticle. In particular, two-dimensional sound transmission
through homogeneous foam wedges, and plane foam layers
having spatially graded properties are considered. First, how-
ever, the two-dimensional boundary conditions that allow a
nonplanar foam layer to be coupled to an acoustical system
are presented and their incorporation within the previously
developed foam finite element formulation is described. Fi-
nite element calculations are then presented that show the
sound transmission loss of a plane foam layer can be in-
creased significantly at particular frequencies by shaping it
into a wedge of the same volume. The increased transmis-
sion loss is interpreted as resulting from a mode conversion
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process that occurs within the wedge. The results of further
calculations are then used to show that the same effect can be
induced by spatially grading the tortuosity of a plane foam
layer. The latter approach may allow the sound transmission
loss offered by a foam layer to be increased without increas-
ing its depth; this finding may be of interest when both high
transmission loss and small installation thickness are re-
quired in the design of noise control treatments.

I. THEORY

A. Finite element formulations

The foam finite element model used in the present work
was developed from the differential equations governing
wave propagation in elastic porous materials by following
procedures described in Refs. 8 and 9. The relationships be-
tween the theoretical parameters of that model and the mea-
surable macroscopic parameters that are usually used to de-
scribe an elastic porous material~flow resistivity, etc.! are
discussed extensively elsewhere.3,4

In Ref. 8 it was shown that the global foam system equa-
tions can be written in the form:

@Kf#H $u%
$y%
$U%
$V%

J 5H $F1%
$F2%
$F3%
$F4%

J , ~1!

where

Fi
15E

G
f ı~nf xsx1nf ytxy! dG, ~2a!

Fi
25E

G
f i~nf xtxy1nf ysy! dG, ~2b!

Fi
35E

G
f inf xs dG, ~2c!

Fi
45E

G
f inf ys dG. ~2d!

In Eq. ~1!, the vectors$u%, $v%, $U%, and$V% are, respectively,
the unknown displacement components of the solid and fluid
phases of the foam, i.e.,ux , uy , Ux , andUy , and@Kf# is the
foam’s global dynamic stiffness matrix. In Eqs.~2!, sx , sy ,
andtxy are the normal and shear forces per unit material area
acting on the solid phase of the foam,s is the normal force
per unit material area acting on the foam’s fluid component,
fi is the shape function,nf x andnf y arex andy components
of the outward unit normal vector,nf , of the foam system,
and dG is the arc length of an infinitesimal line element
along the boundary.

The finite element formulation for acoustical domains
~i.e., regions in which only a single longitudinal wave propa-
gates! can be derived from the wave equation in a homoge-
neous acoustic medium, and can be expressed as6,7

@Ka#$p%5$Q%, ~3!

where

Qi52 j vr0E
G
f i~na–va! dG. ~4!

In Eq. ~3!, $p% is the vector of unknown nodal pressures,$Q%
is the normal volume velocity flux vector, and the matrix
@Ka# is defined as~@T#2k2@S#!, where @T# and @S# are the
kinetic and strain energy matrices, respectively. In Eq.~4!, va
is the acoustic particle velocity in the acoustical domain,na
is the outward unit normal vector at the domain surface, and
• denotes the scalar product.

B. Boundary conditions at non-normal interfaces

Shown schematically in Fig. 1 is an exaggerated cross-
sectional view of a foam surface that is oriented arbitrarily
with respect to the global coordinate axes. The forces normal
to the surface should be balanced at the nodal points along
the interface joining the acoustical and foam systems, and
the normal volume velocity should be continuous. Those
boundary conditions are

hpna5snf, ~5a!

~12h!pna5~sxnf x1txynf y!i1~txynf x1synf y!j , ~5b!

nan5 j v~12h!un1 j vhUn , ~5c!

whereh is the surface porosity~and the surface porosity is
here assumed to equal the volume porosity!, p is the sound
pressure in the acoustical domain,nan is the particle velocity
in the acoustical domain normal to the acoustical system/
foam system interface,un and Un are the foam’s solid and
fluid phase displacements normal to the interface, respec-
tively, and i and j are, respectively, the unit vectors in thex
and y directions. The first of these conditions requires that
the force per unit material area acting on the fluid component
of the foam be equal to the porosity times the pressure in the
exterior acoustic field. The second equation expresses a simi-
lar relation for the force acting on the solid phase. The final
condition represents the continuity of normal volume veloc-
ity at the interface. These boundary conditions allow the in-
terface of the acoustical and foam systems to be curved,
textured, or to be oriented arbitrarily.

FIG. 1. Exaggerated cross-sectional view of a foam layer having an open
surface and arbitrary orientation with respect to the global coordinate axes.
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The configurations studied in the present work are
shown in Fig. 2. These arrangements explicitly represent
foam layers placed in plane wave tubes. However, owing to
the symmetry of the arrangement, they can also be used to
represent normal incidence plane wave transmission through
an infinite array of identical foam blocks. Note that all cal-
culations presented here are two-dimensional: i.e., the foam
is considered to be infinitely deep in thez direction, and no
motion in thez direction is allowed.

For configurations such as those shown in Fig. 2, the
foam finite elements can be coupled with either finite ele-
ment or modal representations of the acoustical system at the
interface of the acoustical and foam systems.9 In the present
work, it was convenient to couple the foam finite elements
with acoustical finite elements on the incident side of the
foam, and with a modal representation on the transmission
side of the foam. By using the latter coupling procedure, the
total number of degrees-of-freedom of the problem may be
reduced compared to an approach in which the transmission
side airspace is also discretized. In addition, the latter ap-
proach allows the detailed modal behavior of the transmitted
sound field to be studied.

At the incident surface of the foam, the interface condi-
tions ~5a!–~5c! should be satisfied. Upon substituting inter-
face conditions~5a!–~5c! into Eqs. ~2a!–~2d! and ~4!, and
applying the Galerkin’s weighted-residual approximation
~i.e., ux'( j 51

m ujf j , Ux'( j 51
m U jf j , and p'( j 51

m pjf j !,
one obtains

Fi
15nax~12h!E
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f i p dG

'nax~12h!(
j 51

m

pjE
G
f if j dG, ~6a!
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25nay~12h!E
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f i p dG
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j 51

m

pjE
G
f if j dG, ~6b!

Fi
35naxhE

G
f i p dG'naxh(

j 51

m

pjE
G
f if j dG, ~6c!

Fi
45nayhE

G
f i p dG'nayh(

j 51

m

pjE
G
f if j dG, ~6d!

Qi5v2r0E
G
f ina•@~12h!u1hU# dG

'naxv
2r0~12h!E

G
f iux dG1naxv

2r0h

3E
G
f iUx dG1nayv

2r0~12h!

3E
G
f iuy dG1nayv

2r0hE
G
f iUy dG. ~6e!

The components of the outward unit normal vector of the
acoustical system at the nodes of the interface, i.e.,nax and
nay , should be evaluated at the interface.

On the transmission side of the foam, the sound field can
be written as

p25 (
n50,2,4,...

`

e2 jknxTn cos
np

d
y, ~7!

wherekn5[(v/c0)22(np/d)2] 1/2, c0 is the speed of sound
in the air,Tn are the complex amplitudes of the transmitted
modes, andd is the width of the hard-walled duct. Since
asymmetric modes have zero forcing under the excitation of
a normally incident plane wave, the sound field in the trans-
mitted region as expressed in Eq.~7! represents a superposi-
tion of an infinite number of symmetric modes. By following
the coupling procedures that were described in Ref. 9, one
obtains at the rear surface of the foam system

Fi
152~12h! (

n50,2,4,...

`

e2 jknLTnE
G
f i cos

np

d
y dG, ~8a!

Fi
250, ~8b!

Fi
352h (

n50,2,4,...

`

e2 jknLTnE
G
f i cos

np

d
y dG, ~8c!

Fi
450, ~8d!

j vr0
2~12h!uj1 j vr0

2hUj2 (
n50,2,4,...

`

kne2 jknLTn cos
np

d
y

50. ~8e!

Note that owing to the nature of Eq.~8e!, the number of
transmitted modes included in the series representation can

FIG. 2. Configurations for calculation of sound transmission through~a! a
wedge having uniform properties, and~b! a plane foam layer~L55.4 cm,
d55.4 cm! having a spatial variation of tortuosity or flow resistivity.

3321 3321J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Y. J. Kang and J. S. Bolton: Wedges and foam layers



be no larger than the number of nodes on the transmission
side foam surface.

Complete coupled system equations are obtained by
moving the terms on the right-hand sides of Eqs.~6a!–~6e!
and ~8a!–~8d! into the proper position within the global dy-
namic stiffness matrix of the system equations in a system-
atic way, and then by augmenting the system equation with
Eq. ~8e!. When the acoustical and foam systems are coupled,
the system equations take the form

~9!

where the submatrices@Kaf1# and@Kaf2# result from coupling
the foam finite elements with the acoustical finite elements of
the incident-side airspace, and the submatrices@Kaf3#, @Kaf4#,
and@Kaf5# result from coupling the foam finite elements with
the modal representation of the sound field in the transmis-
sion side airspace.

II. TRANSMISSION LOSS CALCULATIONS

A. General approach

The normal incidence sound transmission loss was cal-
culated for the configurations shown in Fig. 2~a! and~b!, i.e.,
for a wedge having uniform properties and for a plane foam
layer having either spatially varying tortuosity~the motiva-
tion for varying the tortuosity in this way will be discussed

below in Sec. III B! or spatially varying flow resistivity. In
all cases, the foam layers were placed in a 5.4-cm-wide hard-
walled duct. In the model, a distance of at least 13.2 cm was
maintained between the rigid piston and the wedge tip. In all
cases, only the upper half of the model was discretized, since
the problems were symmetric with respect to thex axis. The
incident airspace and foam were meshed by using three-
noded linear triangular elements which were not larger than
0.3 cm on any of their sides. These elements make it possible
to model the acoustical behavior of the foam modeled here at
frequencies up to 5 kHz.9 A typical finite element mesh is
shown in Fig. 3, in which case there were 269 nodes and 435
elements in the incident airspace, 159 nodes and 255 ele-
ments for the foam, and 6 symmetric modes for the modal
representation of transmission side sound field. A plane wave
was assumed to be generated by a piston at the left end of the
acoustical system, i.e., unit velocities were prescribed at the
nodes of the left-hand face of the acoustical system I. In
addition, the acoustical system II was assumed to extend to
infinity in the x direction, i.e., waves were only allowed to
propagate away from the transmission side face of the foam
layer. The origin of the coordinate system was always placed
as shown in Fig. 2~a!, i.e., y50 corresponds to the mid-line
of the duct, andx50 was placed within the foam at the
beginning of the plane section. At its lateral edges, the foam
was assumed to be either fully constrained~i.e.,ux50, uy50
andUy50 at y56d/2! or lubricated~i.e., uy50 andUy50
at y56d/2!. The plane wave transmission coefficient, and
thus the normal incidence transmission loss, could then be
calculated from the complex amplitude of the transmitted
plane wave,T0, that was obtained by solving Eq.~9!. Note
that the sound field to the left of the foam layer was decom-
posed into incident and reflected wave~with amplitudesPin

andPr , respectively! by using the complex pressures at two
adjacent nodes~separated in thex direction! in the air space
I. The plane wave sound transmission coefficient was then
calculated ast05T0/Pin . Finally, the normal incidence

FIG. 3. Typical finite element mesh of the acoustical and foam systems
~case W6 is shown in this figure!.

TABLE I. Dimensions of the foam wedges.

Case

Dimensions

u
~degree!

l 1

~cm!
l 2

~cm!

W1 180 0.00 5.40
W2 132 1.20 4.80
W3 97 2.40 4.20
W4 74 3.60 3.60
W5 59 4.80 3.00
W6 48 6.00 2.40
W7 41 7.20 1.80
W8 36 8.40 1.20
W9 28 10.80 0.00

TABLE II. Spatial variation of the tortuosity within a plane foam layer.

y coordinate
~cm!

Case No.

0 1 2 3 4 5 6 7

2.16;2.70 7.80 7.00 6.00 5.00 4.00 3.00 2.00 1.00
1.62;2.16 7.80 7.20 6.45 5.70 4.95 4.20 3.45 2.70
1.08;1.62 7.80 7.40 6.90 6.40 5.90 5.40 4.90 4.40
0.54;1.08 7.80 7.60 7.35 7.10 6.85 6.60 6.35 6.10
0.00;0.54 7.80 7.80 7.80 7.80 7.80 7.80 7.80 7.80

TABLE III. Spatial variation of the flow resistivity within a plane foam
layer ~3103!.

y coordinate
~cm!

Case No.

0 8 9 10 11

2.16;2.70 25.0 20.0 15.0 10.0 5.0
1.62;2.16 25.0 22.5 20.0 17.5 15.0
1.08;1.62 25.0 25.0 25.0 25.0 25.0
0.54;1.08 25.0 27.5 30.0 32.5 35.0
0.00;0.54 25.0 30.0 35.0 40.0 45.0
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transmission loss could be obtained from TL510 log~1/ut0u
2!.

In all cases, calculations were restricted to frequencies below
the cut on of the first higher-order symmetric mode in the
transmitted-side air space~approximately 6.3 kHz!.

The foam parameters used in the present calculations
were bulk density of the solid phase,r1530 kg/m3; in vacuo
bulk Young’s modulus,Em583105 Pa; in vacuoloss factor,
h50.265; bulk Poisson’s ratio,n50.4; flow resistivity,
s5253103 mks Rayls/m; tortuosity,e857.8; and porosity,
h50.9. When considering plane foam layers having spatially
graded properties, the tortuosity and flow resistivity were
varied as described in Secs. II C and II D, respectively.

B. Wedges

The sound transmission characteristics of a wedge-
shaped foam layer having uniform properties were studied in
the configuration shown in Fig. 2~a!. When the duct width is
held constant, while the total volume of foam is itself main-
tained constant, the wedge dimensions can be defined by a
single design parameter: a wedge tip angle,u. The dimen-
sions of all the wedges considered here are summarized in
Table I: the wedge tip angle was systematically decreased

from 180°~a plane foam layer! to 28°~the smallest wedge tip
angle that did not create a gap between the duct wall and the
wedge!.

C. Plane foam layers having spatially graded
tortuosity

To demonstrate that sound transmission characteristics
similar to those of the wedge can be produced by using a
plane foam layer, the tortuosity of a constant depth foam
layer was varied across the width of the foam layer. For the
configuration shown in Fig. 2~b!, the tortuosity was de-
creased in piecewise-constant steps from 7.8 at the center
~y50! to a minimum value in the foam adjacent to the hard
walls. The variation was considered to be symmetric with
respect to thex axis. The details of the spatial variation of
the tortuosity within the foam layer for the cases considered
here are summarized in Table II. Note that the tortuosity
variation within the plane foam layer was implemented sim-
ply by varying the tortuosity assigned to the foam finite ele-
ments forming one sublayer of the material. Thus, although
the foam layer as a whole is anisotropic, it is composed of
isotropic sublayers. Note also that the plane layers consid-

FIG. 4. Normal incidence sound transmission loss of a wedge whose edges
are lubricated.

FIG. 5. Normal incidence sound transmission loss of a wedge whose edges
are constrained.
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ered here had the same volume as the wedges described the
preceding section: i.e., the dimensions of the foam layer
were 5.4 cm35.4 cm.

D. Plane foam layers having spatially graded flow
resistivity

To demonstrate the effect of the spatial variation of flow
resistivity on the sound transmission characteristics of a
plane foam layer, the flow resistivity of a constant depth
foam layer was varied in the same way as the tortuosity
across the width of the foam layer. For the configuration
shown in Fig. 2~b!, the flow resistivity was decreased in
piecewise-constant steps from a maximum at the center to a
minimum value in the foam adjacent to the hard walls. In
each case, the flow resistivity averaged over the complete
foam layer was the same. The variation was considered to be
symmetric with respect to thex axis. The details of the spa-
tial variation of the flow resistivity within the foam layer for
the cases studied here are summarized in Table III. The di-
mensions of the foam layer in this case were also 5.4 cm
35.4 cm.

III. RESULTS AND DISCUSSION

A. Wedges

First, the transmission losses of foam wedges having
various wedge tip angles were calculated using the finite el-
ement model described in Sec. III. The results calculated
when the edges of the wedge were either lubricated~i.e.,
unconstrained! or constrained along the hard walls are shown
in Figs. 4 and 5, respectively.

For both the lubricated and constrained cases, the trans-
mission loss was found to increase in particular frequency
ranges with decreasing tip angle at the expense of reduced
transmission loss in the low and mid-frequency ranges. The
decreased transmission loss at low frequencies may be attrib-
uted to the progressive decrease in layer thickness near the
wall ~i.e., neary56d/2! as the wedge tip angle decreases:
that thickness reduces to zero atu528°. It may also be seen
in Figs. 4 and 5 that the low-frequency transmission loss of
the constrained wedges is increased compared to that of the
lubricated wedges owing to the stiffening effect of the edge
constraint.9 This effect occurs at frequencies below the reso-
nance associated with the total mass of the foam layer acting
against the stiffness afforded by the edge constraints. That
resonance occurs at approximately 800 Hz in case W1~see

FIG. 6. Magnitude of the plane wave transmission coefficient,ut0u, and of
the transmission coefficients of the higher-order symmetric modes,utnu ~n
52,4,6,...!, for cases W1 and W6 for~a! lubricated and~b! constrained
configurations.

FIG. 7. Magnitude of the transmission coefficient of the first higher-order
symmetric mode,ut2u, for wedges having various tip angles for~a! lubricated
and ~b! constrained configurations.
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FIG. 8. Lubricated case W1.~a! Amplitude and~b! phase ofx component of fluid phase displacement, and~c! amplitude and~d! phase ofx component of
solid phase displacement.

FIG. 9. Constrained case W1.~a! Amplitude and~b! phase ofx component of fluid phase displacement, and~c! amplitude and~d! phase ofx component of
solid phase displacement.
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FIG. 10. Lubricated case W6.~a! Amplitude and~b! phase ofx component of fluid phase displacement, and~c! amplitude and~d! phase ofx component of
solid phase displacement.

FIG. 11. Constrained case W6.~a! Amplitude and~b! phase angle ofx component of solid phase displacement, and~c! amplitude and~d! phase ofx
component of fluid phase displacement.
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Fig. 5! and shifts to progressively lower frequencies as the
wedge tip angle is decreased. The decrease in resonance fre-
quency is consistent with the effect of reducing the length of
contact along the walls, which in turn results in a decrease of
the stiffness due to edge constraint.

Note, however, that when the wedge tip angle is be-
tween approximately 30° and 60°~i.e., cases W5 to W9!, the
transmission loss is significantly increased compared to that
of the plane foam layer~case W1! in frequency bands cen-
tered near 2 and 4 kHz. It was of interest to determine the
cause of that increased transmission loss. To this end, results
for the plane foam layer~case W1! and the wedge having a

tip angle of 48°~case W6! were compared in detail.
The magnitude of the modal transmission coefficients,

utnu, for both cases W1 and W6 is shown in Fig. 6. Here the
modal transmission coefficients for the higher-order modes
were defined to betn5Tn/Pin . From Fig. 6, it may be seen
that the transmission coefficients of the higher-order modes
for case W6 with lubricated edges were always larger than
those for case W1 over the range of frequencies considered
here. A similar but weaker trend was observed for the corre-
sponding constrained edge configurations. Note especially
that the magnitude of the plane wave transmission coeffi-
cient, ut0u, for case W6 falls below that for case W1 at fre-
quencies above 2 kHz, and thatut0u drops to approximately
the level of ut2u near 4 kHz. As a result, the ratio of the
contribution of the higher-order mode wave components to
that of the plane wave component in the transmitted sound
field at the rear surface of the foam layer is larger in case W6
than in case W1. Further, to illustrate the tendency for the
higher-order transmission coefficients to increase in magni-
tude with decreasing wedge tip angle, the magnitude of the
first higher-order symmetric mode transmission coefficient,
ut2u, was plotted for all wedge angles considered here~see
Fig. 7!.

Owing to the relatively high porosity of the foam, the

FIG. 12. Normalized phase speeds of frame and airborne waves~with re-
spect to the speed of sound in the air!: ~a! case 1,~b! case 4, and~c! case 7.

FIG. 13. Normal incidence sound transmission loss of a foam layer having
spatial variation of tortuosity and whose edges are lubricated.
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volume velocity boundary condition@Eq. ~5c!# at the rear
surface of the foam requires that the axial fluid motion
within the foam be approximately equal to the axial fluid
motion in the airspace immediately outside the foam. Hence,
the modal structure of the transmitted sound field may be
taken to approximate the modal nature of the fluid borne
wave motion within the foam layer. Thus the results of Figs.
6 and 7 indicate that reshaping a plane foam layer into a
wedge enhances the excitation of higher-order symmetric
modes within the fluid phase of the foam. Note that fluid-
borne waves within the foam propagate at a speed slower
than that in unconfined air by a ratio of approximatelye821/2

at frequencies above 1 kHz for the foam considered here~see
Fig. 3 in Ref. 9!. Sincee8 here is equal to 7.8, the first two
higher-order symmetric modes within the fluid phase of the
foam would be expected to cut on at approximately 2.2 and
4.4 kHz, respectively, while in an air-filled channel of the
same width, they would begin to propagate at 6.3 and 12.6
kHz, respectively. Note, of course, that in a dissipative me-
dium there is not a clear distinction between propagating and
nonpropagating modes. Nevertheless, it appears likely that
the enhanced transmission loss of the wedges in the vicinity
of 2 and 4 kHz may be associated with the excitation of
higher-order symmetric modes within the wedges. The rea-
son that excitation of those modes at the expense of the plane
wave mode may enhance the transmission loss of the wedge
is considered next.

Figures 8–11 show the magnitudes and phases of thex
component of the fluid and solid phase displacements at the
rear surface of the foam for both the lubricated and con-
strained cases W1 and W6. The finite element results are
shown in all cases. Note that since the magnitude of thex
component of the solid phase displacement is always zero at
y56d/2 ~i.e., at y562.7 cm in Figs. 8–11! for the con-
strained cases, the magnitude and phase values at those lo-
cations were omitted from Figs. 9~c! and ~d!, 11~c! and ~d!.

By comparing Figs. 8~a! and 9~a!, it may be seen that
constraining the edges of the foam layer in case W1 does not
significantly affect thex component of the fluid displacement
except at relatively low frequencies~i.e., below 1 kHz!,
when viscous and inertial effects cause the motion of the
solid and fluid phases of the foam to be well coupled. The
fluid motion at the foam’s rear surface is also essentially
plane ~i.e., there is relatively littley variation of the axial
fluid velocity!, although minor modal contributions are vis-
ible, more noticeably in the constrained than in the lubricated
case. In the lubricated case, the solid phase displacement is
also essentially plane@see Fig. 8~c!#, while in the constrained
case, the modal contribution to the solid motion is clearly
evident@see Fig. 9~c!#.

It may be seen from both Figs. 10 and 11 that thex
component of the fluid displacement for case W6 shows
much larger contributions from higher-order symmetric
modes at the rear surface of the foam than was apparent in
case W1. The fluid phase motions in both the lubricated and
constrained cases@see Figs. 10~a! and 11~a!, respectively#
were very similar and were essentially plane up to approxi-
mately 2 kHz, above which frequency the first symmetric
mode appears to be dominant. Above 4 kHz, there is also

evidence of the next symmetric mode contributing to the
result. As for case W1, the solid phase response was essen-
tially plane in the lubricated case, and modal in nature in the
constrained case@compare Figs. 10~c! and 11~c!#.

The difference between the responses of cases W1 and
W6 are also evident when the phase of thex-component of
the fluid displacement is considered. The phase of the fluid
displacement in case W1 shows very littley variation, re-
flecting the nearly plane nature of the wave process in this
case@see Figs. 8~b! and 9~b!#. The phase of the fluid dis-
placement in case W6 shows relatively large changes along
they axis@see Figs. 10~b! and 11~b!#. In particular, it is clear
in case W6 that there is a large phase difference between the
fluid displacement in the central and edge regions of the
foam. This phase difference is consistent with the modal re-
sponse described above. When the displacement in the cen-
tral region of the foam’s rear surface is 180° out-of-phase
with the motion in the edge region, the total volume of fluid
displacement is minimized, and hence the coupling with the
plane transmitted wave is poor: therefore the transmission
loss is increased. Note that owing to their spatial similarity
the symmetric modes within the foam can couple directly
with the corresponding symmetric modes in the transmitted-
side air space; but since the latter modes are not cut on at the
frequencies considered here, they cannot carry energy away
from the foam’s rear surface. Thus the high transmission loss
of the wedges at 2 and 4 kHz may be attributed to volume
velocity cancellation at the foam’s rear surface that results
from the excitation of symmetric modes within the foam
wedge. Since the higher-order symmetric modes are not
strongly excited within the foam layer in case W1, this vol-
ume velocity cancellation effect does not operate in the latter
case.

Note finally that although the magnitude of the motion
of the solid phase of the foam was comparable with that of
the fluid phase in all cases, the former motion does not
couple well with the transmitted sound field owing to the
relatively small surface area of the solid phase.

From an examination of the results presented here, it
was concluded that the increased transmission loss of the
wedges compared with a plane layer of the same volume in
particular high-frequency bands resulted from the fact that at
those frequencies the incident plane wave is converted,
within the foam wedge, into higher-order symmetric modes
that do not couple well with the transmitted plane sound field
when the phase distribution over the rear surface of the foam
causes the net axial volume velocity to be minimized.

The question remains, however: Why are the higher-
order symmetric modes so well excited in the wedge, even
when the incident sound field is plane? Recall that in the
foam considered here, the speed of the fluid-borne waves is
substantially less than the speed of wave propagation in un-
confined air. Thus when the incident plane wave encounters
the tip of the wedge, the central section of the wavefront falls
progressively farther behind the portion of the wavefront
propagating through the narrowing air channel formed be-
tween the wedge and the hard wall. Thus, the initially plane
wave front becomes curved by the time it reaches the rear
portion of the foam, the degree of curvature depending on
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the extension of the wedge@dimensionl 1 in Fig. 2~a!#, which
in turn depends on the tip angleu ~at least when the foam
volume is held constant in the transformation!. The curved
wave front couples relatively well with higher-order sym-
metric modes within the rear portion of the wedge, and
clearly not so well with planar waves propagating within the
foam. Thus it is suggested here that the shape of the wedge,
acting in combination with a difference in wave propagation
speeds in the foam and the adjacent air space, can cause
higher-order symmetric modes to be preferentially excited
within a foam wedge.

B. Plane foam layers having spatially graded
tortuosity

It may be possible to take advantage of the enhanced
transmission loss of the wedge in particular frequency bands
in some noise control applications. Unfortunately, a larger
installation depth would be required if wedge-shaped foam
layers were to be used to replace a plane layer. It was, how-
ever, noted in the previous subsection that the enhanced
transmission loss of the wedges could be attributed to the
wavefront curvature that results from the difference in wave
propagation speed within the foam wedge and the adjacent
air space. It was hypothesized that the same effect could be

produced by appropriately grading the speed of airborne
wave propagation across the width of a plane, constant depth
layer. Since at high frequencies~above 1 kHz for the foam
considered here! the fluid-borne wave propagation speed is
proportional toe821/2, the speed of wave propagation can be
controlled by varying the tortuosity from a maximum at the
center of the foam layer~i.e.,y50! to a minimum at the edge
of the layer~i.e., y56d/2!. In the cases considered here, the
tortuosity was graded as described in Sec. III C~note that the
case referred to as W1 in the previous subsection is denoted
here as case 0!.

For example, Fig. 12 shows the normalized phase speed,
cp/c0 , of the longitudinal frame and airborne waves for the
various tortuosities of cases 1, 4, and 7. First, it may be seen
that the speed of the frame wave is higher than that of air-
borne wave~except whene851.0!. It may also be seen that
the speed of the airborne wave increases significantly as the
tortuosity decreases, while the frame wave speed is not sig-
nificantly affected by the tortuosity.

Figures 13 and 14 show the transmission losses of plane
foam layers having spatially graded tortuosity in the lubri-
cated and constrained configurations, respectively. In both
configurations, the high-frequency transmission loss progres-
sively increased as the spatial variation of tortuosity was

FIG. 14. Normal incidence sound transmission loss of a foam layer having
spatial variation of tortuosity and whose edges are constrained.

FIG. 15. Magnitude of the transmission coefficient of the first higher-order
symmetric mode,ut2u, for a plane foam layer having spatially graded tortu-
osity for ~a! lubricated and~b! constrained configurations.
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FIG. 16. Lubricated case 7.~a! Amplitude and~b! phase ofx component of solid phase displacement, and~c! amplitude and~d! phase ofx component of fluid
phase displacement.

FIG. 17. Constrained case 7.~a! Amplitude and~b! phase ofx component of solid phase displacement, and~c! amplitude and~d! phase ofx component of
fluid phase displacement.
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made larger, with the rate of increase being larger for the
lubricated than for the constrained case. It is interesting to
note that there is not a significant decrease in transmission
loss at low frequencies in these cases, unlike the wedge case.
Thus the use of a plane foam layer having spatially graded
tortuosity may be preferable to a wedge in noise control ap-
plications.

The magnitude of the first higher-order symmetric mode
transmission coefficient,ut2u, is plotted in Fig. 15. As was
noted in connection with Fig. 7,ut2u increases progressively
~i.e., the first higher-order symmetric mode is progressively
more strongly excited! as the variation of tortuosity in-
creases, except in a midfrequency range for the constrained
cases.

Finally, Figs. 16 and 17 illustrate the magnitude and
phase of thex component of the fluid and solid phase dis-
placements at the rear surface of the foam layer for case 7 in
the lubricated and constrained configurations, respectively.
The modal nature of the fluid phase displacement at the rear
surface of the foam is evident from Figs. 16~a! and 17~a!. In
this case, however, the modal structure of the fluid-borne
wave field within the foam is likely to be relatively compli-
cated owing to the inhomogeneity of the wave speed across
the width of the foam: i.e., there will no longer be a close
spatial match between the fluid-borne modes in the foam and
the modes in the transmission-side air space. Nevertheless, as
was the case for the wedge, the axial fluid displacement in
the central and edge regions was found to be out-of-phase
across the width of the foam layer: that effect is more evident
for the lubricated case@Fig. 16~b!# than for the constrained
case@Fig. 17~b!#, thus accounting for the higher transmission
loss given by the former configuration. Therefore, it was
concluded that the phase variations across the width of the
foam layer resulting from the spatial variation of tortuosity
can cause the net axial volume velocity at the rear surface of
the plane foam layer to be minimized in certain frequency
ranges, thus enhancing the layer’s transmission loss.

C. Plane foam layers having spatially graded flow
resistivity

The effect of spatial variation of the flow resistivity on
the sound transmission loss of a plane foam layer was also
investigated. In the cases studied here, the flow resistivity
was graded spatially as described in Sec. II D. First, it may
be seen from Fig. 18 that for the foam considered here the
flow resistivity has a relatively small effect on the speed of
the airborne wave even for the case having the largest varia-
tion in flow resistivity ~case 11!. As may then be seen from
Fig. 19, varying the flow resistivity across the width of the
layer does not appear to be an efficient way of increasing the
layer’s transmission loss in particular frequency bands, pre-
sumably because of the flow resistivity’s relatively minor
effect on the airborne wave speed. This conclusion may be
different for different types of foams and for different fre-
quency ranges of interest.

IV. CONCLUSIONS

In this paper, non-normal boundary conditions that al-
low for an arbitrary orientation of a foam interface with re-
spect to the global coordinate axes have been presented and
integrated with a previously developed finite element formu-
lation for elastic porous materials. By using these interface
conditions, it was shown the sound transmission loss of a
foam wedge is significantly higher in some frequency bands
than that of a plane foam layer having the same volume. It
was concluded that this increase in transmission loss resulted
from the conversion within the foam of the incident plane
wave into higher-order symmetric modes that could not ra-
diate efficiently from the rear surface of the foam wedge. It
has also been shown that the same transmission loss charac-
teristics can be produced by using a plane, constant depth
foam layer when the fluid-borne wave propagation speed is
varied across the width of the foam layer by grading the
tortuosity of the material. Finally, it was found that grading
the flow resistivity in the same way did not result in a similar
enhancement of the transmission loss.

FIG. 18. Normalized phase speeds of frame and airborne waves~with re-
spect to the speed of sound in the air! for case 11.

FIG. 19. Normal incidence sound transmission loss of a foam layer having
spatial variation of flow resistivity and whose edges are lubricated.
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This paper presents analytic formulas for the group velocity of quasilongitudinal, quasitransverse,
and shear-horizontally (SH) polarized pure-transverse modes propagating in an arbitrary direction
on the symmetry planes of a stressed anisotropic elastic medium with orthotropic or higher
symmetry. The group velocity equations are expressed in terms of the thermodynamic elastic
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INTRODUCTION

The group velocities of various modes of an elastic wave
propagating in an elastic anisotropic medium in the stress-
free natural state have been extensively treated by many
authors.1–3 Explicit analytic formulas for phase velocities in
the symmetry direction and in an arbitrary direction of sym-
metry planes are also given in the literature.1,2,4 Because of
the complexity of the group velocity surfaces in an aniso-
tropic medium, no explicit analytic formula for the group
velocity in a general direction exists. However, in the sym-
metry directions, the phase and group velocities coincide and
this leads to valuable relations between the group velocity
and elastic constants of the medium. Recently, the first au-
thor extended the group velocity expressions to an arbitrary
direction on the symmetry planes5 and Kimet al.6–9 gave the
detailed treatment on the methods of determining all the elas-
tic constants of an anisotropic medium from group velocity
data measured in symmetry directions and planes. Based on
the two-dimensional Stroh formalism for the elastodynamic
problems, Wang10 gave an elegant treatment for the cusps of
the group velocity surfaces.

Equations of phase velocities at finite deformation of an
elastic medium under arbitrary stresses were formulated by
Toupin and Bernstein11 and Thurston.12,13 In the symmetry
directions of a stressed medium that maintains orthotropic or
higher symmetry, the group and phase velocities coincide
with each other, as in the case of an stress-free medium. This
gives relations between the group velocities of the pure mode
to the diagonal elements of the elastic constant matrix. How-
ever, to the authors’ knowledge, there appears no explicit
analytic formulation for the group velocity in an arbitrary
direction of symmetry planes. In this paper we derive the
group velocity expressions for the shear-horizontally (SH)
polarized pure-transverse (PT) modes, quasilongitudinal

(QL) and quasitransverse (QT) modes propagating on the
symmetry planes of the stressed medium. Our approach is
basically an extension of the methods used in Ref. 5 to the
stressed medium, replacing Christoffel’s tensor by the
equivalent acoustical tensor in the stressed state, where the
group velocity direction is again found to be normal to the
equivalent slowness surface in the stressed state.

The elastic waves emanating from their sources propa-
gate at the speed of group velocities which depend on the
direction of propagation in an anisotropic medium. Since the
group velocity, just like the phase velocity, also depends on
the stress on the medium, the measurement of group velocity
may yield information about the stresses acting on the me-
dium. This effect, known as acoustoelasticity,14 is generally
small in the moderate stress range below 1 GPa, and still
detectable if one measures the wave speed very accurately.
However, the change in group or phase velocity will be sig-
nificant in very high stresses, which can be found in the
interior of planets such as the Earth and Jupiter and inside
the diamond-anvil high-pressure cell in the laboratory,15

where the stresses acting on a material may be much higher
than its Young’s modulus in the natural state. A study of
group velocity will contribute to the understanding of the
acoustoelastic effect and the behavior of a material under
high pressures.

I. PHASE AND GROUP VELOCITIES, AND SLOWNESS
OF A STRESSED MEDIUM: GENERAL
FORMULATION

Suppose that a small amplitude wave motionu is super-
posed on the finite deformation caused by static stresses
s i j (X) acting on the medium. We denote the coordinate of a
particle of a stressed elastic body at finite deformation state
by X, which we adopt as a reference coordinate for deforma-
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tion. The equation of motion for the deformationu of a ho-
mogeneous medium is written in the absence of body force
as11,12

rXüi5@d iks j l ~X!1Ci jkl ~X!#
]2uk

]Xj ]Xl
5Bi jkl

]2uk

]Xj ]Xl
,

~1!

whererX is the material density atX and Bi jkl [d iks j l (X)
1Ci jkl (X). Ci jkl (X), the thermodynamic elastic coefficient
evaluated atX, is defined at constant entropyS as

Ci jkl ~X!5rXS ]2U

]j i j ]jkl
D

S;X

. ~2!

In Eq. ~2!, U is the internal energy per unit mass of the
material, the strain from the reference stateX is given by

j i j 5
1

2 S ]ui

]Xj
1

]uj

]Xi
1

]us

]Xi

]us

]Xj
D , ~3!

and the thermodynamic coefficientsCi jkl (X) have a familiar
symmetry as the elastic stiffness constants defined in the
stress-free natural state do.

However, the elastic coefficientsBi jkl lack the full sym-
metry found inCi jkl (X) and cannot be expressed using the
abbreviated Voigt notation. We rearrangeBi jkl and define a
new set of wave propagation coefficientsC̃i jkl , which can be
abbreviated using Voigt’s notation. Following Huang16 and
Born and Huang,17 we write C̃i jkl as

C̃i jkl 5~Bik jl 1Bil jk !/25d i j skl1~Cik jl 1Cil jk !/2. ~4!

Note thatC̃i jkl 5C̃j ikl andC̃i jkl 5C̃i j lk . C̃i jkl obeys Huang’s
condition

C̃i jkl 2C̃kli j 5C̃mn2C̃nm5d i j skl2dkls i j , ~5!

where the subscriptsm andn (m,n51,2,...,6) are the Voigt
indices. The 636 arrayC̃mn is shown in Table III of Ref. 12
and has in general 26 linearly independent elements. Using
the C̃i jkl coefficients, the equation of motion is expressed as

rXüi5C̃i jkl

]2uj

]Xk ]Xl
. ~6!

Writing the acoustical tensor as

G i j ~n!5C̃i jkl nknl ~7!

for the plane wave propagating with wave vectork
52pn/l, wave lengthl, wave normaln, and phase velocity
V, one obtains the phase velocity equations

~C̃i jkl nknl2rXV2d i j !uj50, ~8!

detuG i j 2rXV2d i j u50. ~9!

G i j is the symmetrical tensor whose eigenvectors are the pos-
sible directions of particle displacement and whose eigenval-
ues are the corresponding values ofrXV2.

In terms of slowness,s5n/V5k/v defined as the in-
verse phase velocity, wherev denotes the angular frequency,
the slowness surfaceL of the stressed medium is represented
by

L5detuC̃i jkl sksl2rXd i j u50. ~10!

The group velocityVg , commonly defined as

Vg[“kv, ~11!

satisfies the relations

Vg–n5V, Vg–s51. ~12!

From Eqs.~10! and ~12! it can be shown that1

Vg5
“sL

s–“sL
, ~13!

which indicates that the group velocity points in the direction
normal to the slowness surface, as in the case of the stress-
free natural state. Note that Eq.~13! holds valid for a stressed
medium as a result ofG i j 5G j i in Eq. ~7!, C̃i jkl ÞC̃kli j not-
withstanding.

In the following we will restrict ourselves to the wave
propagation with wave normaln lying in the symmetry plane
of a medium possessing orthotropic or higher symmetry,
where the three axes of orthotropic symmetry are taken as
the coordinate axes,X1 , X2 , andX3 , whose directions are
simply denoted as@100#, @010#, and @001#, respectively.
Likewise, we denote theX1X2 plane whose normal points in
theX3 direction by~001!, and analogously for theX2X3 and
X1X3 planes. The orthotropic medium is characterized by
nine thermodynamic, elastic-stiffness coefficients:C11, C22,
C33, C12, C23, C13, C44, C55, andC66, just as an ortho-
rhombic medium in the stress-free natural state is. Here, we
deal with only those media which possess three mutually
perpendicular symmetry planes, and therefore exclude mate-
rials of triclinic, monoclinic, and trigonal symmetries. A me-
dium, which has orthorhombic, tetragonal~422, 4mm, 4̄2m,
and 4/mmm classes!, cubic, hexagonal~622, 6mm, 6̄2m,
and 6/mmm classes!, transversely isotropic, or isotropic
symmetry in the stress-free natural state, can be considered
as a medium with orthotropic or higher symmetry, when it is
uniaxially, biaxially, or triaxially loaded with the directions
of the principal-stress axes coinciding with those of material
symmetry. This condition for maintenance of orthotropic or
higher symmetry can be stated as

s125s135s2350 or
~14!

]Xi /]aj5l id i j ~ i not summed!,

whereaj represents a coordinate of a particle along thej -th
direction in the stress-free natural state andl i is a principal
stretch in thei -th direction. Note that the symmetry relation
Cmn5Cnm holds for the medium in the natural state, while
Huang’s condition Eq.~5! holds for a stressed medium.

II. PHASE VELOCITIES OF A STRESSED MEDIUM

Phase velocities in a stressed anisotropic medium are
treated in detail in Refs. 12–14. We introduce this section as
a reference that is necessary for the derivation of group ve-
locities to be presented in Sec. III. For waves propagating on
symmetry planes of an elastic medium, we choose specifi-
cally, without loss of generality, a wave normaln
5@n1,0,n3#5@sinu,0,cosu# lying on the ~010! plane at an
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angleu to the@001# direction. Because of the mirror symme-
try across the~001! plane, we restrict the angleu to 290°
<u<90°. Wave propagations in the~100! and ~001! sym-
metry planes can be treated by the proper rotation of indices.

The acoustical tensorsG i j in the ~010! plane can be
found in Table III of Ref. 12 by settingn250 ands1350.

Equation~9! for the wave propagation in the~010! plane
yields

~G222rXV2!@~G112rXV2!~G332rXV2!2G13
2 #50.

~15!

For simplicity of notation we introduce the following
identities:

C116[C116C55, C336[C336C55,
~16!

C136[C136C55;

for the pure-index, effective elastic coefficientsCmm
( i ) ~m not

summed;m51,2,...,6!,

Cmm
~ i ! [Cmm1s i i ~ i not summed;i 51,2,3!; ~17!

for mixed-index, effective elastic coefficientsCmn
( i ) ~mÞn;

m,n51,2,3!,

Cmn
~ i ! [Cmn2s i i ~ i not summed;i 51,2,3!; ~18!

and for the following effective elastic-stiffness constants

C116
~1! [C11

~1!6C55
~1! , C136

~1! [C13
~1!6C55

~1! ,
~19!

C336
~3! [C33

~3!6C55
~3! , C136

~3! [C13
~3!6C55

~3! .

The first term in the parenthesis of Eq.~15! represents
the pure-transverse (PT) mode polarized in the@010# direc-
tion and propagating with phase velocity

rXV25G225C66
~1! sin2 u1C44

~3! cos2 u ~PT mode!.
~20!

The square bracket term in Eq.~15! yields the phase veloci-
ties for the quasilongitudinal (QL) and quasitransverse
(QT) modes propagating on the~010! plane and polarized
on the same plane:

~rXV2!22~G111G33!~rXV2!1~G11G332G13
2 !50, ~21!

2rXV25G111G336@~G112G33!
214G13

2 #1/2

5C111
~1! sin2 u1C331

~3! cos2 u

6@~C112 sin2 u2C332 cos2 u!2

14C131
2 sin2 u cos2 u#1/2, ~22!

where1 and2 signs in front of the square bracket refer to
the QL andQT modes, respectively.

Equations~20! and ~22! express the phase velocities of
various modes propagating in an arbitrary direction on the
~010! symmetry plane of a stressed medium. Similar expres-
sions can be found for the other symmetry planes,~100! and
~001!, by an appropriate rotation of indices for the elastic
constants and stresses. In particular, for the pure-longitudinal
and pure-transverse modes propagating in the symmetry di-
rections, one can easily find in matrix form

rX@Vi j
2 #5F C11

~1! C66
~1! C55

~1!

C66
~2! C22

~2! C44
~2!

C55
~3! C44

~3! C33
~3!
G , ~23!

whereVi j denotes the phase velocity propagating in theXi

direction and polarized in theXj direction. Equation~23!
indicates that all the pure-index or diagonal-element thermo-
dynamic elastic coefficients can be determined from mea-
surements of the pure-mode phase velocities propagating in
three symmetry directions. Note that the elastic constants
C112 andC332 appearing in Eq.~22! can be similarly deter-
mined using Eq.~23!, sinceC1125C112

(1) andC3325C332
(3) .

This means that the elastic coefficientC1315C131C55 ap-
pearing in Eq.~22! can also be determined from measure-
ments of theQL- or QT-mode phase velocity together with
the pure-mode phase velocities propagating in symmetry di-
rections. Note also thatC1315C131

(1) 5C131
(3) and therefore,

C13
(1) and C13

(3) in Eq. ~18!, which appear in the formulas of
the effective Young’s modulus and Poisson’s ratios of a
stressed orthotropic medium,18,19 can also be similarly ob-
tained from measurements of relevant pure- andQL- ~or
QT-! mode phase velocities.

Since the phase and group velocities are identical for
waves propagating along the symmetry directions, Eq.~23!
also applies for the pure-mode group velocity by simply re-
placing Vi j by (Vg) i j . On the other hand, along an off-
symmetry direction on the symmetry plane, the direction of
the group velocity deviates from that of the wave normal,
and in the following section we deal with the derivation of
the group velocity formulas and their application to determi-
nation of the group velocity surfaces and the mixed-index
elastic coefficients.

III. GROUP VELOCITIES OF A STRESSED MEDIUM

The group velocity corresponding to a wave normaln
5@sinu,0,cosu# in the ~010! slowness plane can be calcu-
lated using Eq.~13!. Because of the mirror symmetry across
the ~010! symmetry plane, all the points in the~010! slow-
ness plane map onto the~010! plane of the group-velocity
surface. However, except for isotropic and transversely iso-
tropic media, the converse is not generally true, as is well
known in the theory of phonon focusing.20,21 Because of the
nonspherical, concave, or convex shape of theQT slowness
surface of an anisotropic medium, some points that do not lie
in the ~010! section of theQT slowness surface may map
onto the ~010! group-velocity section. The group-velocity
sections that do not correspond to the~010! slowness plane
are not of interest here. Hence, we deal with only those
group velocity sections that correspond to the~010! slowness
plane. We denote the direction of group velocity by an angle
z measured to the@001# direction. Because of the mirror
symmetry across the~001! plane, we confinez to 290°<z
<90°, just asu. For simplicity of notation we write

p[tan u, q[tan z. ~24!
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A. Pure-transverse mode

Equation~20! yields the equation of the~010! slowness
section of the pure-transverse mode

LPT5C66
~1!s1

21C44
~3!s3

22rX50, ~25!

rXs3
225C66

~1!p21C44
~3! . ~26!

Applying Eq. ~13! to Eqs.~25! and ~26!, one obtains

Vg15s3C66
~1!p/rX , ~27a!

Vg35s3C44
~1!/rX , ~27b!

q5tan z5
Vg1

Vg3
5

C66
~1!p

C44
~3! , ~28a!

p5tan u5
C44

~3!q

C66
~1! , ~28b!

~rXVg
2!215@rX~Vg1

2 1Vg3
2 !#21

5~C66
~1!!21 sin2 z1~C44

~3!!21 cos2 z. ~29!

Equations~28a! and ~28b! give the conversion relations be-
tween the directions of phase and group velocities of the
SH-polarized PT mode. Equation~29! indicates the elliptical

section ofVg with the principal semiaxes given byAC44
(3)/rX

andAC66
(1)/rX.

B. Quasilongitudinal and quasitransverse modes

We again introduce for simplicity of notation

A[C11
~1!C33

~3!1C55
~1!C55

~3!2C131
2 , ~30!

B[C112C33222C131
2 5C112

~1! C332
~3! 22C131

~1! C131
~3! , ~31!

D[
1

n3
2 @~G112G33!

214G13
2 #1/2

5@~C112p22C332!214C131
2 p2#1/2, ~32!

F[C11
~1!C55

~1!s1
41C33

~3!C55
~3!s3

41As1
2s3

2, ~33!

G[rX~C111
~1! s1

21C331
~3! s3

2!, ~34!

U1[2C11
~1!C55

~1!p21A2rXs3
22C111

~1! , ~35!

U3[2C33
~3!C55

~3!1Ap22rXs3
22C331

~3! , ~36!

Q[C111
~1! p21C331

~3! 22rXs3
22, ~37!

where the quantityrXs3
22 can be obtained from Eq.~22! and

expressed as

2rXs3
225C111

~1! p21C331
~3! 6D. ~38!

The positive and negative signs in front ofD in Eq. ~38!
correspond to theQL and QT modes, respectively.D is by
definition always greater than zero in an anisotropic medium.
Substitution of Eq.~38! into Eq. ~37! yields the identity

Q57D, ~39!

where the negative and positive signs correspond to theQL
andQT modes, respectively.B in Eq. ~31! andD in Eq. ~32!
are related by

B5
1

2p2 ~C112
2 p41C332

2 2D2!. ~40!

The group velocities of both theQL andQT modes can
be found analytically from the equation of the slowness sur-
face, which can be derived from Eq.~21! as

L5F2G1rX
250, ~41!

whereF andG, specified by Eqs.~33! and~34!, are respec-
tively homogeneous functions of degree 4 and 2 ins. Using
Euler’s theorem on a homogeneous function, it is easy to
show that

s•¹sL54F22G52~G22rX
2 !52rXs3

2Q. ~42!

From Eq.~13! one obtains

Vg15
s1U1

rXQ
, Vg35

s3U3

rXQ
, ~43!

q[tan z5
Vg1

Vg3
5

s1U1

s3U3
5

U1p

U3
, ~44!

rXVg
25rX~Vg1

2 1Vg3
2 !5

~11q2!U3
2

rXs3
22Q2 . ~45!

To proceed further, we first consider theQL mode and then
the QT mode.

1. Quasilongitudinal mode

For theQL-mode propagation the upper sign in front of
Eqs.~38! and~39! applies to Eqs.~35!–~37!, ~44!, and~45!.
After some algebra,U1 andU3 in Eq. ~44! reduce to

U15~B2C112
2 p22C111

~1! D !/2, ~46!

U35~Bp22C332
2 2C331

~3! D !/2. ~47!

Substitution of Eqs.~46! and ~47! into Eq. ~44! leads to the
following relationship

q5
p~B2C112

2 p22C111
~1! D !

Bp22C332
2 2C331

~3! D
, ~48!

which can also be expressed in the form of

C112
2 p31q~Bp22C332

2 !2Bp1~C111
~1! p2C331

~3! q!D50.
~49!

Equation~48! or ~49! can be used to find the direction of a
wave normalp corresponding to that of a group velocity
lying in the ~010! plane and vice versa, when the relevant
values of thermodynamic elastic coefficients and stresses ex-
erted in a medium are known. Substituting Eq.~40! into Eq.
~49! and rearranging the resulting equation in terms of pow-
ers inD, one obtains

~12pq!D222p~C331
~3! q2C111

~1! p!D1~11pq!

3~C112
2 p42C332

2 !50, ~50!

which yields
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D5
1

12pq
$p~C331

~3! q2C111
~1! p!6@p2~C331

~3! q2C111
~1! p!2

2~12p2q2!~C112
2 p42C332

2 !#1/2%. ~51!

For a given group directionq in the above equation, we
choose the region ofp which makesD real and positive.
Finally, from Eqs.~38!–~40!, ~47!, and~45!, one obtains the
expression for the group velocity

rXVg
25

~11q2!@C112
2 p42C332

2 2D~D12C331
~3! !#2

8D2~C111
~1! p21C331

~3! 1D !
.

~52!

The above equation can be used in combination with
either Eq.~49! or Eq.~51!. The former case applies when the
relevantCi j and stresses acting in a medium are known. For
a given group-velocity directionq5tanz, one uses Eq.~49!
to find p; Eq. ~32! to calculateD; and then Eq.~52! to obtain
the group velocity. The latter case applies to an inverse ap-
proach by whichC131 can be found from the measured val-
ues of a group velocityVg for the given directionq, C111

(1) ,
C112 , C331

(3) , and C332 . As indicated by Eq.~23!, C111
(1) ,

C1125C112
(1) , C331

(3) , andC3325C332
(3) can be obtained from

measurements of the pure-mode wave speeds propagating in
the symmetry directions. Equation~52!, whenD in it is sub-
stituted by Eq.~51! with the known values ofq, Vg , C111

(1) ,
C112 , C331

(3) , andC332 , becomes a function of single vari-
ablep, which can be solved for to find the values ofD>0,
B, andC131 via Eqs.~51!, ~40!, and~31!, respectively. This
in turn yields the value ofC13 if the stressess11 ands33 are
known.

2. Quasitransverse mode

In the propagation of theQT mode, Eqs.~38! and ~39!
are both determined with the lower sign in front ofD. The
application of very similar procedures to those taken in the
QL mode yields

q5
p~B2C112

2 p21C111
~1! D !

Bp22C332
2 1C331

~3! D
, ~53!

C112
2 p31q~Bp22C332

2 !2Bp2~C111
~1! p2C331

~3! q!D50,
~54!

D5
1

12pq
$p~C111

~1! p2C331
~3! q!6@p2~C111

~1! p2C331
~3! q!2

2~12p2q2!~C112
2 p42C332

2 !#1/2%, ~55!

rxVg
25

~11q2!@C112
2 p42C332

2 2D~D22C331
~3! !#2

8D2~C111
~1! p21C331

~3! 2D !
. ~56!

The calculation of the group velocity for a given directionz
and the determination ofC131 from the relevant measure-
ments can be achieved in a way similar to those achieved in
the QL mode. However, the measurement of the group ve-
locity of theQT mode is generally much more difficult than
that of the QL mode in the signal generated by a small,
pointlike source and detected by a small, pointlike piezoelec-
tric detector, except in the case of the signal detected by the
noncontact displacement transducer such as a capacitive

transducer or a laser interferometer. Detailed discussion on
the group velocity of theQL andQT modes and its applica-
tion to determination of elastic constants in nonacoustoelas-
tic case (s i j 50) is provided in Refs. 5–8.

C. Extension to higher-symmetry media

1. Stressed tetratropic medium

A material of cubic symmetry of 432, 4̄3m, andm3m
classes behaves similar to but not exactly as one of tetrago-
nal symmetry, when the material is stressed in three cubic-
axes directions with two equal biaxial stresses or when it is
uniaxially loaded along a cubic-axis direction. We term here
such stressed media as having tetratropic symmetry. The
Huang’s condition Eq.~5! holds for tetratropic symmetry,
while C̃i jkl 5C̃kli j for tetragonal symmetry. This means that
tetragonal symmetry is maintained only when hydrostatic
pressures are applied to a material of tetragonal symmetry. A
medium of tetragonal symmetry of 422, 4mm, 4̄2m, and
4/mmm classes also behaves tetratropically when it is de-
formed with three principal stresses,s115s22 and s33. It
has a total of six thermodynamic elastic coefficients:

C115C22, C33, C12,
~57!

C135C23, C445C55, C66,

where the direction of tetratropic symmetry is taken as the
X3 direction.

In a tetratropic material, the~010! plane is equivalent to
the ~100! plane and the group velocities of thePT, QL, and
QT modes propagating in these planes and the~001! plane
are governed by those equations previously derived for
orthotropic material with the use of Eq.~57! ands115s22.
In the $n1 ,n̄1,0%-type diagonal symmetry plane, where the
wave normal and group velocity propagate in the^n1 ,n1 ,n3&
direction at anglesu andz to thex3 direction, respectively,

n1
25n2

25nd
2/25sin2 u/2, nd

21n3
251. ~58!

Equation~9! is now factored as

~G112G122rV2!@~G332rV2!~G111G122rV2!22G13
2 #

50, ~59!

where

G115~C11
~1!1C66

~1!!nd
2/21C44

~3!n3
2,

G335C44
~1!nd

21C33
~3!n3

2,
~60!

G125~C121C66!n1n25~C12
~1!1C66

~1!!nd
2/2,

G135~C131C44!n1n35C131ndn3 /&.

The first factor in parenthesis of Eq.~59! yields the re-
lation for the PT mode propagating on the$n1 ,n̄1,0%-type
plane and polarized in thên1 ,n̄1,0& direction. Following the
similar procedures as in Sec. III A, one finds exactly the
same relations for thePT mode on the diagonal plane of a
tetratropic medium by replacingC66

(1) by (C11
(1)2C12

(1))/2 in
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Eqs.~20!, ~28a!, ~28b!, and~29!. ThePT-mode group veloc-
ity is then given by

~rxVg
2!215@~C11

~1!2C12
~1!!/2#21 sin2 z

1~C44
~3!!21 cos2 z ~PT mode!. ~61!

The terms in the square bracket of Eq.~59! yield rela-
tions for theQL and QT modes. Following the procedures
similar to those in Sec. III B of this paper and Sec. II C of
Ref. 5, one finds that exactly the same relations betweenVg ,
p5tanu, q5tanz, Ci j , ands i j can be obtained for theQL
andQT modes in the corresponding Eqs.~46!–~56! and the
defining Eqs.~31! and ~32! by simply replacing:C55 by
C44 ; C55

(1) by C44
(1) ; C55

(3) by C44
(3) ; C11 by K; C116 by K6 ;

C11
(1) by K (1); and C116

(1) by K6
(1) , whereK, K6 , K (1), and

K6
(1) are now defined as

K[~C111C1212C66!/2, ~62a!

K6[K6C44. ~62b!

K ~1![~C11
~1!1C12

~1!12C66
~1!!/2, ~63a!

K6
~1![K ~1!6C44

~1! , ~63b!

whereC11
(1) , C66

(1) , C12
(1) , andC44

(1) have previously been de-
fined in Eqs.~17! and ~18!. The group-velocity and relevant
relations for theQL andQT modes are

K2
2 p31q~Bp22C332

2 !2Bp6~K1
~1!p2C331

~3! q!D50, ~64!

D5
1

12pq
$6p~C331

~3! q2K1
~1!p!6@p2~C331

~3! q2K1
~1!p!2

2~12p2q2!~K2
2 p42C332

2 !#1/2%, ~65!

rxVg
25

~11q2!@K2
2 p42C332

2 2D~D62C331
~3! !#2

8D2~K1
~1!p21C331

~3! 6D !
. ~66!

In Eqs.~64!–~66! above, the upper and lower signs in both6
and7 apply to theQL andQT modes, respectively, except
for the 6 sign in front of the square bracket in Eq.~65!,
which applies to bothQL andQT modes. Note thatB andD
in Eqs. ~64!–~66! are respectively defined by Eqs.~31! and
~32!, whereC1125C112

(1) is now replaced byK25K2
(1) .

2. Stressed transversely isotropic medium

An isotropic medium at the natural state behaves as a
transversely isotropic medium when it is loaded in three ar-
bitrarily chosen, mutually perpendicular directions with two
equal biaxial stresses, says115s22. The case ofs115s22

50 is common in uniaxial tension or compression tests. In a
transversely isotropic medium there are five independent
thermodynamic elastic coefficients:

C115C22, C33, C12, C135C23,
~67!

C445C55, C665~C112C12!/2.

Any plane parallel to the axis of transverse symmetry is
called a zonal plane and all the zonal planes are identical.
There is no distinction between the$010%- and $110%-type
planes, which are all identical to the zonal plane. Any zonal

plane is a principal plane and any direction normal to the
zonal plane is also a principal-stress direction.

For the wave propagation in the zonal plane with wave
normaln and group velocityVg directed at anglesu andz to
the X3 symmetry axis, respectively, there is a one-to-one
correspondence between the directions of the wave normal
and the group velocity and all the points in the zonal slow-
ness plane map themselves onto the same zonal group-
velocity plane. What holds for the~010! plane of the ortho-
tropic medium in Secs. III A and III B also holds for the
zonal plane of a transversely isotropic medium with Eq.~67!
ands115s22 substituted in the appropriate relations.

For the wave propagation in the~001! basal plane nor-
mal to the axis of transverse symmetry, all the propagation
directions are identical and principal symmetry directions.
All the phase velocities are of the pure mode and coincide
with group velocities of the pure mode. Their relations are
indicated by the first-row elements of Eq.~23! with Eq. ~67!
ands115s22 and satisfied.

IV. GROUP-VELOCITY SECTIONS ILLUSTRATED
WITH A UNIAXIALLY LOADED SILICON CRYSTAL

In this section we illustrate the effect of stress on the
group-velocity sections with a silicon crystal when it is
uniaxially compressed in the direction that coincides with a
cubic-axis direction of the crystal in the stress-free natural
state. We will take, as an example, the~010! and ~11̄0!
group-velocity sections when the silicon crystal is com-
pressed normal to the~001! plane ats33521 GPa with all
other stress components being zero. As mentioned in Sec.
III C 1, the silicon crystal in this case behaves tetratropically
and it has six thermodynamic elastic coefficientsCi jkl as
indicated by Eq.~57!. They are related to the second- and
third-order elastic constants referred to the coordinates of the
stress-free natural states by12,22

Ci jkl 5
rX

ra

]Xi

]ap

]Xj

]aq

]Xk

]ar

]Xl

]as
cpqrs

N ~X!

5
rX

ra

]Xi

]ap

]Xj

]aq

]Xk

]ar

]Xl

]as
@cpqrs~a!1cpqrsmn~a!hmn

1•••#, ~68!

wherea denotes a coordinate of a particle in the stress-free
natural state,cpqrs

N (X) is the thermodynamic elastic coeffi-
cient that is referred to the natural state and evaluated at the
initial stateX, cpqrs(a) andcpqrsmn(a) are the second-order
and third-order elastic constants, which are both referred to
and evaluated at the natural statea, and

hmn5S 1

2D F]um

]an
1

]un

]am
1

]us

]am

]us

]an
G ~69!

is a finite strain referred to the natural state.
cpqrs(a) for cubic silicon are:2 c115165.7 GPa,c12

563.9 GPa, andc44579.56 GPa. Its density at the natural
state isra52332 kg/m3. Using these values of the second-
order elastic constants and the density evaluated at the natu-
ral state, the~010! and ~11̄0! group-velocity sections of sili-
con are plotted with solid lines in Figs. 1 and 2, respectively.
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The third-order elastic constantscpqrsmn(a) of silicon, evalu-
ated in the natural state, are:23,24 c11152795 GPa, c112

52445 GPa,c1235275 GPa, c144515 GPa, c15552310
GPa, andc4565286 GPa. Using the values of the second-
order and third-order elastic constants of silicon and the
identity relations between the third-order elastic constants:

c1115c2225c333, c1445c2555c366, c1125c2235c1335c113

5c1225c233, c1555c2445c3445c1665c2665c355 for cubic
silicon,Ci jkl ats33521 GPa are calculated according to Eq.
~68! to yield: C115C225168.51 GPa,C335165.31 GPa,
C445C55580.70 GPa, C66579.06 GPa, C12563.32 GPa,
and C135C23565.72 GPa. The densityrX52340 kg/m3 is
obtained ats33521 GPa. Using these thermodynamic elas-

FIG. 1. The~010! group-velocity sections of silicon at natural state and at
s33521 GPa:~a! global view;~b! expanded view of the transverse group-
velocity sections near the@001# direction; and~c! expanded view of the
transverse group-velocity sections near the@100# direction.

FIG. 2. The~11̄0! group-velocity sections of silicon at natural state and at
s33521 GPa:~a! global view;~b! expanded view of the transverse group-
velocity sections near the@001# direction; and~c! expanded view of the
transverse group-velocity sections near the@110# direction.
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tic coefficientsCmn obtained ats33521 GPa, the~010! and
~11̄0! group-velocity sections of silicon are also displayed in
Figs. 1 and 2, respectively, with dotted lines. The group-
velocity sections near the@001# and@100# axes of these sym-
metry planes, which correspond to the wave normals lying in
nonsymmetry planes, are neither of interest here nor within
the scope of this work and therefore not included in the fig-
ures. The group velocity of the longitudinal (L) mode in the
@001# and @100# directions is 8.429 mm/ms in the natural
state. Unders33521 GPa, the change in group velocity of
this mode is about20.59% in the@001# loading direction,
while it is about 0.67% in the@100# transverse to the loading
direction. The group velocity of theQL mode at s335
21 GPa varies from that in the natural state by 0.37% in the
@101# direction, 45° away from the loading direction, while it
changes minimally by20.016% in the@110# perpendicular
to the loading direction. The group velocities along both the
@101# and the@110# directions in the natural state are 9.129
mm/ms.

Figures 1~b!, 1~c!, 2~b!, and 2~c! display detailed views
of the group velocity sections of the transverse mode near
the symmetry directions. Figures 1~b! and 2~b! indicate that
along the@001# direction are four rays with distinct veloci-
ties: pure L ray shown, PT ray shown in both figures,
intermediate-speedQT (IQT)ray shown in Fig. 2~b!, and
slow QT (SQT) ray shown in Fig. 1~b!. These rays propa-
gate at 8.429 mm/ms, 5.841 mm/ms, 5.767 mm/ms, and 5.646
mm/ms, respectively, in the natural state. Their speeds
change respectively by20.59% ~already mentioned!,
20.085%, 20.77%, and20.82% ats33521 GPa. The
group-velocity sections of the fastQT (FQT) and PT
modes make a tangential contact with each other in the@001#
direction, and their speeds are identical along this direction
both in the natural state and ats33521 GPa. TheFQT
mode along the@001# direction becomes a pure mode which
is polarized in the@100# direction, while thePT mode is
polarized in the@010# direction as mentioned before. Note
that the IQT and SQT rays are of the oblique mode, the
wave normals of which lie in nonsymmetry directions on the
~11̄0! and ~010! planes, respectively.

The IQT ray along the@100# direction in the natural
state propagates at 5.767 mm/ms with its oblique wave nor-
mal lying on the$011%-type planes. However, this ray no
longer travels along the@100# direction under the influence
of stresss33, since the presence of the stresss33 causes the
$011%-type planes to be no longer symmetry planes. Refer-
ring to Fig. 1~c!, the group velocity of theSQT ray with
5.646 mm/ms in the natural state varies very slowly with
stress~20.030% ats33521 GPa! along the@100# direction.
The group velocities of theFQT andPT modes, which are
degenerate with the speed 5.841 mm/ms along the@100# di-
rection in natural state, split into opposite directions under
the stresss33 and the difference between them, 0.0602
mm/ms ats33521 GPa, is about 1.03% of their speed in the
natural state. The former mode is polarized in the@001# di-
rection, and the latter in the@010# as aforementioned. The
group velocities of these pure modes along the@100# direc-
tion are equal to their phase velocities and they are respec-
tively called the SV ~shear vertical! and SH ~shear-

horizontal! types. Under a stresss22 acting, these two modes
interchange their role. It is well known in acoustoelasticity
that the difference between the wave speeds of theSV and
SH types that propagate in the@100# normal to the loading
direction is proportional to the difference between the two
principal stresses,s332s22.14

In the face-diagonal direction@110# @see Fig. 2~c!#, the
group velocity of theFQT ray changes by 0.54% from 5.841
mm/ms in the natural state to 5.873 m whens33521 GPa,
while that of theSQT ray hardly changes~0.15%! from
5.828 mm/ms in the natural state to 5.837 m ats33

521 GPa. However, the change in the group velocity of the
PT mode is quite significant. It varies by 1.5% from 4.672
mm/ms in the natural state to 4.741 mm/ms at s33

521 GPa.
A phase velocity of theSH-polarizedPT mode propa-

gating in an oblique direction of the symmetry planes is dif-
ficult to measure, but its group velocity is easy to obtain by
employing a point-source/point-detector technique.7,8 This
mode provides certain advantages for estimating residual
stresses acting in an elastic body.25,26We take an example of
theSH-mode propagating in the 45° direction to the loading
direction in the~010! and ~11̄0! planes. It is easy to obtain
from Eqs.~29! and ~61! that thesePT modes propagate in
the natural state at the group velocities 5.841 mm/ms in the
~010! plane and 5.160 mm/ms in the ~11̄0! plane, while at
s33521 GPa they travel respectively at 5.824 mm/ms and
5.204 mm/ms. The effect of the uniaxial compressive stress
s33 on thePT mode in silicon is greater in the~11̄0! plane
than in the~010! plane.

It may be interesting to see the stress sensitivity of the
magnitude and direction of group velocities at the cuspidal
edges shown in Figs. 1~b!, 1~c!, 2~b!, and 2~c!. We follow
the method adopted in Ref. 5 for calculation of the polar
coordinates of these points, the magnitude of group velocity
Vg and the angular directionz. In the natural state the coor-
dinates of these cuspidal edges near the@001# direction
shown in Figs. 1~b! and 2~b! are calculated to be~5.934
mm/ms, 6.72°! and~5.873 mm/ms, 3.40°!. They respectively
move to~5.953 mm/ms, 7.83°! and ~5.887 mm/ms, 4.71°! at
s33521 GPa. We notice that changes in the direction of the
cuspidal edges are rather substantial, being more than 1°.
The cuspidal edges near the@100# and @110# directions
shown in Figs. 1~c! and 2~c! vary respectively from~5.934
mm/ms, 83.28°! and ~5.846 mm/ms, 89.16°! to ~5.983 mm/
ms, 82.57°! and ~5.886 mm/ms, 88.25°!, resulting in the di-
rectional change of 0.71° and 0.91° and in the appreciable
variation of the magnitude of their group velocities by 0.8%
and 0.7%, respectively. However, because of the effect of
eidolon associated with the diffraction of sound waves of
finite wave length,27 it is not easy to measure the directional
change.

Overall, it is worth mentioning that the effect of stress
on the group velocity of thePT andFQT modes is larger for
waves propagating in the direction normal to loading and
minimal along the loading direction, while for the oblique
modes, such asIQT andSQTmodes, the effect is the oppo-
site; that is, much greater along the loading direction and
minimal along the direction normal to loading. For the lon-
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gitudinal mode propagating in the~010! plane, the effect is
roughly equal in magnitude in both directions but opposite in
sign. In the~11̄0! plane the stress effect on the longitudinal
mode is greater along the loading direction and minimal in
the direction normal to the loading.

V. GROUP VELOCITY OF THE OBLIQUE MODE
ALONG THE SYMMETRY DIRECTION

One distinct feature found in some anisotropic materials
is the presence of an oblique-mode group velocities along the
symmetry directions, such as theSQTand IQT rays shown
in Figs. 1~b!, 1~c!, 2~b!, and 2~c!. These oblique-mode rays
do not exist in an isotropic material. It may be worthwhile to
derive the expressions governing the group velocity of the
oblique modes along the symmetry directions. The oblique-
mode rays are always associated with theQT slowness sur-
face and the existence of these rays along the symmetry di-
rection requires theQT slowness surface to be concave
around that symmetry direction. The concavity condition in a
stress-free natural state was discussed by Musgrave1 and
Wang10 and we discuss the concavity condition of theQT
slowness surface in a stressed medium for the case that only
the normal stress componentss i i ~i not summed;i 51,2,3!
are acting and all shear stress components in the medium are
zero, i.e.,s125s135s2350. Following the similar proce-
dures used in Refs. 1 and 10, it is easy to show the concavity
conditions both of the~010! slowness section of theQT
mode in an orthotropic material and of the~11̄0! slowness
section of theQT mode in a tetratropic material. For normal
solids in which the conditions ofC11.C55, C33.C55, and
K.C44 hold, the concavity conditions around the@001# di-
rection are

C131
2 .C11

~1!C332 ~70a!

and

C131
2 .K ~1!C332 , ~70b!

for the ~010! and ~11̄0! QT slowness sections, respectively.
Likewise, the concavity conditions around the@100# direc-
tion of the ~010! QT slowness section and around the@110#
direction of the~11̄0! QT slowness section are respectively
given by

C131
2 .C33

~3!C112 ~71a!

and

C131
2 .C33

~3!K2 . ~71b!

When conditions~70a!, ~70b!, ~71a!, and ~71b! are sat-
isfied, there exist the rays of the oblique mode propagating
along the symmetry directions, and they are all satisfied in
silicon. The expressions for the group velocityVg of the
oblique mode along the@001# direction can be derived by
similar procedures found in Refs. 6 and 9 and written as

C112
2 ~rXVg

2!212~C111
~1! C131

2 2C112Cpr2!rXVg
2

1~C131
4 22Cpr1C131

2 1Cpr2
2 !50 ~72!

for the ray whose oblique wave normal lies on the~010!
plane of the orthotropic material, and

K2
2 ~rXVg

2!212~K1
~1!C131

2 2K2Kpr2!rXVg
2

1~C131
4 22Kpr1C131

2 1Kpr2
2 !50 ~73!

for the ray whose oblique wave normal lies on the~11̄0!
plane of the tetratropic material. In Eqs.~72! and ~73! Cpr6

andKpr6 are defined by

Cpr6[C11
~1!C33

~3!6C55
~1!C55

~3! , ~74a!

Kpr6[K ~1!C33
~3!6C44

~1!C44
~3! . ~74b!

Similar expressions for the group velocity of the oblique
mode propagating either in the@100# or in the@110# direction
can be found by interchanging the indices 1 and 3 in Eq.~72!
for the former direction and by interchangingK2 andC332

and also interchangingK1
(1) and C331

(3) in Eq. ~73! for the
latter direction. Using Eqs.~72! and ~73! and equivalent
equations, the group velocities of theIQT andSQT modes
along the symmetry directions of silicon ats33521 GPa
can be conveniently obtained and are identical with those in
Figs. 1 and 2.

VI. DISCUSSION

We have derived various group-velocity formulas for the
symmetry planes of a stressed elastic medium with orthotro-
pic or higher symmetry and shown the effect of uniaxial
compressive stress on the~010! and ~11̄0! group-velocity
sections and the cuspidal features of a tetratropic silicon
specimen as an example.

The derived formulas can also be used to determine the
effective elastic coefficients and in principle the third-order
elastic constants via Eq.~68!. Since the determination of the
third-order elastic constants are quite a complicated topic,
interested readers are referred to Refs. 22 and 24 for detail. It
was already mentioned that the pure-index effective elastic
coefficientsCmm

( i ) ~m not summed;m51,2,...,6;i 51,2,3! can
be determined via Eq.~23! from measurements of the group
or phase velocities of the pure-mode propagating in the sym-
metry direction. Determination of a mixed-index elastic co-
efficient, sayC131 , can be calculated from theQL or QT
group-velocity data measured along an oblique direction in
the symmetry plane and using the results developed in Sec.
III. For detailed procedures on determination of the mixed-
index elastic constants, readers are referred to Sec. III B of
Ref. 5. If the QT slowness surface is concave around the
symmetry direction, say the@001# axis, C131 can be also
determined via Eqs.~72! and~73! from measurements of the
group velocities of the oblique mode along the@001# direc-
tion. Kim et al.6,9 determinedC13 of zinc andC12 of silicon
in their stress-free, natural state from the measurements of
the group velocities of the oblique mode propagating in the
@001# direction. SinceC1315C131

(1) 5C131
(3) , one can also de-

termine bothC13
(1)5C132s11 and C13

(3)5C132s33, which
appear in the expressions of the effective elastic coefficients
Ki jkl

S [(]s i j /]ekl)S , the effective Young’s modulus and
Poisson’s ratios.18

When isotropic materials, such as steel and aluminum
alloy commonly used in engineering structures, are subjected
to uniaxial tension or compression, they behave as trans-
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versely isotropic materials with the axis of transverse sym-
metry parallel to the loading direction. In this case Eq.~67!
holds and one can calculate the group-velocity sections in a
similar way as we did with the~001! silicon crystal. This
situation often arises in estimation of residual stresses when
it is necessary to measure the acoustoelastic birefringence
constant. Since the third-order elastic constants of polycrys-
talline materials vary significantly from specimen to speci-
men and reliable, reported data of them are scarce in litera-
ture, we have not attempted here to predict the effects of
stress on the group-velocity surfaces of structural materials.

When the applied stresses are hydrostatic pressuresp
such thats i j 52pd i j , one can apply the superposition prin-
ciple for the effect of three equal normal stresses acting on a
medium to calculate the group velocities in the medium un-
der hydrostatic pressures. The effect of hydrostatic pressures
p on the elastic constants and the density of solids abounds
in the literature.24,28,29Since the symmetry of a material re-
mains unchanged under hydrostatic pressures, the effect of
hydrostatic pressures on the group velocity in symmetry
planes can be calculated following the same approaches
taken in Ref. 5, whereby the elastic constants at the natural
state are simply replaced by the effective elastic constants
obtained under the hydrostatic pressures.

The effect of stress on the group velocities in nonsym-
metry planes and even the group velocities on the symmetry
planes, which correspond to the wave normals lying in a
nonsymmetry plane, are very difficult to approach analyti-
cally. It may be calculated using the numerical method such
as the Monte Carlo method. This is currently under investi-
gation.

VII. CONCLUSIONS

We have derived closed-form analytic formulas that re-
late both thermodynamic elastic coefficients and stresses to
the group velocities ofPT, QL, andQT modes propagating
in an arbitrary direction on the symmetry planes of a stressed
medium with orthotropic or higher symmetry. Analytic for-
mulas relating the directions of the group velocity and the
corresponding wave normal on the symmetry plane are also
presented for all three modes. These relations can be applied
to determine the group-velocity sheets of the symmetry
planes of the stressed medium and to obtain the mixed-index
elastic coefficients. The group-velocity sections of silicon
which is loaded in the@001# direction with a compressive
stress ofs33521 GPa are shown as a example.
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On the low-frequency oscillation of a fluid layer between two
elastic plates
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In 1965, Lloyd and Redwood predicted the existence of a new guided mode of wave propagation in
solid–fluid–solid trilayers@Acustica16, 169–173~1965!#. In this so-called fluid mode, the two
solid plates flex sideways in a symmetric way while the fluid in the thin gap between them is
squeezed forward and backward parallel to the direction of wave propagation. This mode is slower
than the lowest-order bending mode of the plates and asymptotically approaches the Stoneley–
Scholte mode of the solid–fluid interface at high frequencies. While the other modes of the solid–
fluid–solid trilayer are very similar to the free vibrations of the free solid plates which are only
slightly perturbed by the fluid coupling between the plates, the fluid mode cannot be related to any
classical Lamb mode in the plates. It is shown in this paper that at low frequencies the fluid mode
is truly a coupled vibration of the solid and the fluid, which contribute the stiffness and the inertia,
respectively. The highly dispersive phase velocity of this mode was measured over a frequency
range of one decade by using a laser interferometric technique. The experimental results were found
to be in good quantitative agreement with the theoretical predictions. To the best of our knowledge,
these measurements constitute the first conclusive experimental evidence of the existence of the
dispersive fluid mode predicted by Lloyd and Redwood. ©1997 Acoustical Society of America.
@S0001-4966~97!05512-4#

PACS numbers: 43.20.Mv@ANN#

INTRODUCTION

The problem of guided waves in solid–fluid–solid
trilayers has been studied in great detail both theoretically
and experimentally. Lloyd and Redwood were the first to
investigate guided wave propagation in a layered plate com-
posed of two solids with perfect contact, slip, or a fluid layer
at their interface.1 Cherif et al.studied the acoustic reflection
coefficient of aluminum–water–Plexiglas trilayers at normal
incidence.2 Couchmanet al.3 and Guyott and Cawley4 re-
ported on the phenomenon of resonance splitting, or the for-
mation of doublets in the vicinity of classical Lamb modes,
in symmetrical trilayers. Laperre and Thys investigated elas-
tic wave dispersion in both symmetric and asymmetric trilay-
ers composed of two solid plates separated by a fluid layer.5

The related problem of solid trilayers has been also exten-
sively investigated because of its practical importance in nu-
merous applications. A number of papers have appeared on
the use of trilayers as antireflection coating.6–8 Other works
concentrated on the development of a nondestructive ultra-
sonic test for adhesively bonded plates.9–15 It was shown that
several properties of the adhesive layer, such as its cohesive
strength, can be extracted from reflection or transmission ex-
periments and from guided wave dispersion.

Figure 1 shows a symmetric trilayer composed of a thin
fluid film between two identical, isotropic, and homogeneous
plates. The main goal of this paper is to experimentally in-
vestigate the dispersive fluid mode in this structure. This
mode was first predicted by Lloyd and Redwood based on
numerical analysis of the dispersion equation more than 30
years ago.1 They presented the phase velocities and particle
displacements of various modes of propagation at different

frequencies. Figure 2 shows the normalized phase velocity
(cx /cT) versus normalized frequency (2hv/cT) dispersion
curves for the seven lowest-order guided modes of the struc-
ture, wherecx is the phase velocity of the guided mode,cT is
the shear velocity in the plates,h is the half-width of the
plates, andv is the angular frequency. The material proper-
ties and dimensions were taken from the original paper of
Lloyd and Redwood.16 We are going to investigate only the
lowest-order symmetric mode, which is indicated by the ar-
row and called the ‘‘fluid’’ mode. Lloyd and Redwood re-
ported the existence of this new and unique mode of wave
propagation in the case of two identical plates with a thin
fluid layer between them. They also pointed out some of its
main features, including the dominantly transverse vibration
of the plates combined with the dominantly longitudinal mo-
tion of the fluid between them and the resulting very slow
and strongly dispersive phase velocity, but did not explore its
physical nature in greater depth. A mode with similar char-
acteristics has been predicted by Franklin in the case of a
fluid layer between an elastic plate and a solid substrate.17

Recently, Coulouvratet al. further investigated the existence
of global symmetric and antisymmetric guided waves propa-
gating in solid–fluid–solid trilayers.18 They presented ap-
proximate analytical expressions for the case of a thin and
compliant fluid layer and confirmed the previously reported
phenomena of resonance splitting and formation of doublets
for moderately thin liquid films and they also confirmed the
existence of the slow ‘‘fluid’’ mode of wave propagation first
reported by Lloyd and Redwood.

In order to gain better understanding of the physical be-
havior of the lowest-order symmetric mode, we will first
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examine the low-frequency asymptotic dispersion equation18

of this intriguing mode and cast it into a form that better
separates the contributions of the solid and fluid constituents.
Then we will present a simple physical model to derive the
same low-frequency asymptotic dispersion equation and to
better illuminate the physical nature of the fluid mode in this
range. In order to emphasize how the flexing plates squeeze
the fluid through the narrow gap between them, we will refer
to the highly dispersive low-frequency asymptote of the fluid
mode as the ‘‘squirting’’ mode. Finally, the existence of the
fluid mode will be confirmed by experimental measurements
over a wide frequency range. To the best of our knowledge,
this mode has been predicted from theoretical investigations
only but has never been experimentally observed before.

I. LOW-FREQUENCY ASYMPTOTIC BEHAVIOR OF
THE FLUID MODE

The schematic diagram of a symmetric trilayer com-
posed of a thin fluid film between two identical, isotropic,
and homogeneous plates was previously shown in Fig. 1.
The two plates have the same thickness of 2h and are com-
posed of the same material, characterized by densityrs ,
shear wave velocitycT , and longitudinal wave velocitycL .

The density, sound velocity, and thickness of the fluid layer
are r f , cf , anddf , respectively. Thez direction is chosen
along the thickness of the plates which are infinite in the
perpendicularx andy directions. For symmetry purposes the
origin of the coordinate system is chosen at the center of the
fluid layer.

The dispersion equation of such a system can be ob-
tained from the boundary conditions that must be satisfied by
the stresses and displacements at each fluid–solid and
vacuum–solid interface. For this particular case of interest
this would result in a 10310 matrix system. The vanishing
determinant of this system gives the desired dispersion equa-
tion. However, symmetry can be exploited to reduce the size
of this matrix system and to obtain a relatively simple
closed-form expression for the dispersion relation. The dis-
persion equations of the symmetric and antisymmetric modes
are, respectively, given by Eqs.~4! and~5! in Ref. 18. It must
be emphasized that symmetry or antisymmetry is global with
respect to the center of the fluid layer. The displacements
inside each plate individually obey no symmetry or antisym-
metry relation with respect to the center of the plate. The
special mode we are focusing on is the low-frequency as-
ymptote of the lowest-order symmetric mode, i.e., the fluid
mode. Coulouvratet al. derived an explicit low-frequency
approximation for the phase velocity of this mode by
asymptotic expansion of the exact dispersion equation. For
convenient comparison to our later results we include their
equation here:

kx

kT
'F 3r fh

4~12cT
2/cL

2!rsdf
G1/6

~kTh!22/3, ~1!

wherekx5v/cx is the wave number in thex direction and
kT5v/cT is the wave number of the shear wave in the plate.
In its current form, Eq.~1! seems to imply that the density of
the plates plays a role in determining the propagation char-
acteristics of this mode. However, this appearance is just an
artifact caused by the normalization process based on the
shear wave number in the solid,kT5v/cT5vArs /m, where
m is the shear modulus of the solid. Substituting this expres-
sion for kT along with the ratio between the shear and lon-
gitudinal velocities in the solid 12cT

2/cL
251/(222n) ex-

pressed in terms of Poisson’s ration, we arrive at the
following expression for the phase velocity:

cx'F Eh3dfv
4

3~12n2!r f
G1/6

, ~2!

whereE denotes Young’s modulus. Equation~2! is equiva-
lent to Eq.~1!, however, it has the advantage of better elu-
cidating the physical nature of the mode it represents. It
clearly shows that this mode depends on the stiffness of the
plates and the density of the liquid film between them. On
the other hand, the mode does not depend on either the den-
sity of the solid or the bulk modulus of the fluid. According
to Eq. ~2!, the phase velocity is not simply a function of the
fluid mass over a unit area since the fluid density is not
multiplied but rather divided by the thickness of the fluid
layer. Later, we will demonstrate that this intriguing feature
is due to the squirting effect of the thin gap between the
plates, which accelerates the fluid more and more as the gap

FIG. 1. Geometry of the solid–fluid–solid trilayer and the coordinate sys-
tem.

FIG. 2. Normalized phase velocity (cx /cT) versus normalized frequency
(2hv/cT) curves for the solid–fluid–solid trilayer.

3344 3344J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 W. Hassan and P. B. Nagy: Oscillation of fluid layer



narrows. In the next section we proceed to further investigate
the physical nature of this mode and we derive Eq.~2! from
an independent physical approach.

II. PHYSICAL MODEL FOR THE SQUIRTING MODE

The squirting mode of a thin fluid layer bounded by two
thin solid plates corresponds to longitudinal~along thex di-
rection! vibrations of the fluid caused by the symmetric
transverse vibrations of the plates. This interpretation of the
mode agrees with the displacement profiles presented by
Lloyd and Redwood~see Fig. 4b in Ref. 1!. It also implies
that as the two plates undergo small symmetric transverse
vibrations in opposite directions they force the fluid in the
very thin gap between them to experience a much larger
displacement in the longitudinal direction, hence the name
‘‘squirting’’ mode. Based on this simple physical model, we
present the following derivation that leads to Eq.~2! starting
from the basic principles of strength of materials and fluid
mechanics.

Let us consider again the solid–fluid–solid trilayer
shown in Fig. 1. We will start from the well-known differ-
ential equation governing the bending deformation of a plate:

2h3E

3~12n2!

]4w

]x4 52p, ~3!

wherew is the transverse displacement in thez direction and
p denotes the fluid pressure. The balance of momentum
equation for the fluid can be written as

r f

]2u

]t2 52
]p

]x
, ~4!

whereu denotes the longitudinal displacement of the fluid.
In order to relate the longitudinal motion of the fluid to the
transverse motion of the plate we can exploit the continuity
equation for incompressible fluid

w5
df

2

]u

]x
. ~5!

Combining Eqs.~3!–~5! yields the following wave equation:

Eh3df

3~12n2!r f

]6w

]x6 5
]2w

]t2 . ~6!

For harmonic vibrations of the formw5Ae@ i (kxx2vt)#,
we can obtain the dispersion equation by substituting
]6w/]x652kx

6w and ]2w/]t252v2w into Eq. ~6!, which
leads to

Eh3df

3~12n2!r f
kx

65v2. ~7!

Rearranging this equation to obtain the phase velocitycx

5v/kx of the squirting mode as a function of frequency
leads to Eq.~2!.

Figure 3 shows the phase velocity of the fluid mode
plotted as a function of frequency for the case of two 5-mm-
thick aluminum plates bordering a 1-mm-thick water layer.
The shear and longitudinal wave velocities in aluminum
were taken ascT53100 m/s andcL56380 m/s, respectively,
while the density of aluminum was taken asrs52800

kg/m3. The sound velocity in water was taken ascf

51470 m/s, and its density asr f51000 kg/m3. The solid
line represents the dispersion curve obtained by numerically
solving the exact dispersion equation@Eq. ~4! in Ref. 18#.
The dotted line represents the low-frequency asymptote
given by Eq.~2!. We notice the improvement in the agree-
ment between the exact dispersion curve of the fluid mode
and the asymptotic squirting mode as the frequency gets
smaller and smaller. At very high frequencies the fluid mode
approaches the Stoneley–Scholte interface wave velocity
which is represented by the dash-dot-dash line in Fig. 3.

True Rayleigh and Lamb waves are free vibrations of
the solid. In the typical cases of high solid-to-fluid density
ratio, the phase velocities of these modes are but slightly
affected by fluid loading though they become attenuated by
leakage into the fluid. On the other hand, the Stoneley–
Scholte mode along a fluid–solid interface is essentially the
vibration of the fluid side, which is but slightly perturbed by
the existence of the solid. In comparison, the low-frequency
squirting mode is a truly coupled vibration of the solid and
fluid constituents. It is supported by the stiffness of the solid
plates and the inertia of the fluid layer between them and is
not just a weak perturbation of the fundamental mode of one
of the constituents as is the case for leaky Rayleigh and leaky
Lamb waves and the Stoneley–Scholte wave. This feature is
also characteristic to the well-known lowest-order bending
mode in a submerged plate.19 The radiation impedance
caused by fluid loading of the plate is pure real for leaky
~supersonic! modes and pure imaginary for true~subsonic!
ones, such as the lower branch of the flexural mode. At low
frequencies, the vibrating mass of the fluid represented by
this pure imaginary radiation impedance becomes much
larger than the plate’s own inertia. A combination of the
stiffness of the plate and the radiation inertia of the fluid
results in a dispersion behavior rather similar to that of the
squirting mode. At very low frequencies both modes have
very small phase velocities while at high frequencies both
asymptotically approach the Stoneley–Scholte velocity.
However, at low frequencies the phase velocity of the

FIG. 3. Phase velocity of the fluid mode plotted as function of frequency
along with its low- and high-frequency asymptotes.
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lowest-order bending mode in a submerged plate is propor-
tional to v3/5 vs v2/3 for the squirting mode. It is worth
mentioning that Desmetet al. recently reported the experi-
mental observation of the lowest-order bending mode of a
thin membrane loaded by fluid on one side by using ther-
moelastic generation and optical detection based on laser
beam deflection.20

Whenever an acoustic mode propagating in a fluid–solid
structure produces large relative motion between the fluid
and solid constituents the viscosity of the fluid is expected to
assume a crucial role. The primary effect of viscosity is usu-
ally to cause significant, sometimes prohibitive, attenuation
combined with a less significant effect on the velocity. In
order to assess the attenuation of the fluid mode caused by
fluid viscosity, we adapted the numerical technique recently
developed to study the effects of fluid viscosity on leaky
Lamb waves.21 We found that the fluid mode is much more
attenuated by the viscosity of the fluid than the other modes
because of the very large relative motion of the fluid with
respect to the solid plates. However, the most important con-
clusion we can draw from these calculations is that, in spite
of its relative sensitivity to fluid viscosity, the attenuation of
the fluid mode is quite low. For water, the predicted attenu-
ation coefficient is approximately 2 dB/m between 15 and
150 kHz and is not expected to affect our experimental ef-
forts to observe the fluid mode.

III. EXPERIMENTAL TECHNIQUE AND RESULTS

As we have pointed out before, the low-frequency fluid
mode in a solid–fluid–solid trilayer is unlike the well-known
modes of wave propagation of fluid–solid layered structures
~e.g., leaky Rayleigh, leaky Lamb, and Stoneley–Scholte
modes! in the sense that it is not associated dominantly with
one of the constituents of the structure while only weakly
perturbed by the presence of the other. On the contrary, it is
a mode that couples the fluid and the solid in an interesting
way. The solid plates contribute their stiffness to this mode
while the fluid layer provides the necessary inertia. Conse-
quently, this mode can be effectively generated and detected
from either the solid or the fluid component of the trilayer
system. We have taken advantage of this fact in designing an
experimental setup to measure the phase velocity of the fluid
mode. Figure 4 shows the schematic diagram of the experi-
mental arrangement. A damped 200-kHz ultrasonic immer-

sion transducer is used as a transmitter to shake the water
filling the thin gap between the two aluminum plates. The
transducer is excited by a 300-ms-long tone-burst signal gen-
erated by a function generator that is also used to trigger an
oscilloscope which displays the rf signal that can be acquired
by a computer for further processing. The vibrations gener-
ated in the trilayer structure are detected from the outside
using a Polytec OFV 302 Helium-Neon laser interferometer.
An SRS 530 tracking filter was used to prefilter the signal
acquired by the interferometer before digitizing by a LeCroy
9410 oscilloscope.

The geometry of the aluminum–water–aluminum
trilayer arrangement is shown in Fig. 5. It consists of two
610315232.286-mm aluminum plates separated by two
610363.530.762-mm aluminum shims. The plates are put
together as one unit by a series of screws along the two
longer edges of the specimen. The gap between the two
plates that can be filled with water is only 25-mm wide and
its actual thickness as measured by ultrasonic transmission at
5 MHz was 0.8175 mm on the average, approximately 7%
larger than the thickness of the separator shims. The reduc-
tion in the width of the water layer was necessary to restrain
sideways water motion thereby simulating the infiniteness in
the theoretical model in the lateral direction. The whole ar-
rangement was sealed using silicone rubber.

The fluid mode was generated by an immersion trans-
ducer on the fluid side and detected after different propaga-
tion distances by a laser interferometer on the outside on one
of the solid plates. Transmission measurements through the
whole length of the specimen were also attempted by means
of a second immersion transducer mounted at the other end,
but resulted in much less accurate results due to the interfer-
ence between the fluid mode and faster spurious structural
vibrations that coupled the two transducers. With the inter-
ferometric technique the propagation length could be con-
tinuously changed, which resulted in a better suppression of
these interferences and consequently higher experimental ac-
curacy in the frequency range of interest.

FIG. 4. Schematic diagram of the experimental setup used in measuring the
phase velocity of the fluid mode.

FIG. 5. Geometry and dimensions of the aluminum–water–aluminum
trilayer arrangement used in the dispersion experiment.
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Figure 6 shows examples of typical rf signals detected in
the dispersion experiment at a point 83 mm away from the
transmitter at 11 different frequencies. As the frequency is
decreased, the rf signal becomes longer and longer in the
time domain, which itself is an obvious indication of disper-
sion. In order to accurately measure the phase velocity of the
fluid mode as a function of frequency, individual measure-
ments were performed by detecting the normal vibration of
the plate at different points on the plate above the water layer
by the interferometer at specific frequencies. A peak was
identified in the detected rf signal and monitored in the time
domain as the detection point was moved through a larger
distance~50–100 mm! in numerous small~2–5 mm! steps in
order to assure that the same peak was followed. The phase
velocity of the fluid mode was then determined as the ratio of
the total propagation distance to the accumulated propaga-
tion time. Figure 7 shows the results of the phase velocity
measurements superimposed on the theoretically calculated
dispersion curve of the fluid mode. The experimental error of
our measurements, which is mainly limited by the previously
mentioned spurious interferences, is estimated at67%. This
uncertainty is indicated by error bars in Fig. 7. Considering
the numerous technical difficulties associated with the mea-
surement, the agreement between the experimental and the-
oretical results is quite good.

IV. CONCLUSIONS

The low-frequency fluid mode in symmetric solid–
fluid–solid trilayers is a special mode of wave propagation in

which the two plates flex sideways in opposite phase thereby
forcing the fluid in the thin gap between them to undergo
large displacements in the longitudinal direction. This is a
unique mode which cannot be associated with any of the free
Lamb modes in a single plate. A simple physical model that
provides a better insight into the physics of this mode was
presented. Based on this model, we derived from first prin-
ciples the low-frequency asymptote of this mode. It was
shown that in this range the fluid mode can be described as a
squirting motion produced by the flexing plates squeezing
the fluid through the thin gap between them. Exploiting the
fact that this mode could be excited and detected from both
the solid and fluid constituents of the trilayer structure, a
dispersion experiment was designed to measure its phase ve-
locity as a function of frequency. An ultrasonic immersion
transmitter and a laser interferometric receiver were used to
study the fluid mode over a wide frequency range. The ex-
perimentally measured phase velocity values turned out to be
in good agreement with those predicted by theory. To the
best of our knowledge, these measurements constitute the
first conclusive experimental evidence of the existence of the
dispersive fluid mode originally predicted by Lloyd and Red-
wood in 1965.
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Nonlinear elastic constants of solids with cracks
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Experimental data on a cracked medium exhibiting high acoustic nonlinearity is a commonly
observed phenomenon. Here a physical model of a medium with cracks is suggested to explain the
observed phenomena. The model is based on the assumption of uniform stress that is valid for a low
concentration of cracks. The crack behavior is described using the model in which a crack is
represented as an elastic contact of two rough surfaces, pressed one to the other under the action of
internal stresses in the surrounding solid. Linear and nonlinear acoustic constants of the fractured
medium are calculated. It is shown that, in this medium, negative values of the Poisson’s ratio and
anomalously high values of the nonlinear constants are possible. ©1997 Acoustical Society of
America.@S0001-4966~97!05910-9#
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LIST OF SYMBOLS

xi or x, y, z the Cartesian system coordinate
sxx , syy , szz the components of stress tensor
E andn the Young modulus and the Poisson ra-

tio of a solid
E* 5E/2(12n2)
Ux , Uy , Uz the components of vector displacement
Uxx , Uyy , Uzz the components of strain tensor
snn the normal stresses
w andu the angles of orientation of the crack
xi8 or x8, y8, z8 the new Cartesian coordinate system
dUz8z8

8 the additional strain along thez8 axis
DV(w) the volume variation of a single crack
N(w,u) the function of the crack’s distribution

in the anglesw andu
a the linear coefficient of elasticity of the

crack
b andg the nonlinear~quadratic and cubic! co-

efficients of elasticity of the crack
dUxx , dUyy , dUzz the additional strain due to the cracks in

the system coordinatexi

Uxx8 , Uyy8 , Uzz8 the components of the strain tensor in
the rod with cracks

E85EG1 andn8 the Young modulus and the Poisson ra-
tio of a fractured media

G2 andG3 the quadratic and cubic nonlinearity pa-
rameters of a fracture media

Ct , Cl the transverse and longitudinal veloci-
ties of elastic waves

r the density of the medium
W(h) the function of peak distribution over

the heightsh
d 5h2d—the displacement of the peak

from the middle line
f the force needed for the compression of

the peak
a the radius of the spherical top
b the radius of the circle stamp
c the apex angle of the obtuse cone
n the peaks’ amount in the full square of

the crack surface
hs 521/2h0

h0 the effective height of the roughnesses
R the radius of the crack
U0(r ) the normal displacement of crack sur-

faces under the normal stress
V0 the volume of the crack
d0 the distance between the middle lines of

the cracks’ surfaces

s̃ and d̃ the variations of the stress compressing
of the crack and the distance between
middle lines of the cracks’ surfaces

INTRODUCTION

Great interest in nonlinear acoustics and geophysics has
been expressed recently in the investigation of micro-
inhomogeneous media exhibiting high acoustic
nonlinearity.1–3 Among media with high nonlinearity are liq-
uids containing gas bubbles,4,5 granular,6–8 porous,9,10 and
polycrystalline media; some metals,11 and piezoceramics.12

Experimental observations of high nonlinearity of earth
rocks13–18 has stimulated the development of nonlinear seis-
mology.

The interest in the nonlinear phenomena of such media
also is due to the possibility of using nonlinear acoustic ef-
fects for nondestructive testing. The conventional methods of
nondestructive testing utilize the measurement of linear
acoustic parameters of the investigated media~i.e., the exci-
tation and the reception of the waves take place with the
same frequencies!.19–22The influence of cracks on the propa-
gation and scattering of linear acoustic waves has been dis-
cussed in many books and articles~see, for example, Refs.
21 and 22!.
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Recently, nonlinear vibro-acoustic methods have been
investigated in which the excited and received frequencies
are different. These methods provide new opportunities for
detecting various defects in materials with high attenuation
and reflection. The basic concept of the proposed methods is
simple: materials containing defects have a much larger non-
linear response than materials with no defects.

Nonlinear methods of acoustic diagnostics based on
measuring a scattered field at the second harmonic frequency
of the radiated signal were first used to detect gas bubbles in
a liquid.4,5 Later, similar methods were suggested for the
detection of cracks in layered materials23 and for crack de-
tection in large carbon electrodes.24

A strong increase in the nonlinear acoustic parameter of
steel due to the accumulation of defects caused by static
loading was observed by a method based on the modulation
of sound by vibration.25 It has been demonstrated that similar
methods can be applied for detection of very small cracks in
metals.26 Nonlinear acoustic methods also can be used to
determine the strength of concrete.27

Theoretical comprehension of the vast experimental ma-
terial is far from complete. There are models which describe
nonlinear acoustic effects in a liquid with gas bubbles,1,3,5 in
porous rubberlike media,13 and granular media.11,28 The in-
fluence of cracks on the elastic constants of rocks29–31 was
treated for the linear case only.

The present paper deals with the model in which the
linear and nonlinear acoustic constants of the cracked me-
dium are calculated. The elastic solid surrounding the crack
is assumed to be linear and the medium nonlinearity is con-
nected only with the crack. This assumption is valid when
the nonlinear acoustic parameters of the cracked medium are
much higher than the nonlinear parameter of the solid.

I. MODEL ASSUMPTION

A thin rod to which a longitudinal stress is applied has
been chosen as an object for obtaining linear and nonlinear
constants of a medium with cracks. We make the following
approximations.

~1! Each crack is modeled as the contact of two rough sur-
faces restricted to a circle of radiusR, the latter being
small compared to the radius of the rod.

~2! The spatial distribution of the cracks in the rod material
is uniform and the concentration of cracks is rather
small. The result is that they do not interact with one
another.

~3! A crack changes its volume only under the action of a
normal stress to the crack surface. We neglect sliding
motions of the crack surfaces, and assume that shear
stresses do not influence cracks.

~4! The total strain of a medium with cracks is the summa-
tion of the strain for a perfectly homogeneous medium
plus the strain associated with cracks. It is assumed that
the stress is uniform and its value applied to any crack is
equal to that applied to the body as a whole.

~5! The nonlinear properties of a medium with cracks are
mainly determined by the nonlinearity of cracks; the
solid may be considered linear and satisfying Hooke’s

law. The nonlinear terms are assumed to be small com-
pared to linear terms.

These assumptions are valid at low crack concentrations.
They are the usual approximation for calculating the effects
of cracks on elastic constants of solids.29–31

II. OBTAINING THE EQUATIONS THAT DETERMINE
ACOUSTIC PARAMETERS OF A CRACKED
MEDIUM

Let the stressszz5s be uniform and act along the rod
axis z. In a rod without cracks this stress produces a longi-
tudinal strain:32

Uzz5
]Uz

]z
5

szz

E
, ~1!

whereE is the Young modulus of the solid.
In the transverse directions of the rod there occur the

strains

Uxx5
]Ux

]x
52nUzz, Uyy5

]Uy

]y
52nUzz, ~2!

while the stressessxx andsyy are absent~n is the Poisson’s
ratio of the solid!. In Eqs.~1! and ~2! Ux , Uy , Uz are the
components of the displacement vector in the Cartesian sys-
tem coordinatesx, y, z ~Fig. 1!.

A small thin element of areadS in a solid surrounding a
single crack with the normaln oriented at an anglew to the
z axis ~Fig. 1! undergoes the normalsnn stresses:33

snn5s cos2w. ~3!

To obtain the elastic constants of a cracked medium, we
introduce a new coordinate system (xi8) and find the addi-
tional strainsdUxx , dUyy , dUzz produced by those cracks
~the normaln to their surfaces coincides with thez8 axis!,
while the projection of this axis on the planez50 makes an
angleu with the x axis ~the y8 axis is parallel to they axis!
~Fig. 1!. It is evident that in such a medium the additional

FIG. 1. The coordinate system for calculating the orientation of a single
crack.
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straindUz8z8
8 occurs along thez8 axis. A variation in crack

volumeDV(w) leads to the additional strain

dUz8z8
8 5DV~w!N~w,u! sin w dw du, ~4!

whereN(w,u) is a function of the crack distribution within
the anglesw and u @N(w,u)sinw dw du is the number of
cracks with normals oriented fromw and u to w1dw and
u1du in the unit volume# andDV(w) is the volume varia-
tion of a single crack. All the remaining components of the
tensor straindUi 8k8

8 are equal to zero.
According to our approximation~3!, we shall assume

that the crack volume variation is related to the stress normal
to the crack by the nonlinear dependence,DV5F(snn /E).
This dependence can be expanded in the Taylor series with
an accuracy up to the cubic term rather small stresses (s
!E):

DV5a~snn /E!1~b/2!~snn /E!21~g/6!~snn /E!3, ~5!

wherea, b, andg are the linear and nonlinear~quadratic and
cubic! coefficients of elasticity of the crack. These coeffi-
cients will be obtained below for the simplest models of a
crack.

According to the law of tensor transformation from the
new coordinate system (xi8) to the old one (xi),

34 we have
the tensor componentsdUik of the additional strain due to
cracks with normals oriented fromw and u to w1dw and
u1du:

dUzz5dUz8z8
8 cos2 w,

dUxx5dUz8z8
8 sin2 w cos2 u, ~6!

dUyy5dUz8z8
8 sin2 w sin2 u.

To find additional strains due to all cracks, we shall integrate
Eqs. ~4!–~6! with respect tow and u. By adding the strain
componentsUzz, Uxx , andUyy @Eqs.~1! and~2!# of the rod
without cracks, we obtain the components of the tensor strain
of the rod with cracks:

Uzz8 5
s

E S 11E
0

2pE
0

p/2

N~w,u! sin w

3cos4 wFa1
bs

2E
cos2 w1

gs2

6E2 cos4 w Gdw du D .

~7a!

Uzz8 5
s

E S 2n1E
0

2pE
0

p/2

N~w,u! sin3 w

3cos2 w cos2 uFa1
bs

2E
cos2 w

1
gs2

6E2 cos4 w Gdw du D , ~7b!

Uyy8 5
s

E S 2n1E
0

2pE
0

p/2

N~w,u!sin w cos4 w

3sin2 uFa1
bs

2E
cos2 w1

gs2

6E2 cos4 w Gdw du D .

~7c!

Using these equations in the linear approximation (b
5g50), one can easily find the Poisson’s ration8 of a
medium with isotropically oriented cracks@N(w,u)
5N0/2p#:

n85
n2aN0/15

11aN0/5
. ~8!

It is seen that the presence of cracks in a solid reduces the
Poisson ratio and, ataN0.15n, the ratio becomes negative.
The variation range of the Poisson ratio in such media is
determined by the inequality

2 1
3<n8<n< 1

2. ~9!

It is known that the Poisson ratio of a solid is related to
the longitudinal (Cl) and transverse (Ct) velocities of elastic
waves as follows:32

n5
122~Ct /Cl !

2

2@12~Ct /Cl !
2#

. ~10!

In some measurements of porous rocks an anomalously large
ratio of the velocitiesCt and Cl (Ct /Cl.221/2) was ob-
served. This corresponded to a negative Poisson’s ratio.35

The equation describing the longitudinal wave propaga-
tion in the rod can be found from the Newton equation32

rUz5]s~«!/]z, «5Uzz8 , ~11!

wherer is the density of the medium.
From Eq. ~7a! we can calculate the dependences

5s(«) for the rod~on s/E!14/bN0G1 , s/E!27b/7g!:

s~«!5EG1@«2~G2/2!«22~G3/6!«3#, ~12!

where

G15~11g1!21<1, G252g2 /~11g1!2,
~13!

G356g3@122g2
2/g3~11g1!#/~11g1!3,

g15aE
0

2pE
0

p/2

N~w,u!sin w cos4 w dw du,

g25~b/2!E
0

2pE
0

p/2

N~w,u!sin w cos6 w dw du, ~14!

g35~g/6!E
0

2pE
0

p/2

N~w,u!sin w cos8 w dw du.

For isotropically oriented cracks Eqs.~13! and ~14! be-
come

G15~11aN0/5!21, G25bN0G1
2/7,

~15!
G35gN0G1

3@1227G1b2N0/49g#/9.

It follows from expressions~8! and ~13!–~15! that at
rather low crack concentration (aN0!1), the variation of
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the Poisson ratio and the Young modulus due to the presence
of cracks is slight, while the variation of the nonlinear pa-
rameters may be rather strong.

III. CRACK MODEL AND OBTAINING CRACK
PARAMETERS

It is possible to calculate the linear and nonlinear acous-
tic parameters of a cracked medium if one knows the param-
etersa, b, andg for a single crack and the crack concentra-
tion. We can describe a crack as an elastic contact of initially
rough surfaces, pressed together by the internal stress from
the surrounding material. Such a roughness is the inherent
property of real crack surfaces in various solids~rocks, met-
als, etc.!.36,37

According to the approximation given in Eq.~1!, the
contact area has the shape of a circle with radiusR. First, we
consider the stress due to deformation of the top of the rough
surface. When two elastic surfaces contact without friction,
contact stresses depend only on the relative profile of the
surfaces. Therefore, when determining the elastic properties,
the contact in the crack may be replaced by the contact of a
plane rigid surface with an elastic solid having the initial
profile of the undeformed surfaces. We can briefly repeat the
analysis performed in Ref. 38. The rough surface is charac-
terized by the distribution functionW(h) of the top heightsh
counted from the so-called middle line~Fig. 2!, so that
W(h)dh is the number of tops having a height fromh to h
1dh per unit of crack surface area.

Let us consider the contact in which the distance from
the middle line to the rigid surface becomes equal to valued
under the action of the stresss1 applied to crack surfaces. In
this case the irregularities with the top heights initially ex-
ceedingd become planar. The forcef required for the com-
pression of each irregularity depends on the displacementd
5h2d of each top and on the type of the irregularity. For
the irregularities of the crack surfaces, we assume that the
top of each irregularity has the following possible shapes:

~i! part of a sphere with radiusa,
~ii ! obtuse cone with the apex angle 2c.p,
~iii ! a circle cylinder with radiusb.

The forcef needed for the compression of one top is deter-
mined by the following expressions:38

~i! for the part of sphere: f 5~4/3!E* ~a/2!1/2d3/2,

~ii ! for the cone: f 5pE* d2 tan c, ~16!

~iii ! for the circle cylinder: f 54E* bd,

whereE* 5E/2(12n2).
To find the dependence of the total stresss1 due to

irregularities on the displacementd, one should sum up the
forces for all the irregularities of the heighth>d:

s1~d!52E
d

`

f ~h2d!W~h! dh. ~17!

This integral can be calculated analytically for only some
special functions of top height distribution. In particular, for
the exponential distribution of top heights, which is de-
scribed by the formula

W~h!5n~pR2hs!
21 exp ~2h/hs!, ~18!

wheren is the number of tops in the full square of the crack
surface,hs521/2h0 andh0 is the characteristic height of the
rough surface irregularities.

In this case integral~17! has a simple form

s1~d!52nE1 exp ~2d/hs!, ~19!

where

~i! for the spherical topsE15(2p)21/2hs
3/2a1/2R22E* ,

~ii ! for the conical topsE152hs
2R22E* tanc,

~iii ! for the circle topsE154p21hsbR22E* .

Equation~19! determines the stress due to the compres-
sion of the irregularities. This stress tries to open the crack;
however, because the crack is in an equilibrium state, this
stresss1 is compensated by an opposite stresss0 , due to
internal stress in the surrounding solid. We cannot correctly
determine this stress; however, it is possible to estimate it.

Assuming that the stresss0 , which tries to close the
rough surface crack, is equal in magnitude but opposite in
sign to such external stresses applied normal to the crack on
plane surfaces, assuming their volumes are equal. As shown
in Ref. 39, the normal displacement,U0(r ), of surfaces of an
initially plane crack is described by the expression

U0~r !54~12n2!@R22r 2#1/2s0 /pE, ~20!

and the volumeV0 of this crack is determined by

V0516~12n2!R3s0/3E, ~21!

where r is a radial coordinate in the plane of the crack.
Therefore the external stresss0 applied to the crack with
plane surfaces is connected with its volume by the relation-
ship

s053EV0/16~12n2!R3. ~22!

We also assume that the same formula determines the stress
due to internal stress into the solid for cracks with rough
surfaces and that the volumeV0 is equal to the volumeV1

5pR2d0 of the considered real crack, whered0 is the dis-
tance between middle lines of the crack surfaces. Therefore,
from Eq. ~22! it follows that

s0~d0!53pEd0/16R~12n2!. ~23!

FIG. 2. The crack model. The elastic contact between rough and plane
surfaces.
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In the equilibrium state of the crack, this compressive stress
s0(d0) is compensated by the elastic forces1(d0) of the
rough surface contacts, determined by Eq.~22!, i.e.,

3pEd0/16R~12n2!5nE1 exp ~2d0 /hs!. ~24!

Equations~23! and ~24! determine a compressing stress
s0 and static distanced0 between middle lines of the sur-
faces within the frames of the considered crack model.

Now let us consider the variation of the crack volume
under the action of an acoustic wave passing through the
crack. If there is additional acoustic small stresss̃ (us̃u
!s0) leading to the crack surface distance variationd̃(ud̃u
!d0), then the equilibrium state equation has the form

s̃5s0~d01d̃!2s1~d01d̃!. ~25!

Substituting Eqs.~19!, ~23!, and~24! into Eq.~25!, we obtain
a second set of expressions for the variation of distanced̃
between the crack surfaces and the crack volumeDV:

s̃/s05~11hs /d0!~ d̃/hs!2~ d̃/hs!
2/21~ d̃/hs!

3/6, ~26!

or, on d̃/hs!2(11hs /d0),

DV5pR2d̃5pR2hs@g1~ s̃/s0!1g2~s/s0!2

1g3~s/s0!3#, ~27!

where g15(11hs /d0)21, g25g1
3/2, g35(22hs /d0)g1

4/6.
By comparing Eq.~5! and Eq.~27! we have the expressions
for the linear and nonlinear elastic constantsa, b, andg of
cracks:

a5phsR
2~E/s0!~11hs /d0!21.0, ~28!

b5phsR
2~E/s0!2~11hs /d0!23.0, ~29!

g5phsR
2~E/s0!3~22hs /d0!~11hs /d0!24. ~30!

Knowledge of elastic constantsa, b, andg for a single crack
allows us to determine the Poisson ratio, the Young modulus,
and the parameters of the quadratic and the cubic nonlineari-
ties of the cracked medium according Eqs.~8! and~12!–~15!.

From Eqs.~29! and ~30! follows that, unlikeb, which
must satisfyb.0, the sign of the coefficientg may be either
positive or negative depending on the parameters of the
crack hs and d0 . Therefore, unlike the parameter of qua-
dratic nonlinearityG2 that is always positive, the sign of the
cubic nonlinear parameterG3 may be either positive or nega-
tive.

IV. SOME ESTIMATIONS

We estimate the elastic characteristics of the medium
having isotropically distributed cracks with the following pa-
rameters: the irregularities of the crack surfaces have the
shape of cones with an apex angle 2c5176°, the radius of
which is restricted toR51021 cm; the characteristic height
of the tops ishs51026 cm; n5105; the Young modulus is
E5331011 g/cm s2; and the Poissons ratio isn50.25 @ac-
cording to Eqs.~23! and ~24! this corresponds to the static
stresss0553106 g/cm s2 and d05331026 cm#. In this
case, and at a crack concentrationN0530 cm23, the pres-
ence of cracks reduces the Young modulus and Poissons ra-
tio of the medium by about 1%, while the quadratic and the

cubic nonlinearity parameters achieve the values ofG2

.200 andG3.108; i.e., the presence of cracks causes the
nonlinear parameter to increase by several orders of magni-
tude higher than the typical nonlinearity parameters of ho-
mogeneous solids.40

V. CONCLUSION

The suggested model of the medium with a crack and
the investigation of its elastic characteristics show that the
presence of cracks may result in strong variation of the qua-
dratic and the cubic nonlinearity parameters, while the
Young modulus and the Poisson ratio are altered only
slightly. This circumstance is the main factor stimulating the
development of nonlinear methods of detecting cracks and
other similar defects in the structure of solids. The nonlinear
methods may have much higher sensitivity to the presence of
cracks than the conventional linear methods.
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Significant differences in temperatures have been observed between adjoining elements of
thermoacoustic prime movers@G. W. Swift, J. Acoust. Soc. Am.92, 1551–1563~1992!#. A simple
description of the interelement heat transfer process based on the existence of this temperature
difference is given. The central assumption of this approach is that the heat transfer process is
sufficiently rapid that it is completed in less than the dwell time that the fluid spends in either
element. Experimental measurements of the heat transfer coefficient between elements is shown to
yield results close to the prediction of this complete heat exchange theory. Predictions are also
compared to those based on the heat transfer description put forward by Swift@J. Acoust. Soc. Am.
92, 1551–1563~1992!#. © 1997 Acoustical Society of America.@S0001-4966~97!02812-9#
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INTRODUCTION

Current thermoacoustic devices typically consist of three
elements placed in a resonance tube; a stack and two heat
exchangers. These elements are usually arrays of ducts
aligned in the direction of acoustic oscillation. The stack
supports a longitudinal temperature gradient and is the ele-
ment in which the desired interchange between thermal and
acoustic energies takes place. It is sandwiched between heat
exchangers which either supply or remove heat from the
stack.

For thermoacoustic engines and refrigerators to operate
heat must flow between their component elements. It has
been noted1 that for this heat transfer to be driven by the
acoustic wave there must be a discontinuity in temperature
between the elements. We will show that this step in tem-
perature between elements is required even in the limit of
perfect thermal contact between fluid and solid.

The linear theory for thermoacoustic systems is well
established.2–4 In these papers the energy flow within each
element is considered but not the mechanism for heat flow
between them. We assert that the transfer of heat between
thermoacoustic elements depends on the displacement of the
working fluid being finite and therefore is beyond the scope
of previous, linear treatments. Consider a prime mover. The
temperature gradient imposed on the stack is sufficiently
large that the acoustic wave pumps heat from hot to cold
while coupling some of this energy into the acoustic wave. In
the adjoining heat exchangers there is no temperature gradi-
ent; the acoustic wave pumps heat in the opposite direction.
Linear theory predicts a discontinuity in the heat flux at the
boundary between these elements. As illustrated in Fig. 1, if
there is no thermoacoustically driven wave, the heat flux
required to maintain the temperature gradient in the stack is
sufficiently small to be maintained by longitudinal conduc-
tion. The temperature distribution is continuous. After the
onset of oscillations, heat is pumped down the stack at an
enhanced rate. This will cause the hot end of the stack to
cool down and the cold end to heat up until the heat transfer

process at the element interfaces balances this heat flow.
The magnitude of the required interelement temperature

difference is quantified via a heat transfer coefficient,h, the
ratio between the rate of heat flow and the size of the tem-
perature step. In the following, the complete heat exchange
description is used to derive an expression forh in terms of
the acoustic velocity. Then the experimental measurement of
h is described and the results compared to theory.

I. THEORY: THE COMPLETE HEAT EXCHANGE LIMIT

In order to gain an understanding of the physics of the
interelement heat transfer we treat an idealized case. Con-
sider a stack adjoining a heat exchanger in which the thermal
contact between the solid and gas is ideal. Any gas that en-
ters the heat exchanger is assumed to leave at a temperature
equal to that of its walls no matter how short the time spent
there. This ‘‘complete’’ heat exchange is expected to be re-
alized in the limit of narrow plate spacing.

We assume that the stack is sufficiently insulating that
the thermoacoustic contribution to the heat flow down the
stack is much larger than that due to longitudinal conduction.
For an ideal gas, the hydrodynamic component of the longi-
tudinal enthalpy flow is given by3

Ḣ25A•cpr0^T~ t,r !•u~ t,r !&, ~1!

whereA is the cross-sectional area open to the working fluid,
cp the heat capacity at constant pressure,r0 the average
density,T the temperature, andu the longitudinal component
of the velocity. The two-dimensional vectorr is the trans-
verse coordinate. The overbar denotes temporal averaging
and ^ & indicates a spatial average over the cross section. If
the stack is thermally isolated and nonconducting, a steady
state can only exist ifḢ2 is a constant along its length. En-
ergy must also cross the boundaries between the stack and its
heat exchangers at this same rate.
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We assume that the velocity fluctuates sinusoidally and
that ^u(t,r )& is a continuous function of the longitudinal po-
sition. Let the phase be defined such that

^u~ t,r !&5uu1u•sin~vt !. ~2!

During the first half of the cycle, gas is leaving the stack and
entering the heat exchanger. The exact form of temperature
and velocity fluctuation during this phase of the cycle de-
pends on the nature of the interaction between the stack and
the fluid. We make the simplifying assumption that the tem-
perature oscillation of the gas leaving the stack is equal to
that which would occur in the absence of the heat exchanger.
Fluid entering the heat exchanger carries with it no
‘‘memory’’ of its previous visit there. This assumption is a
logical partner to that of an ideal heat exchanger in that it is
also expected to yield an exact solution in the limit of narrow
pore spacings.

In the second phase of the cycle, gas is flowing from the
heat exchanger to the stack. The assumption of an ideal heat
exchanger implies that the temperature of this gas is fixed at
TH , the wall temperature of the heat exchanger. The tem-
perature at the interface between the elements thus is given
by

T~ t,r !5T0
S1Re$T1

S~r !e2 ivt% for 0,t,p/v, ~3!

T~ t,r !5TH for p/v,t52p/v, ~4!

whereT0
S is the temperature of the end of the stack wall, and

T1
S is the oscillating part of the temperature of the fluid

within the stack expressed as a complex number. Substitut-
ing into Eq.~1!,

Ḣ25A•cpr0•

v

2p FT0
S
•uu1u E

0

p/v

sin~vt !dt

1E
0

p/v

^T1
S~r !•u~r !&•dt1TH

•uu1u E
p/v

2p/v

sin~vt !dtG . ~5!

The product of two quantities oscillating at frequencyv is a
periodic function oscillating with a frequency of 2v. There-
fore

v

2pE0

p/v

^T1
S~r !•u~r !&dt5

1

2
•

v

2pE0

2p/v

^T1
S~r !•u~r !&dt

5 1
2 Ḣ2 , ~6!

and Eq.~5! becomes

1

2
Ḣ25

1

p
•A•cpr0•uu1u•~TH2T0

S!. ~7!

In our experiment an acoustic standing wave is being used to
pump heat and the enthalpy flow,Ḣ2, can be assumed equal
to the heat flow,Q̇2. That is, in a standing wave, the contri-
bution of the work flow to the enthalpy flow is small relative
to that of the heat flow. This is not true of thermoacoustic
devices in general. The heat transfer coefficient,hc , is the
rate of heat transfer per unit temperature difference,

hc5
Q̇2

TH2T0
S5

2

p
•A•cpr0•uu1u. ~8!

Note thathc is predicted to be linearly dependent on the
amplitude of oscillation.

II. EXPERIMENT: AN EXTERNALLY DRIVEN PRIME
MOVER

A controlled experiment was designed to measure the
heat transfer coefficient between the stack and heat ex-
changer inside a longitudinal resonator. Although configured
as an engine, the temperature gradient imposed on the stack
was below that required for onset of self-sustaining oscilla-
tions. Instead, a standing wave was generated by an oscillat-
ing piston that forms one end of the tube. The heat flow was
determined by measurement of the rate at which electrical
power must be supplied to the hot end in order to maintain it
at a constant temperature.

The resonator was 3.8 m in overall length and consisted
of two sections of aluminum pipe with an inner diameter of
5 cm and a wall thickness of 13 mm. A commercial shaker
unit ~model VS 100-6, Vibration Test Systems, Aurora,
Ohio! drives a piston that reciprocates inside an aluminum
sleeve that forms one end of the resonator. The other end of
the tube is rigidly sealed. Piston rings made from Rulon, a
low-friction polymeric material, ensure that the motion of the
driver is smooth and that the seal is gas tight. The tube was
always operated in a vertical position with the driver at the
bottom. The shaker was powered by the output of a power
amplifier that receives a sine-wave input from a signal gen-

FIG. 1. A schematic diagram illustrating the temperature distribution in a
thermoacoustic engine before and after the onset of oscillations. Prior to
onset very little heat flows between the elements and the temperature can be
assumed to be continuous. After onset a large quantity of heat must flow
between the elements. This can only be achieved if there is a discontinuity
in their temperatures.
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erator. The amplitude of the pressure fluctuation was mea-
sured using an Endevco pressure transducer rated to be linear
for peak signals of up to 1 atm. The transducer was mounted
flush with the end of the top end-plate of the tube. The tube
was filled with either air, argon, or carbon oxide. All experi-
ments were performed at ambient pressure.

A ceramic lattice of parallel square ducts, manufactured
for use as an automotive catalyst support material, was em-
ployed as the stack. A section of this stack was cut to a
length of 5 cm after being machined so as to fit tightly into
the cylindrical resonator. The ducts run parallel to the length
of the cylinder. The sides of each opening were 0.79 mm in
length and the open fraction of the cross section was 73%.

The heat exchangers were copper parallel plates
mounted onto a copper block.5 The plates extend across a
circular hole in the block of equal diameter to that of the rest
of the tube. The plates were 10 mm long, 0.5 mm thick, and
spaced by 1.00 mm which results in a porosity of 67%. The
assembly of stack and heat exchangers was located 1/4 of the
length of the tube away from the driver with the hot end
below the cold end.

The hot heat exchanger was heated by applying electri-
cal power to two resistive heaters embedded in the copper
block. Both the voltage across and the current flowing
through the heater were measured and therefore the electrical
energy supplied to the heat exchanger was known. A recir-
culating chiller unit was used to pump water, maintained at a
constant temperature of 20 °C, through the other heat ex-
changer. Thermocouples were placed at four locations; in
both heat exchangers and at each end of the stack. The heat
exchanger thermocouples were imbedded into the supporting
copper block and fixed in place with thermally conducting
paste. The stack thermocouples were placed at either end of
a pore that was sealed at each end with epoxy. Both thermo-
couples were imbedded into the sealing bead of epoxy, as
near as possible to the end of the stack and close to the center
of the circular cross section. Mounting the thermocouples in
this manner ensures that the temperature recorded is truly the
average temperature of the solid and is not unduly influenced
by the temperature of the gas.

After leaving the heater on for ample time to allow the
system to reach thermal equilibrium, the temperatures at
each of the thermocouples and the electrical power supplied
to the heaters were recorded. The driver was then turned on
and the tube driven at its 44-Hz resonant frequency. Ther-
moacoustic action causes heat to be pumped down the tem-
perature gradient of the stack thus cooling the hot heat ex-
changer. The electrical power supplied to the heaters was
increased to approximately balance this extra demand and
maintain the heat exchanger near its original temperature.

It is not necessary to achieve an exact heat balance. If
the initial rate of change of heat exchanger temperature is
known and is sufficiently small, it is possible to accurately
correct the heat flow measurement. The energy balance equa-
tion at the hot end heat exchanger is

Ein5QS1QL1C•

d

dt
THH , ~9!

whereEin is the electrical power supplied to the heater,QS is

the rate at which heat is being drawn down the stack by the
acoustic wave,QL is the rate at which heat is leaving the heat
exchanger for destinations other than the stack, andC is the
heat capacity of the system.THH is the temperature of the hot
heat exchanger.

The value ofQL was assumed to be equal to the value of
Eelectrical required to maintain a steady-state value ofTHH in
the absence of a sound wave. It is important to the aim of
this experiment thatQL is not a function of the acoustic
amplitude. Experimental evidence that this is indeed the case
will be presented below. The value ofC was determined
experimentally. From a state of equilibrium and in the ab-
sence of a sound wave, a small change in the heater power
was made and the rate of change of block temperature re-
corded. We now apply Eq.~9!. QS is zero and because the
relative change in temperature is small,QL can be assumed
constant.C can be found by dividing the change inEin by
the rate of change of temperature.

The heat transfer coefficient between the stack and the
hot heat exchanger is defined as

h5
QS

THH2THS
, ~10!

whereTHS is the temperature of the hot end of the stack.
A difference in temperature is required between the fins

of the heat exchanger and the copper block that surrounds
them. Its magnitude was calculated using the heat conduction
equation under the assumption that the block is at a uniform
temperature and that the rate at which heat is drawn away
from a fin is constant at each point on each fin. The formula
that results from this analysis is

hs5
Q

DT
52

wk

V
, ~11!

wherehs is the heat transfer coefficient between the block
and the fins of the heat exchanger,k is the thermal conduc-
tivity of the metal,w is the longitudinal length of the fins,
and V is the fraction of the heat exchanger cross-sectional
area open to the oscillating gas.DT is the difference between
the fin temperature at the center of the resonator and that of
the surrounding block. Substitution of the values for our ge-
ometry giveshs512 W/K. To combine the heat transfer co-
efficients for a series of heat paths one must add their recip-
rocals,

1

ht
5

1

hc
1

1

hs
, ~12!

whereht is the total interelement heat transfer coefficient.

III. RESULTS

With the tube containing air at ambient pressure, the hot
heat exchanger was held at a temperature close to 100 °C
while sound waves of various amplitudes were driven in the
tube. Figure 2 showsDT~5THH2THS! andQS as a function
of the amplitude of the acoustic wave. A similar temperature
discontinuity is observed at the cold end of the stack. The
step in temperature that opens up at either end of the sack
dramatically decreases the temperature gradient down the
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stack. Because of this,QS increases more slowly that the
amplitude-squared dependence predicted by the linear
theory.

Figure 3 shows the measured heat transfer coefficient
over a wide range of amplitudes with air as the working
fluid. The graph presents data taken from three different ex-
perimental runs. Each yields the same result. The first set of
data corresponds to temperature and heat flow measurements
given in Fig. 1. The second data set differs in that the hot-
end temperature is reduced to 60 °C. In the third set, the
walls of the hot section of the tube have been heated such
that the temperature of the as in that end is comparable to
that of the hot heat exchanger. The precision of the measure-
ments can be estimated from their spread.

The straight, dashed line in Fig. 3 is the prediction of the
complete heat-exchange approximation. The solid line repre-
sents the result of taking into account the finite heat capacity
of the heat exchanger fines using Eq.~12!. At moderate am-
plitudes the data fall on a straight line that passes through the
origin. The data fall 20% below the prediction of the theory.

The experiment was repeated using argon and carbon
dioxide as the working fluid. The pressure was again equal to
ambient. The measured heat transfer coefficient~Fig. 4! was
again less than that predicted by the complete heat-exchange

theory. The magnitude of this shortfall, approximately 30%
in both cases, is somewhat larger than that observed for air.
The experimental data appears offset from the theoretical
curve and an extrapolation will not pass though the origin.

IV. DISCUSSION

It was earlier stated that the analysis described here re-
quires that the quantityQL should be independent of ampli-
tude. The mechanism that would most likely violate this con-
dition is for hot gas, leaving the open end of the heat
exchanger to mix the cooler gas before returning.6 This will
cause the acoustic wave to pump heat away from the stack
and into the hot duct. For a given degree of mixing, the rate
of heat removal should depend on the temperature difference
between the heat exchanger and the gas in the hot duct. The
magnitude of this temperature difference varied widely dur-
ing the three experimental runs graphed in Fig. 3. The fact
that the same value of the heat transfer coefficient was mea-
sured each time shows that little heat was removed by mix-
ing. The assumption of complete heat exchange can be jus-
tified by application of a simple approximation similar to a
heuristic argument put forward by Hofler.7 Consider a slice
of inviscid gas at a temperatureTC entering a heat exchanger
whose walls are held atTH . The time-dependent temperature
distribution can be approximated by the solution of the one-
dimensional heat conduction equation for a rod that under-
goes an instantaneous change in the temperature of its end.
This solution can be found in elementary texts on heat
transfer.8 The average temperature of the slice is given by

T~t!5TC1~TH2TC!•u~t!, ~13!

where

u~t!512
4

p2 (
n51

`
1

n2 „12~21!n
…e2~np/2y0!2at, ~14!

t is the time expired since the slice entered the heat ex-
changer, 2y0 is the gap between the plates, anda is the
thermal diffusivity of the gas. Equation~13! can be used to

FIG. 2. The temperature difference between hot heat exchanger and the
stack~h! and the rate of heat flow from the hot heat exchanger~s!, plotted
as a function of the acoustic amplitude.

FIG. 3. The measured heat transfer coefficient between the hot heat ex-
changer and the stack plotted as a function of the acoustic amplitude for air.
Three data sets corresponding to different conditions are shown:~n!
THH5100 °C, ~h! THH560 °C, ~s! THH5100 °C with the tube walls
heated. The dashed, straight line indicates the prediction of the complete
heat-exchange model. The solid curve represents the combination of this
result with the model of the heat-exchanger performance given by Eq.~11!.
The vertical arrow indicates the amplitude at which the predicted total dis-
placement of the gas is equal to the length of the heat exchanger.

FIG. 4. The measured heat transfer coefficient between the hot heat ex-
changer and the stack plotted as a function of the acoustic amplitude for CO2

~a! and argon~b!. The curves show the prediction of the complete heat-
exchange model using Eq.~12!.
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calculate a thermal relaxation time. We have chosen a con-
servative definition of the relaxation time, that is, the time
for the average temperature of the gas to rise 90% of the way
to that of the heat exchanger. The relaxation times for each
of the three gases used here in both the stack and the heat
exchanger are given in Table I. It can be seen that in each
case the relaxation time is less than half the period of oscil-
lation.

The small vertical line is Fig. 3 indicates the acoustic
pressure level at which the amplitude of particle motion at
the hot heat exchanger is equal to the length of its plates. At
higher amplitudes the displacement is as much as seven
times the heat exchanger length. If the displacement is larger
than the length of the heat exchanger, the time gas spends in
the exchanger will decrease as the amplitude increases. Once
this dwell time becomes less than the thermal relaxation
time, the complete heat-exchange theory is not expected to
hold.

It is informative to compare the complete heat-exchange
theory with a description of the heat transfer process put
forward by Swift.1 The rate of heat flow in the transverse
direction across the thermal boundary layer is considered.
Swift’s treatment has been incorporated into the computer
code ‘‘DELTAE’’ 9 widely used in the design of thermoacous-
tic devices. In Ref. 1, the equations are derived for the case
of wide plate spacings but in the computer code the resulting
formula is applied for all values of plate spacing. For this
reason, the comparison is taken beyond the limit of validity
stated in Ref. 1.

The rate of heat transport is assumed to be uniform
across the heat exchanger and constant in time. It is assumed
that the temperature gradient is uniform and transverse inside
the thermal boundary and zero elsewhere. This gradient is
derived by writing the heat flow as

Q52k•At•
]T

]y
, ~15!

wherek is the thermal conductivity andAt is the area avail-
able for heat conduction. If the total displacement is suffi-
ciently small that no gas completely traverses the heat ex-
changer during an oscillation, then, for rectangular
geometries

At5
x1•A

y0
, ~16!

substituting into Eq.~15! and rearranging:

DTboundary5
Q•y0

k•x1•A
•Dy, ~17!

wherex1 is one half the total displacement andDT is the
temperature difference between the central gas and the wall
andDy is the width of the thermal boundary layer.k can be
written in terms of the thermal penetration depthdk

5(2k/cprv)1/2,

DTboundary5
Q

x1•A
•

1

v

1

cpr
•

b2

2
•

Dy

y0
, ~18!

whereb52y0 /dk. At large plate spacings, it is a reasonable
approximation to set the width of the thermal boundary layer
equal todk . At narrow spacings the thermal boundary layer
must occupy the entire gap. Fory0.dk,

Dy5dk→Dy/y052/b ~19!

and fory0,dk,

Dy5y0→Dy/y051. ~20!

By comparing Eq.~17! with Eq. ~8! we can write

DTboundary

DTcomplete
5H 1

p
•

b2

2
, y0,dk,

1

p
•b, y0.dk .

~21!

The temperature difference predicted by Swift’s approach is
less than that for complete heat exchange untilb reaches the
value ofp/2. The prediction of a vanishingDT as the plate
spacing becomes small is incorrect. The finite heat capacity
of the gas oscillating between the elements has not been
taken into account. Application of this model, beyond the
limit of applicability state in Ref. 1, may lead to an overem-
phasis of the merit of narrow and restrictive heat exchangers.

V. CONCLUSIONS

The chief mechanism of heat exchange between ele-
ments of a thermoacoustic device is convection, forced by
the action of the acoustic oscillation. For narrow heat ex-
changer ducts, the heat-exchange process can be modeled by
assuming that each particle of gas that enters an element
leaves in thermal equilibrium. This complete heat-exchange
theory predicts that the interelement heat transfer coefficient
will be proportional to the amplitude of the acoustic wave.
The experimentally measured heat transfer coefficient was
found to be within 20% of the prediction at low to moderate
amplitudes. At high amplitudes the heat transfer coefficient
is less than that predicted by theory.
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This paper is devoted to the development of a new approach to distinguish between a chaotic and
a periodic motion of a dynamical system. A criterion namely periodicity ratio is introduced to
distinguish a periodic motion from a nonperiodic motion and differentiate chaos from a regular
motion by a numerical procedure without plotting any figures. A Duffing’s equation and a nonlinear
driven pendulum are analyzed by the periodicity ratio. Periodic–chaotic region diagrams are
presented which allow a simultaneous comparison of periodic and chaotic behavior of a system with
varying system parameters and a variety of initial conditions. ©1997 Acoustical Society of
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INTRODUCTION

In analyzing the motion of a nonlinear oscillatory sys-
tem, it is extremely important to set a criterion for chaos so
that a chaotic motion can be distinguished from a regular
motion. There are several methods available in the literature1

for determining the onset of chaotic oscillations and some
predictive and diagnostic criteria for chaos are also
reported.2,3 Among these, some are empirical methods that
rely upon physical experiments2 or data based on approxi-
mate mathematical models of the corresponding dynamical
systems.1,3 The forced vibration of a buckled beam was stud-
ied by Moon.1,3 He found that chaotic motion would occur
when the amplitude of the load acting on the beam becomes
sufficiently high. A curve representing the threshold of forc-
ing amplitudes was obtained on the basis of his experiments
for different values of forcing frequency. The curve was then
employed as an experimental criterion for chaotic
vibrations.3 In 1985, Ciliberto and Gollub2 reported experi-
mental results of their study on the harmonically driven sur-
face waves in a fluid cylinder. An experimentally determined
chaos diagram was presented in their paper. By the diagram,
they distinguished chaos from periodic motions of the waves.
There are also some criteria for chaos developed on the bases
of the Lyapunov exponent and fractal dimension.4,5 The sen-
sitivity of a dynamical system to a change in its initial con-
ditions is a characteristic of chaotic behavior. The Lyapunov
exponent is a measure of the sensitive dependence of a sys-
tem upon its initial conditions.4 The fractal dimension mea-
sures an extent to which the orbits in a phase space fill a
certain subspace.5 A fractal structure with noninteger dimen-
sionality is considered as a hallmark of chaos. However,
when the fractal dimension is close to an integer, some other
technique has to be employed to determine whether the sys-
tem is chaotic. In practical applications, the Lyapunov expo-
nent and fractal dimension are usually found by experiments
or computer simulations.

In this paper a new approach for diagnosing a dynamical

system for its chaotic or periodic behavior is developed.
With the introduction of a new concept namely periodicity
ratio, periodic and nonperiodic motions may be conveniently
distinguished, and consequently, chaotic motion can be dis-
tinguished from all of the other motions. The periodicity ra-
tio for given parameters in the equation of motion of a dy-
namical system is determined in a computer simulation over
a sufficiently long period of time. The concept of periodicity
ratio and its applications to the study of a Duffing’s equation
and a nonlinear driven pendulum are presented. The
periodic–chaotic region diagrams and chaotic region dia-
grams for the nonlinear systems are provided so that the
periodic and chaotic behavior of each system can be ana-
lyzed under varying parameters and various initial conditions
of the system.

I. PERIODICITY RATIO FOR DYNAMICAL SYSTEMS

The complex appearance of various graphical represen-
tations of periodic and nonperiodic oscillations naturally
leads to a search for a relationship between regular and cha-
otic motions. It is well known6 that the Poincare´ map for
periodic oscillations in a steady state consists of a finite num-
ber of visible points in the phase plane. Since the motion is
periodic, in a large enough time range, each visible point in
the Poincare´ map represents a large number of points over-
lapping each other. If, on the other hand a motion is chaotic,
the points in a Poincare´ map must be spread randomly over
the phase plane. In this extreme case there may be a few or
even no points overlapping the other points in the corre-
sponding Poincare´ map, no matter how large the time range
is. In view of this, a criterion for periodic and chaotic mo-
tions can be found on the basis of examining the overlapping
points with respect to the total number of points in a Poin-
carémap.

Consider an oscillatory system subjected to a periodic
loading of periodT. If the system has a periodic solution
x(t), the following equation must be satisfied.
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x~ t01 jT !5x~ t0!, ~1!

where t0 is a given time, andj is the number of periodic
points visible in the Poincare´ map. No matter how large the
time range is, there may only be a finite number ofj points
visible in the Poincare´ map in this periodic case and all the
other points in the Poincare´ map overlap thej visible points.
To determine whether a point is an overlapping point or not,
we introduce the following expressions:

Xki5ux~ t01kT!2x~ t01 iT !u, ~2a!

Ẋki5uẋ~ t01kT!2 ẋ~ t01 iT !u, ~2b!

wherek is an integer in the range of 1<k< j . Designatingn
as the total number of points generated for the Poincare´ map
regardless whether they are overlapping points or not,i in
the above equation is than an integer satisfying 1< i<n.

A point (xi ,ẋi) in a Poincare´ map is said to be an over-
lapping point of thekth point (xk ,ẋk) only if the i th point
has the same displacement and velocity as thekth point. On
this basis, the two points (xi ,ẋi) and (xk ,ẋk) in the phase
plane are considered to be overlapping points if the expres-
sions~2a! and ~2b! satisfy the following conditions simulta-
neously.

Xki5Ẋki50. ~3!

On the other hand, points under consideration will not be
overlapping points if

XkiÞ0 and/or ẊkiÞ0. ~4!

Making use of the conditions in Eqs.~3! and~4!, the follow-
ing formula is developed to calculate the total number of
points which have the same coordinates as thekth point in
the Poincare´ map.

z~k!5H(
i 5k

n

Q~Xki!•Q~Ẋki!J
•PS (

i 5k

n

@Q~Xki!•Q~Ẋki!#21D , ~5!

where in Eq.~5!, Q(y) and P(z) are two step functions
defined as

Q~y!5H 1, if y50,

0, if yÞ0,
~6a!

P~z!5H 0, if z50,

1, if zÞ0,
~6b!

wherey andz are the arguments of the functionsQ andP,
respectively, in Eq.~5!. z(k) calculated by employing Eq.
~5! gives the total number of points coincident with thekth
point including thekth point itself in the Poincare´ map.
Therefore there arez(k) points in the Poincare´ map having
the same values of displacement and velocity as that of the
kth point. In the case that a pair of points are superposed, a
visible point and a point overlapped by the visible point are
calculated by Eq.~5! as two overlapping points. For a single
visible point without any point overlapping it, Eq.~5! guar-

antees that this single point does not count as an overlapping
point. The sumz(k) thus represents a set of points with the
identical coordinates in the phase plane. The first summation
in Eq. ~5! calculates the number of overlapping points of the
kth point and the functionP assuresz(k)50 in the case that
there is not point overlapping thekth point among the total
number ofn points.

When the number of points overlapping thekth point is
obtained, all the overlapping points corresponding to thej
visible points in the Poincare´ map may be consequently ob-
tained by the formula shown below.

NOP5z~1!1 (
k52

n

z~k!•PS )
l 51

k21

$Xkl1Ẋkl% D , ~7!

where NOP stands for the total number of overlapping points
and P is the symbol for multiplication. Once a point is
counted as an overlapping point, it should not be counted
again. TheP function in Eq.~7! is used to prevent this du-
plicate counting in the calculation for NOP.

In Eq. ~7! only the overlapping points are counted. The
number of overlapping points calculated by using Eq.~7! is
in general less thann, the total number of points generated
for a Poincare´ map. If the response of a system is periodic,
all the points in the Poincare´ map are overlapping points and
the corresponding NOP can be simply expressed in the form

NOP5 (
k51

j

z~k!, ~8!

where j is the number of visible points in the Poincare´ map.
Equation~8! implies that there arej sets of points involved
in the Poincare´ map for a periodic case, and the points in the
same set are all identical in terms of displacement and ve-
locity,

To describe the number of overlapping points with re-
spect to the total number of points generated for a Poincare´
map, a ratio between NOP andn can be very useful. In fact,
the ratio of NOP ton plays an important role in the estab-
lishment of a criterion for chaotic motion. We define the
ratio in the following form and call it periodicity ratio.

g5 lim
n→`

NOP

n
. ~9!

For a perfect measurement ofg, the time range considered
must betP@0,̀ ). However, in practice,t should be large
enough to generate a sufficiently largen.

If motion of a system in a steady state is periodic, the
points in the Poincare´ map must all be overlapping points,
accordingly,g in Eq. ~9! is unity. If on the other hand the
number of overlapping points is zero or very small such that
g→0, the corresponding motion is quasiperiodic or chaotic.
The quasiperiodic motions considered in this paper are the
cases in which the points of the Poincare´ map form a con-
tinuous smooth curve in the phase plane. Wheng takes a
value such that 0,g,1, it implies that some points in the
Poincare´ map are overlapping points while the others are not.
Therefore the corresponding motion is a combination of pe-
riodic and nonperiodic motions. Obviously,g can be intro-
duced here as a criterion to distinguish a periodic motion
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from a nonperiodic motion and to differentiate regular mo-
tions from chaos.g describes the nature of periodicity of an
oscillatory motion and is a measure of a degree of periodicity
for a nonlinear dynamical system. As the value ofg tends to
unity the closer its behavior becomes to a periodic oscillatory
motion. It is because of this thatg is called the periodicity
ratio.

The periodicity ratiog can be precisely calculated only
in the cases for which the analytical solutions corresponding
to the dynamical systems are available. For most nonlinear
oscillatory systems, however, analytical solutions are impos-
sible or difficult to obtain, the calculation for the periodicity
ratio then has to be done on a numerical basis with the aid of
a computer. SinceQ(y) and P(z) in Eqs.~6a! and ~6b! are
step functions, the numerical calculation forg can be conve-
niently carried out by a computer program. In order to cal-
culateg accurately, the time range considered must be suf-
ficiently wide so that the data representing the total number
of points in the corresponding Poincare´ map may be large
enough for acceptable results.

In diagnosing whether an oscillatory motion is chaotic
or not, clearly, one may employ periodicity ratio and simply
concentrate on the states of motion withg close or equal to
zero.

II. APPLICATION OF PERIODICITY RATIO

For a nonlinear dynamical system, it is important to find
out as to under what initial conditions and for what values of
the system parameters chaotic motion may occur. Ueda stud-
ied Duffing’s equation in the following form.7

ẍ1kẋ1x35B cos t. ~10!

He found that a wide variety of periodic and chaotic behav-
ior can be obtained by varying the parametersk andB. His
diagram illustrating the regions of chaotic and periodic mo-
tions is widely cited.1,8 The same system can be examined by
an application of the periodicity ratio. A periodic–chaotic
region diagram similar to that provided by Ueda can be con-
structed since periodic and chaotic motions can be diagnosed
by the criterion of periodicity ratiog. In constructing the
periodic–chaotic region diagram, the piecewise-constant
method9,10 is used to solve Duffing’s equation~10! numeri-
cally and to calculate the points for the Poincare´ map. The
data for generating a Poincare´ map may also be calculated by
other numerical techniques. For verification purposes, the au-
thors employed the Runge–Kutta method for the numerical
calculation. The results obtained by using the two numerical
methods are almost identical. A comparison of the two nu-
merical methods is to be reported separately. With the data
for the Poincare´ map, the periodicity ratio corresponding to
different values ofk andB in the Duffing’s equation can be
determined by employing Eqs.~5! and~7!. Consequently, the
nonperiodic cases withg equal or very close to zero may be
differentiated from all of the other cases.

Taking k and B as two varying parameters of the sys-
tem, Fig. 1 is developed to show the periodic and chaotic
regions determined by the periodicity ratio. This periodic–
chaotic region diagram presents a global aspect of motion for
the system. Each point in the diagram represents a state of
motion. Therefore the diagram allows a simultaneous com-
parison of the periodic and chaotic behavior of the system
with varying system parameters and variety of initial condi-
tions. It would be appropriate to mention here that a diagram
identical to Fig. 1 can also be obtained by using the Runge–
Kutta method with assistance of periodicity ratio.

FIG. 1. Periodic–chaotic region diagram forẍ1kẋ1x35B cost.
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To emphasize chaotic behavior and dependence of chaos
on initial conditions, a chaotic region diagram under various
initial conditions is plotted in Fig. 2 for Duffing’s equation.
The initial condition-dependent regions shown in the figure
are almost identical to those presented by Ueda. The unique
chaotic regions in Fig. 2 also compare well with the results
by Ueda except in two areas. The first area is a window
around the point ofk50.26 andB511.4 as shown in the

figure. According to Ueda’s diagram, the motion in this area
is uniquely chaotic. However, based on the periodicity ratios
calculated for Fig. 2, the motions in this area are found to be
period or nonchaotic no matter what initial conditions are
taken. As illustrated by a phase trajectory in Fig. 3 for the
above point, the motion is indeed periodic. Besides, the
shape of the trajectory shown in Fig. 3 is different from all of
the trajectories collected by Ueda.7 Another area is the re-

FIG. 2. Chaotic region diagram of the system governed byẍ1kẋ1x35B cost under various initial conditions.

FIG. 3. Phase trajectory of a periodic case governed byẍ1kẋ1x35B cost. k50.26 andB511.4.
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gion aroundk50.07 andB523.9 where Ueda’s results im-
ply periodic vibration. The behavior of motion in this area is
found to be chaotic since the periodicity ratio obtained for
this area is equal to or very close to zero. The motion corre-
sponding tok50.05 andB523.9 in this area is studied. The
corresponding Poincare´ map and phase trajectory are pre-

sented in Figs. 4 and 5, respectively. It is evident that the
motion of this case is chaotic.

In addition to the periodic and chaotic regions, some
quasiperiodic regions and regions of the nonperiodic motions
in between chaos and periodic motions are found in con-
structing the periodic–chaotic region diagrams. The quasi-

FIG. 4. Poincare´ map for ẍ1kẋ1x35B cost at k50.05 andB523.9.

FIG. 5. Phase trajectory forẍ1kẋ1x35B cost at k50.05 andB523.9.
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periodic regions and the regions of the other motions which
are neither periodic nor chaotic are represented by the blank,
unmarked regions in Fig. 1. A Poincare´ map for a quasiperi-
odic case is illustrated in Fig. 6. Among the nonperiodic
cases withg→0, quasiperiodic cases have been differentiated
from the chaotic cases discussed above. The curve joining all
the points in a Poincare´ map for a quasiperiodic motion is a
continuous smooth curve. Figure 6 shows the Poincare´ map
of a quasiperiodic motion. From Fig. 6 it can be seen that the
points in the Poincare´ map indeed form a continuous smooth
curve. It is also found that the number of overlapping points

is negligibly small as compared to the total number of points
in the Poincare´ map such that the corresponding periodicity
ratio tends to zero. Since both a quasiperiodic case and a
chaotic case have zero periodicity ratio, it is necessary to
distinguish the quasiperiodic cases from chaos.

In distinguishing a quasiperiodic motion from chaos, the
authors employed the least-squares method with the combi-
nation of periodicity ratio. The least-squares method is a
well-known technique in fitting a curve to a set of data.11

Noting the curve joining all the points in a Poincare´ map of
a quasiperiodic motion must be continuous and smooth, a

FIG. 6. Poincare´ map of a quasiperiodic motion governed byẍ1kẋ1x35B cost, k50.0 andB52.8.

FIG. 7. Phase trajectory of a nonperiodic motion governed byẍ1kẋ1x35B cost. k50.67,B55.2, andg50.8.
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curve can always be found to fit with the curve in the Poin-
carémap by the least-squares method. If all the points of a
Poincare´ map lie on a curve generated by the least-squares
method, the corresponding motion must be quasiperiodic. In
fact, with the data of the points on the smooth curve of the
Poincare´ map, a function of the fitting curve can always be
constructed such that all the points generated for the corre-
sponding Poincare´ map satisfy the function. With the func-

tion for the fitting curve constructed by the data of a Poincare´
map, there is no need to plot curves to distinguish a quasi-
periodic motion from a chaotic motion. In distinguishing a
quasiperiodic motion from chaos, one may now completely
rely on a computer program for numerical calculation.

In the regions of the nonperiodic motions in between
chaotic and periodic motions, the behavior of motion tends
to be periodic asg becomes close to a unity, and the behav-

FIG. 8. Poincare´ map of a nonperiodic case governed byẍ1kẋ1x35B cost. k50.67, B55.2, andg50.8.

FIG. 9. Phase trajectory of a nonperiodic motion governed byẍ1kẋ1x35B cost. k50.35, B59.2, andg50.17.
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ior of motion may be chaotic or closer to a quasiperiodic
motion wheng approaches zero. From the unmarked region
at aboutk50.67 andB55.2 in Fig. 1, a typical nonperiodic
case withg50.8 is examined and its phase trajectory and
Poincare´ map are illustrated in Figs. 7 and 8, respectively.
The corresponding motion in this case is obviously not peri-
odic since the shape of the phase trajectory changes with
time and the points in the Poincare´ map are not all over-
lapped. However, the variation of the phase trajectory is very
slight and the behavior of motion in this case is therefore
almost periodic. Another case with small periodicity ratio
(g50.17) is taken from an unmarked region aroundk50.35
andB59.2. Figure 9 is the phase trajectory corresponding to
this case. It can be seen from the figure that the motion in
this case is far from periodic. Nevertheless, the motion is not
chaotic either since it is not completely random. By the cor-
responding Poincare´ map shown in Fig. 10, the overlapping
points at the two ends of the curve can be observed. There-
fore the behavior of the corresponding motion is nonperiodic
and nonchaotic but rather close to chaotic. However, the in-
terest of this paper is in diagnosing period and chaotic mo-
tions in oscillatory systems, the stress is therefore laid on the
motions withg very close or equal to unity for periodic cases
and equal or very close to zero for chaotic cases.

The damped pendulum under a sinusoidal external force
has been extensively used for the study of chaotic
motions.6,12,13 The damped driven pendulum is physically
simple, yet its behavior is very rich in the nonlinear proper-
ties of its solutions. With the application of periodicity ratio,
periodic and chaotic behavior of a damped pendulum system
can be conveniently diagnosed. Periodic–chaotic region dia-
grams may also be generated for the system by taking into
account variations of the system parameters and initial con-

ditions. The damped, sinusoidally driven pendulum of mass
m and lengthl can be expressed by the following equation of
motion:

mlf̈1cḟ1mg sin f5A cosVt, ~11!

wherec is the viscous coefficient,A is the amplitude of the
external force, andV is the frequency of the external force
acting on the pendulum. For the purpose of minimizing the
number of system parameters, the equation of motion may be
rewritten in a dimensionless form as

f̈1aḟ1 sin f5F cosVt, ~12!

wherea is a parameter related to damping and weight of the
system,F is the forcing amplitude andg/ l is taken to be
unity. Although the driving frequencyV can be further
eliminated, we keepV in the equation for convenience in
comparing the results with those available in the current lit-
erature.

A periodic–chaotic region diagram corresponding to the
driven pendulum system governed by Eq.~12! is presented
in Fig. 11. In evaluating the nature of motion at different
points in the diagram, the piecewise-constant numerical
method was used,9,10 Backer6 and Gwinn and Westervelt12

studied the same system governed by Eq.~11! and provided
analyses on the periodic and chaotic behavior of the system.
Their results were based on the varying system parameterF
and a fixeda value ~a50.5!. By the bifurcation diagrams
presented in their works, the periodic and nonperiodic cases
can be differentiated for different forcing amplitudes. The
results corresponding to a different amplitude of the driven
force along the linea50.5 in Fig. 11 match very well with
the bifurcation diagrams provided by Backer and Gwinn and

FIG. 10. Poincare´ map of a nonperiodic motion forẍ1kẋ1x35B cost. k50.35, B59.2, andg50.17.
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Westervelt except that the quasiperiodic motions and the
other nonperiodic motions in between periodic motion and
chaos are identified and eliminated from the diagram in Fig.
11. It is clear that the periodic–chaotic region diagram pro-
vides a global picture of the properties of motion for the
pendulum system since the diagram describes the states of
motion for the system with varying values of both the system
parametersa andF.

The diagram in Fig. 11 is apparently divided into two
parts by a straight boundary line approximately making an
angle of 31.5° with theF axis and intersecting it atF
50.2. On the left-hand side of the boundary, the motions are
uniquely periodic. In fact, the motions in this part of the
diagram are all simple harmonic oscillations without rota-
tion. The amplitude of the oscillations increases with the
increase of the amplitude of the driven forceF and decreases

FIG. 11. Periodic–chaotic region diagram forf̈1aḟ1sinf5F cosVt. V52/3.

FIG. 12. Poincare´ map of a periodic motion forf̈1aḟ1 sinf5F cosVt. V52/3, a50.45, andF51.36.
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with the increase of the viscous damping. Across the bound-
ary, on the right-hand side of the diagram, the pendulum may
rotate about its point of support and the motion may become
periodic or chaotic as shown in the figure. According to the
periodic–chaotic region diagram and the phase trajectories of
the pendulum system, the motions are simple harmonic os-
cillations if the ratio ofa to F is greater than 0.61 forF

>0.4. When the ratio ofa to F is less than 0.61, the corre-
sponding motion of the pendulum may be a combination of
rotation and oscillation, and nonperiodic, quasiperiodic, and
chaotic motions may then occur.

Since the boundaries of periodic and chaotic regions are
distinct in the periodic–chaotic region diagram, routes to
chaos can also be traced with the help of the diagram. A

FIG. 13. Poincare´ map of a quasiperiodic motion forf̈1aḟ1 sinf5F cosVt. V52/3, a50.45, andF51.393.

FIG. 14. Poincare´ map of a chaotic case forf̈1aḟ1 sinf5F cosVt. V52/3, a50.45, andF51.4.
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route from periodic motion to quasiperiodic motion, and then
from quasiperiodic to a chaotic motion is illustrated by the
Poincare´ map shown in Figs. 12–14. As can be seen from
these figures, with the samea value, a slight variation inF
may lead the behavior of motion of the system from periodic
motion to quasiperiodic motion and then to chaos.

Chaotic regions under various initial conditions are ex-
hibited in Fig. 15. Based on the initial conditions used for the
plotting, it is found that the chaotic regions are independent
of the initial conditions within thea andF ranges shown in
the figure.

As can be seen from the above discussion, the periodic-
ity ratio reveals the behavior of motion of nonlinear oscilla-
tory systems and can be used as an effective criterion for
periodic and chaotic motions. With the periodicity ratio, cha-
otic motion can be conveniently diagnosed for a nonlinear
dynamical system and periodic–chaotic region diagrams
may be obtained such that a simultaneous comparison of the
chaotic and periodic behavior with varying system param-
eters and various initial conditions becomes available. Mak-
ing use of the periodicity ratio, the diagnostic procedure for
chaotic, quasiperiodic, and periodic motions can be com-
pleted by a single computer program without plotting any of
the phase trajectories and Poincare´ map.
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The effects of a soluble surfactant on quadrupole shape
oscillations and dissolution of air bubbles in water
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Single air bubbles were ultrasonically trapped in aqueous solutions of the soluble surfactant Triton
X-100. Quadrupole shape oscillations were induced by modulation of the radiation pressure and the
free decay was recorded using an optical extinction technique. The frequency and damping were
found to be maximal at a bulk surfactant concentration which only weakly affects the surface
tension. At higher concentrations the frequency is reduced due to surface tension depression and the
damping approaches a value several times that expected for a clean interface. These results are in
qualitative agreement with theoretical predictions based on interfacial viscoelastic considerations.
Bubble size and dissolution curves were obtained through the use of digitized bubble images.
Dissolution rates are shown to be significantly enhanced by the presence of the surfactant. ©1997
Acoustical Society of America.@S0001-4966~97!02712-4#

PACS numbers: 43.25.Yw@MAB #

INTRODUCTION

The study of surfactants and their behavior at the inter-
facial region of an air bubble is important for a variety of
applications. The surfactant mediated lifetime and materials
transport capabilities of sea bubbles affect the far-ranging
phenomena of undersea noise, global climate, and health of
coastal populations.1–3 Industrial applications include liquid
cleaning, purification of melts, foam behavior, catalysis, and
noncontact materials manipulation. Surfactants may also
prove useful in understanding other important phenomena
such as cavitation, bubble coalescence, and
sonoluminescence.1,4,5

Dynamic surface behaviors, such as capillary ripples, are
sensitive to the presence of surfactants. Distribution and ef-
fects of surfactants can be modeled by surface viscoelastic-
ity, and surface and bulk diffusion. Most notably, a signifi-
cant enhancement in capillary wave damping is predicted to
occur at relatively low surfactant concentrations for both flat
and spherical surfaces. A number of studies have measured
this phenomenon for flat surfaces using a variety of insoluble
surfactants~e.g., see Refs. 6 and 7!. Unfortunately, the mea-
sured damping enhancement is typically small and detection
schemes are prone to noise. Noncontact studies of levitated
drops and bubbles are ideally suited for surfactant-related
shape oscillation and diffusion experiments, yet only a few
studies have been carried out. Lu and Apfel8 examined the
quadrupole oscillations of hexane drops levitated in aqueous
solutions of sodium dodecyl sulfate. Air bubbles have been
studied in the presence of an insoluble surfactant9 and in
both clean water and seawater.10

The present work describes the effects of the water-
soluble surfactant Triton X-100~hereafter denoted TX! on
the free quadrupole oscillations and dissolution of air
bubbles in water.

I. SURFACE VISCOELASTICITY

Surface waves on a fluid and oscillations of a fluid drop-
let can be significantly affected by surfactants. Viscoelastic
effects alter the boundary conditions for fluid flow near the
interface and give rise to a higher rate of energy dissipation
within a boundary layer.11 The stress relations applicable to
the interface and the implications for the boundary layer flow
can be understood in terms of a hydrodynamic theory.7,11 As
an introduction to more complicated geometries, consider
first the small deformations of a clean interface which has a
flat equilibrium shape. The normal component of the stress
tensor is given in magnitude by the Laplace pressure that
relates the local surface curvature to the surface tension. The
tangential surface stress vanishes identically. For monolayer-
covered surfaces subject to surface motion the local surface
coverage will deviate from the equilibrium value. Since the
surface tension is a function of surface coverage it also will
vary according to the surface motion. This time-dependent
surface tension gives rise to a finite tangential surface stress.
The two-dimensional stress tensors i j depends both upon the
normalized strainui j and the rate of strainu̇i j ,12

s i j 5gd i j 1S «d1hd

]

]t Dull d i j 1S «s1hs

]

]t D
3~2ui j 2ull d i j !, ~1!

whereg is the equilibrium surface tension,«d andhd are the
surface dilational elasticity and viscosity, respectively, and
«s and hs are the surface shear elasticity and viscosity, re-
spectively. Summation notation is used for repeated indices.
Dilational moduli describe resistance to changes in area;
shear moduli describe resistance to changes in shape. Plastic
effects have been ignored. The form of Eq.~1! is sufficiently
complicated that several simplifying assumptions are usually
made when considering experimental results. The shear pa-
rameters are usually considered to be small compared to the
dilational parameters. Assuming an isotropic surface and
sinusoidal straight-crested surface deformations~say index

a!Present address: Los Alamos National Laboratory, MS K764, Los Alamos,
NM 87545.
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i 5 j 51) with harmonic time dependenceeivt,

s115g1~«d1 ivhd!u115g1«u11, ~2!

where a single~possibly complex! surface dilational modulus
« suffices to describe the deformation-induced surface stress.
Diffusion of soluble surfactants between the interface and the
bulk fluid means that the actual surface coverage~and thus«!
depends upon the time scale of the surface deformation. This
is true even when local thermodynamic equilibrium is as-
sumed at the surface. If the frequency of the disturbance is
fast enough so that little surface adsorption or desorption
takes place or if the monolayer is insoluble, then« may be
considered to be time independent. This type of surface be-
haves elastically and can be described fully through the func-
tional dependence of the equilibrium surface tensiong on the
surface concentrationG,

«5E[2
]g

] ln G
, ~3!

whereE is called the Gibbs elasticity.
The simplest case of a purely elastic surface has been

studied extensively. For the damped propagation of capillary
ripples on a water surface the boundary layer flow is pre-
dominantly potential in both the limits of zero and infinite
elasticityE.11 The damping is greater, however, in the limit
@E→`# which is descriptive of a surface which is inexten-
sible. The damping does not increase monotonically from the
clean interface value to the inextensible interface value.
Rather, there is a characteristic maximum value at a low
value of elasticity,E!g. The damping here is exactly twice
the value of the infinite elasticity value.7

The situation is somewhat more complicated for the case
of oscillations about a spherical shape. The framework for a
general soluble surfactant at the interface of a spherical fluid
within a host fluid has been worked out by Lu and Apfel.8,13

Their results reduce to that of Miller and Scriven14 in the
case of an insoluble surfactant. Typically, the characteristic
sizes of the fluid flow and diffusion boundary layers are
small relative to the characteristic sizes of the disturbance
~i.e., wavelength of capillary ripple or bubble radius!. Thus,
the overall geometry will dictate the quantitative details yet
leave the basic free decay features unchanged. A complete
description, however, requires knowledge of the interfacial
concentrationG and how the surface tension and viscoelastic
parameters depend on that coverage and on time.

A general description of the expected behavior of quad-
rupole oscillations of a bubble in water in the presence of an
insoluble surfactant is discussed by Asakiet al.9 in light of
the theoretical work of Miller and Scriven.14 The essential
result is that for constant surface tension and typical values
of the interfacial viscosities the free quadrupole oscillation
frequency and damping exhibit complicated structure as
functions of the interfacial elasticity. Local maxima in the
frequency and damping occur at elasticity values much less
than the equilibrium surface tension~the surfactant concen-
tration is low enough that the surface tension is not signifi-
cantly affected!. The frequency maximum can be several
percent larger than the clean interface result while the damp-
ing maximum can be severaltimesthe clean interface result.

In the limit of large elasticity, the free decay approaches the
limiting values of low frequency and large damping relative
to the clean interface result. Similar results can be expected
for solutions of soluble surfactants.8

Interfacial properties associated with soluble surfactants
are typically made through surface tension measurements
which can be carried out in any convenient geometry. Equi-
librium measurements are sufficient for determining the de-
pendence of the interfacial surfactant concentration on the
bulk concentration.15 If the surface can be considered prima-
rily elastic, then one can also determine a Gibbs elasticity by
Eq. ~3!.

II. BUBBLE DISSOLUTION

The dissolution or growth of a stationary air bubble in a
surfactant free fluid is well understood.16 The governing
equation,

]R

]t
5

2k~cs2ci !

r12f/3R F 1

R
1

1

~pkt !1/2G , ~4!

assumes that the host fluid is stationary and includes the
pressure effects due to a curved interface. In Eq.~4! R is the
instantaneous bubble radius,k is the diffusivity of air in the
host fluid, andci and cs are the initial and saturation dis-
solved gas concentrations in the fluid, respectively. The air
densityr is that of air under the ambient external conditions
of pressure and temperature. The parameterf contains
pressure-density effects due to a curved interface under ten-
sion:

f5
2mg

BT
, ~5!

wherem is the molecular weight of the gas,g is the interfa-
cial tension,T is the temperature, andB is the gas constant.
Surface tension effects will be important whenR!R̃
[2f/3r. For clean waterR̃'100 mm. The (pkt)1/2 term
represents enhanced dissolution in the early stage of an ex-
periment during which the dissolved gas distribution is ap-
proaching a steady state. This term will be important as long
as t&R2/pk. For a bubble in clean water with an initial
radius of 100mm, this stage lasts about 2 or 3 min. For an
initial radius of 750mm, however, this stage may last 1 h or
more.

Liebermann17 performed an experiment on the dissolu-
tion of an air bubble in water. The initial bubble radius was
about 700mm and the experiment duration was about 5.5 h.
In the analysis, the last term in Eq.~4! was neglected even
though this term can have significant effects for the size of
bubble observed. Discrepancy in the data from the expected
result was explained in terms of ‘‘unavoidable surface con-
tamination.’’ An adequate representation of the data can also
be obtained by application of the full equation~4!.

Berge18 examined air bubble dissolution in aqueous su-
crose and NaCl solutions both in the presence and in the
absence of an introduced dissolved protein. While the initial
bubble radii were all less than 11mm, the (pkt)1/2 term
remained important due to the reduced diffusivity of the so-
lution. Equation~4! was found to adequately describe the
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dissolution in the absence of introduced protein. It is shown
that the dissolution rates are reduced in the presence of the
protein and that bubbles can become stabilized atR,5 mm.
This stabilization effect has also been observed with other
surfactants and in seawater~e.g., see Refs. 19 and 20!. On
the other hand, Liebermann17 reports that bubble dissolution
rates were not significantly altered by the presence of a va-
riety of surfactants.

The preceding discussion and experiments consider a
bubble in a stationary fluid. A bubble trapped near a velocity
antinode within an acoustic standing wave is subject to an
oscillatory flow which may modify the diffusion of gas into
the interfacial region. In addition, oscillating bubbles are
subject to steady flow patterns in the presence of adsorbed
surfactants.21 These modifications can, in principle, be in-
cluded in the theory as convective contributions, and limiting
cases for laminar and turbulent flow are considered by
Roesler.22 Finite amplitude oscillations have also been
shown to enhance dissolution rates of bubbles in clean
water.23

The presence of surfactants can have significant effects
on gas transfer during the process of rectified diffusion. The
growth of small bubbles can be greatly enhanced by the pres-
ence of surfactants and thresholds for rectified diffusion are
reduced.24,25 Fyrillas and Szeri26 provide a theoretical basis
for these observations and further show that in some cases
bubble growth can be inhibited in the presence of surfac-
tants. While the large bubbles studied here do not reach the
threshold for rectified diffusion, it is possible that the small
amplitude radial oscillations~driven by the acoustic radiation
pressure used for levitation! alter the gas transfer across a
contaminated interface in a similar manner.

III. EXPERIMENT

Surface tension measurements of various solutions of
TX were performed by a filter paper Wilhelmy plate
technique.15 A concentrated stock solution was prepared and
various dilute concentrations were obtained by mixing
known small quantities of this stock to distilled water
samples. The surface tensiong plotted against the logarithm
of the molar concentrationM of TX is shown in Fig. 1. The
two different symbols represent data obtained from two
separate stock solutions on two different days. The tempera-
ture for all measurements was 24.060.5 °C. There is very
good agreement among the two data sets, suggesting that the
ability to reproduce a given concentration is very good. The
solid line is a ten-node spline fit to the data obtained from
stock solution 2. It was found that about 2 h was necessary
for a given solution to come to equilibrium. Also, the ex-
trapolated value of the critical micelle concentration~0.21
mM! compared favorably with values obtained by other
researchers.27–29 Stock solution 2 was used in the experi-
ments described below.

The experimental apparatus is shown in Fig. 2. A full
description of the apparatus, experimental technique, and
data analysis generally applicable to the study of acoustically
levitated bubbles is given in the literature.10,30 A brief de-
scription is given here. Single air bubbles were trapped in the
host fluid by means of an ultrasonic levitator. The bubble

position is near the center of a 9 cm39 cm37 cm volume of
fluid surrounded by plexiglas walls. Quadrupole shape oscil-
lations were induced by modulation of the acoustic radiation
pressure and detected by an optical extinction method. This
detection scheme relies on the fact that small amplitude
quadrupole oscillations produce a sinusoidal variation in the
light power at the photodetector. Free decay of oscillations
follows termination of the radiation pressure modulation.
The time record of the oscillation decay was recorded on a
digital oscilloscope. The complex frequency was obtained by
fitting the decay record to an exponentially damped sinusoid.
Bubble size and aspect ratio were determined from a digi-

FIG. 1. Measured surface tension versus molar concentration of aqueous
Triton X-100. Circles and crosses represent data taken on two separate days
and from solutions mixed from two different stock solutions. The solid line
is a ten-node spline fit to the data obtained from stock solution #2. The
extrapolated critical micelle concentration~CMC! is 0.21 mM.

FIG. 2. Experimental setup. A levitated bubble is driven into small ampli-
tude shape oscillations by means of modulated ultrasonic radiation pressure.
The free decay of oscillations, subsequent to termination of the modulation,
is recorded through an optical extinction method that utilizes the oscillation
of the spherical horizontal cross section of the bubble as seen in top view.
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tized image of the bubble profile taken immediately follow-
ing the oscillation decay.

The variables used in the presentation of the data are as
follows. The radius of a bubbleR is the radius of a sphere
that has the same volume as the given bubble. The aspect
ratio A of a bubble is the ratio of the horizontal to vertical
equilibrium diameters. The volume and aspect ratio are de-
termined by a Legendre polynomial fit of the bubble image
edge recorded by the CCD camera. The normalized fre-
quencyF and dampingS are the ratio of the measured quan-
tities ~given by a fit to the digital oscilloscope record! to the
theoretical expectations for a spherical bubble of radiusR
with a clean interface.10,14,31,32Frequency and damping shifts
due to the slightly oblate equilibrium shape of the bubble are
on the order of the deviation of the aspect ratio from unity.

Single air bubbles were studied in four separate solu-
tions of TX. A fifth experiment was a control run of distilled
water. The TX solutions were characterized by concentra-
tions of log (M)528.5, 28.0, 27.5, and27.0. Each solu-
tion was prepared from water that was distilled and stored
according to a well-defined repeatable procedure. While the
initial dissolved gas concentration was not determined by
any analytical means, there is no reason to suspect that it
should vary significantly among solutions at the time of in-
troduction into the levitation chamber. It was then allowed 2
h to come to equilibrium within the levitation chamber be-
fore a bubble was introduced. During this 2 h, the total so-
lution volume of approximately 0.6 L was in contact with
0.15 L of air also within the levitation chamber. This equi-
librium time was not imposed on the distilled water experi-
ment. In each case a bubble was trapped and subsequently
allowed to slowly dissolve into the liquid. Data were taken at
intervals of 1.5–3 min beginning immediately after bubble
injection. Quadrupole oscillation amplitudes were typically
only a few percent of the bubble radius. Each bubble in TX
solution had an initial radius of approximately 750mm and
data were taken until the bubble size was reduced to about
400 mm ~rough limit of detection capability for highly
damped shape oscillations!. The bubble in clean water had
an initial radius of 650mm and data were taken for 3 h.

IV. RESULTS AND DISCUSSION

A. Bubble dissolution

Radius versus time curves for the five bubbles are shown
in Fig. 3. The open circles show the distilled water data
while the other symbols represent the aqueous TX solution
data as indicated. Each of the solid curves was obtained by
numerical integration of Eq.~4! using the following param-
eter values:k5231025 cm2/s; cs52.731025 g/cm3; r
50.00114 g/cm3; m528.9 g/mol; g572.1 dyn/cm; B
58.3143107 erg/mol K;T5297 K. Curve A8, which closely
matches the clean water data, shows the predicted dissolution
of a bubble with initial radius 650mm andci /cs50.79. This
curve does not represent a statistical best fit to the clean
water data. The value, however, is quite reasonable for the
employed water preparation procedure and should closely
approximate the initial dissolved gas concentrations in each
solutionat the time of introduction into the levitation cham-

ber. Since the TX solution experiments were allowed an ad-
ditional 2 h of equilibration time it is inferred thatci /cs

.0.79 at the time of bubble injection. The solid curves A
and B show the predicted dissolution for a bubble of initial
radius of 750mm and ci /cs50.79 and 0.00, respectively.
Two significant results are noted. First, the presence of TX
enhances the rate of gas transfer from the bubble to the wa-
ter. This effect is clearly seen even for very dilute TX con-
centration. The corresponding surface concentration is also
quite small as is indicated by the very small surface tension
depression~Fig. 1!. At the higher concentrations the dissolu-
tion rate exceeds that expected for water which is completely
degassed. This is indicated by the data which lies below
curve B. The second result is that the rate of gas transfer is
an increasing function of the bulk TX concentration over the
range studied.

These results are in marked contrast to previous studies
both in terms of surfactant ability to alter dissolution17 and in
the nature of the dissolution enhancement.18 Clearly, not all
surfactants can be expected to affect gas transfer rates in the
same manner. The effects seen in the presence of TX may be
due to a number of different factors. Some enhancement may
be due to steady flows present for oscillating bubbles. This
seems an unlikely cause in the present work since this im-
plies that all surfactants should show qualitatively similar
results. Stearic acid on a bubble surface appears to show
neutrality toward gas transfer.30 In addition, the typical duty
cycle of frequency modulation~and the resulting bubble
shape oscillations! is less than 10%. A complete data record
acquisition may take anywhere from 1.5–3 min, during
which the bubble undergoes driven shape oscillations for
10–15 sec. The subsequent free decay of shape oscillations
takes up only 10–300 ms. A more likely explanation is
that gas transfer may be affected by surfactant mo-

FIG. 3. Radius versus time curves for individual bubbles trapped in aqueous
solutions of Triton X-100. Different symbol types indicate various surfac-
tant solution concentrations. Curve A8, which closely matches the clean
water data, shows the predicted dissolution of a bubble for initial radius 650
mm andci /cs50.79. Curves A and B show the predicted dissolution of a
bubble in clean water for initial radius 750mm andci /cs50.79 and 0.00,
respectively. Increased surfactant concentration appears to enhance the
bubble dissolution rate.
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lecular composition. For example, there is evidence that the
hydrophilic polyoxyethylene TX backbone promotes the
structural arrangement of local water molecules.33,34 This
may have the effects of alteringcs in the bulk as well as
affecting gas diffusion rates at the bubble interface. These
effects would not be present in the case of stearic acid.

B. Free decay of quadrupole oscillations

Since the resonance frequency and damping constant as-
sociated with a given bubble continue to evolve over the
course of an experiment, it is assumed that the interfacial
concentration of TX is increasing with time and that true
equilibrium with the bulk may not be achieved. It is assumed
that this approach to equilibrium is slow enough that any
single free decay takes place under quasi-static equilibrium
conditions with respect to surfactant distribution. For any
given record the actual surface concentration of surfactant is
not recoverable. However, a long enough experiment would
show that for a given bulk concentration the free decay prop-
erties would approach an asymptotic value in time. This re-
sult was not achieved in these experiments for two reasons.
First, the rapid bubble dissolution quickly rendered the
bubble too small for obtaining meaningful data, especially at
the higher TX concentrations. Second, the eventual collec-
tion of additional contaminants on the bubble surface begins
to affect the data after about two hours. These contaminants
are presumably airborne in origin and travel to the bubble
from the free surface of the host water by means of steady
fluid flows in the levitator. Significantly improved clean wa-
ter results were obtained by placing a piece of flat glass over
the top of the levitator.10 The largest bubbles which can be
used for these sensitive measurements have radii of approxi-
mately 750mm. Bubbles larger than this size exhibit unusu-
ally large damping of shape oscillations even in the absence
of contaminants.30 While the exact cause of this anomalous
damping is not known, it is plausible that it originates from
nonlinear coupling with the acoustic field. In this case it may
be possible to utilize larger bubbles for these types of sur-
factant studies in acoustic levitators of modified geometry.

The normalized free decay frequencyF and dampingS
of quadrupole shape oscillations are shown in Figs. 4 and 5,
respectively. These studies exhibit all of the theoretical prop-
erties predicted for a bubble with an elastic or viscoelastic
surface. At the lower TX concentrations (M ) both the fre-
quency and damping are increasing functions of the surface
TX coverageG ~or time!. For the largerM , G becomes large
enough to pass through the expected maxima in both the
frequency and damping. The maximum frequency enhance-
ment (F51.22) and high-G limit ( F50.83) are more pro-
nounced than those of the insoluble surfactant stearic acid9

(F51.05 and 0.9, respectively! but are comparable to those
observed for bubbles in seawater.10 The observed frequency
shifts cannot be explained in terms of surface tension
changes alone; whenG is very dilute, increased elasticity,
predicted qualitatively by Eq.~3!, is more important. The
maximum damping enhancement (S59) is similar to studies
of both stearic acid and seawater.

The continuing evolution of the free decay properties
suggests that the bubble surface and the host fluid never

reach equilibrium with respect to the TX distribution. The
possible exception is the study carried out in the solution of
highestM . It is not immediately clear why the shortest du-
ration experiment should have the best chance to come to
equilibrium. It is possible that the rapid reduction in bubble
surface area associated with the high dissolution rate aids in
the concentration of surface TX, leading to a quicker ap-
proach to equilibrium.

V. CONCLUSION

Nearly spherical single air bubbles acoustically trapped
in solutions of Triton X-100 have been studied for periods of
up to 3 h. Dissolution measurements were made by examin-
ing digitized images of the bubble profile. The presence of
the surfactant was shown to significantly enhance the rate of

FIG. 4. Frequency associated with the free decay of quadrupole shape os-
cillations of bubbles trapped in aqueous solutions of Triton X-100. Each
symbol type represents a single bubble observed in a solution of the indi-
cated concentration. The lines connecting the high concentration data are
drawn as guides to the eye. The symbols correspond to the same data set
shown in Fig. 3.

FIG. 5. Damping constant associated with the free decay of quadrupole
shape oscillations of bubbles trapped in aqueous solutions of Triton X-100.
Each symbol type represents a single bubble observed in a solution of the
indicated concentration. The symbols correspond to the same data sets
shown in Figs. 3 and 4.
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gas transfer into the liquid even at very dilute concentrations.
Free decay of quadrupole shape oscillations were induced by
temporary modulation of the acoustic radiation pressure. The
decay record was obtained by an optical extinction tech-
nique. The frequency and damping of these oscillations were
recorded as functions of time and surfactant concentration.
All of the features expected for a system with a~visco!elastic
interface were shown to be present:~1! at very dilute surfac-
tant concentrations~early times! the frequency and damping
approach the expected values for a clean interface;~2! both
frequency and damping exhibit maxima at characteristic low
concentrations; and~3! at high concentrations the frequency
is reduced due to surface tension depression and the damping
approaches a value several times the clean interface value.
Maximal damping values were found to be approximately
nine times the clean interface value. Observed frequency en-
hancements of several percent were due to increased surface
elasticity.

This study extended previous work on acoustically levi-
tated samples which demonstrate the utility of these methods
for studying interfacial properties of materials. Small iso-
lated samples can be examined over long periods of time
under noncontact conditions. The use of a spherical geom-
etry can provide enhanced viscoelastic features~relative to
analogous flat surface capillary ripple studies! which are
readily observable. Disadvantages of these methods include
sample size limitations, a shortened observation time win-
dow associated with rapid bubble dissolution, temporal over-
head associated with data acquisition, and the~usually! nec-
essary partial degassing of host liquids. The extraction of
viscoelastic constants from data is complicated by their non-
trivial dependence on surfactant distribution. Nevertheless,
the techniques may prove useful in understanding any num-
ber of processes in which a liquid interface plays a role.
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In aero- and environmental-acoustic problems, propagation of sound waves through a medium with
a nonuniform mean flow has commonly been treated by several different approximate techniques
typically involving integral transforms, geometrical acoustics, or other approximate methods. An
effectively exact solution technique that properly incorporates the vector character of mean-flow
convection has been found@L. Nijs and C. P. A. Wapenaar, J. Acoust. Soc. Am.87, 1987–1998
~1990!#. However, the formal and numerical complexity of these techniques, typically coupled with
nontrivial impedance boundary conditions, has prevented detailed comparisons of acoustic field
variables with and without exact treatment of convection. This paper presents results and
comparisons between exact and approximate treatments of acoustic plane waves propagating in a
simple shear flow. The solution of the linearized time- and space-dependent equations of inviscid
fluid motion, as nondimensionalized herein, depends on two-dimensionless parameters,m/ f and f t,
wherem is the convecting flow’s shear rate,f is the acoustic frequency, andt is the length of time
that the plane waves interact with the shear flow. The exact treatment involves numerical solution
of the governing equations. The approximate treatment is handled with a WKB solution valid for
m/ f !1. A comparison of results shows that the approximate treatment of convection produces only
single digit percentage errors when (m/ f )( f t)5mt&0.5. However, pressure amplitude differences
increase rapidly beyondmt'0.5 and are found to grow approximately as exp$10.4(mt)2%. In
addition, the computed results display phenomena that are completely absent from the WKB
solution such as:~i! dynamic misalignment of the acoustic-velocity vector and the wave front
normal; and~ii ! the existence of significant acoustic perturbation vorticity. ©1997 Acoustical
Society of America.@S0001-4966~97!06011-6#

PACS numbers: 43.28.Py, 43.20.Hq@LCS#

INTRODUCTION

The convection of sound waves by inhomogenous flow
is ubiquitous in atmospheric, automotive, and aeronautical
acoustics, and is of concern for noise prediction, noise con-
trol, and remote sensing applications. In many cases, the ef-
fects of convection on acoustic propagation dominate influ-
ences from medium nonuniformity in density, temperature,
static pressure, or fluid composition. Unfortunately, turbulent
fluctuations in the background flow preclude exact solutions
~or even computations! of acoustic convection at the flow
Reynolds numbers of interest. In fact, acoustic medium non-
uniformity poses inherently difficult problems and has only
yielded exact analytical solutions for acoustic propagation
under nonflowing circumstances with linear variation in
acoustic properties~Li et al., 1990!. When background flow
is present, exact analytical treatments of acoustic propaga-
tion exist only for regions of uniform flow with thin planar
boundaries ~Morse and Ingard, 1968; Goldstein, 1976;
Pierce, 1989!. This paper presents a scientific study that fo-
cuses on the simplest case of nonuniform acoustic convec-
tion: plane wave propagation in an infinite uniformly
sheared medium that is otherwise quiescent and homoge-
neous. While damping, scattering, and generation of sound

by shear-flow turbulence~i.e., Howe, 1995! is beyond the
scope of this paper, the findings of this study may provide
some insight into these more complex phenomena.

Acoustic convection by nonuniform flow has been
treated by several successful approximate techniques that in-
volve at least two simplifications of the full nonlinear con-
servation equations for inviscid compressible fluid flow~Th-
ompson, 1972!. The first approximation, common to all
techniques and to this study, is the standard linearization of
the fluid-dynamic field equations for acoustic wave fluctua-
tion amplitude approaching zero. The second acoustic con-
vection approximation has been varied to meet application-
specific geometric and technical requirements, but it
typically amounts to a high-frequency and/or low Mach
number formulation of the linearized governing equations. In
its simplest version, called the standard approximation in this
paper, the speed of sound,c, is locally modified to account
for the fluid convection speed,U, via c(x)5c01U(x),
wherec0 is a constant reference speed of sound. The result-
ing Helmholtz equation can be solved exactly~if possible!,
or approximately by a variety of geometric- or ray-acoustic
techniques~Lamancusa and Daroux, 1993; Salomons, 1994a,
b; Li et al., 1994!, or higher-order asymptotic expansions
~Sec. III!. A more rigorous term-by-term analysis of the lin-
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earized fluid dynamic equations by Pierce~1990! showed
how a single wave equation can be obtained for a time-and-
space varying medium when terms involving temporal and
spatial gradients of the medium are neglected compared to
equivalent terms involving acoustic field variables. This
equation, and others like it but less formally derived, have
been the starting point for recent studies of acoustic propa-
gation in nonuniform media~Norton, 1991; Wilson, 1993!.
The parabolic approximation to the wave equation has also
been applied to acoustic propagation in a flowing media with
cross-stream flow speed variations~Robertsonet al., 1995!.
A fourth approach, summarized in Pierce~1989!, involves
assuming that the acoustic velocity is everywhere perpen-
dicular to the acoustic wavefronts and leads to a modified
conservation statement for acoustic energy. The current com-
putational effort differs from these studies in that no addi-
tional approximation beyond linearization of the governing
equations has been made. This linearization-only approach
has allowed a previously undocumented wave strengthening
mechanism that ultimately limits the accuracy of the other
approaches to be identified.

Previous computations of linear-acoustic propagation in
a nonuniform flowing atmosphere incorporating the vector
nature of true convection~Nijs and Wapenaar, 1990! have
been performed through transforming the acoustic equations
into Fourier space and then assembling numerical solutions
within layers oriented perpendicular to the gradient in the
nonuniformity, i.e., horizontal layers with a vertical variation
in convection speed. The solution technique is effectively
exact for layers much thinner than an acoustic wavelength.
However, the authors’ neglect of variation in static pressure
with height and use of an approximate one-dimensional ra-
dial spectrum, while including an exact formulation of
acoustic convection, has been a source of technical discus-
sion ~Raspetet al., 1992; Nijs and Wapenaar, 1992!. Unfor-
tunately, the formal complexity of this technique and the
differing emphases of the various approximate formulations
has prevented a detailed comparison of acoustic field quan-
tities with and without convection approximations. Such
comparisons are presented here and serve to define the
proper envelope of application for the standard convection
approximation.

This paper addresses only the fundamental aspects of
acoustic wave interaction with nonuniform flow by present-
ing results that would naturally follow a textbook discussion
of acoustic propagation in uniform flow. To achieve this
goal, the starting point of Nijs and Wapenaar was adopted,
but a plane-wave source was chosen instead of a point source
to eliminate the complication of wavefront curvature. The
nondimensional linearized equations are solved numerically
for a harmonic plane@ frequency5 f (Hz)# launched horizon-
tally in an infinite homogenous medium with a uniform-cross
stream convection velocity gradient @dU/dy5m
5constant~s21!#, where y is the cross-stream coordinate!.
These computations are compared to a WKB solution of the
equivalent Helmholtz equation generated using the standard
approximation,c(y)5c01U(y). To reduce formal com-
plexity, all the computations were performed directly for the
nondimensional acoustic field variables,p* 5pressure fluc-

tuation, u* 5downstream velocity fluctuation, andv*
5cross-stream velocity fluctuation, without integral trans-
forms in space or time. With these simplifications, the prob-
lem is governed by two dimensionless parameters. The first,
m/ f , arises naturally from dimensionless scaling of the field
equations and represents the change of the convection-flow
Mach number,d(U/c0), per unit change in they direction
on a per-wavelength basis,d(y f /c0). The second dimension-
less ratio,f t ~t5the length of time that the waves interact
with the shear!, is determined by the size of the computa-
tional domain. These two parameters were varied to deter-
mine quantitatively how the differences between exact and
approximate treatments evolve as the acoustic wave travels
downstream~i.e., ast increases!. The standard approxima-
tion was chosen for the comparisons because of its analytic
simplicity, and because it represents the greatest meaningful
simplification of the full equations that still embodies con-
vective effects. The comparisons include examination of dif-
ferences in wavefront location, wave amplitude, acoustic
perturbation vorticity, and rotation angles of the wavefronts
and acoustic-velocity vectors. Here, the acoustic perturbation
vorticity is vz5]v/]x2]u/]y, where u and v are the
acoustic perturbation velocities, andx and y are the down-
stream~horizontal! and cross-stream~vertical! coordinates,
respectively. The existence of significant acoustic perturba-
tion vorticity in the simple flow field studied here suggests
extensive nontrivial coupling between acoustic and turbulent
fluctuations in flows of engineering interest. For comparison,
vz is either approximately or identically zero for most acous-
tic waves.

While the current problem formulation is too simplistic
for direct application to many practical aero- and
environmental-acoustic engineering situations, the current
results should properly predict parametric trends, and indi-
cate the accuracy of the standard convection approximation
and related WKB techniques in more complicated situations
when appropriate average shear rates, frequencies, and inter-
action times are used. In fact, the chosen simplifications ren-
der the comparisons independent of both the shear-flow
Mach number and the speed of sound, thus making these
results applicable to shear flows in either gases or liquids.

The two dimensionless parameters,m/ f and f t, provide
a complete description of plane-wave shear-flow interaction.
The parameterm/ f sets the relative strength of the back-
ground shear withm/ f 50 naturally corresponding to a static
medium. The parameterf t is a counter for the number of
acoustic cycles of wave shear-flow interaction. Their prod-
uct, (m/ f )( f t)5mt, scales the amount of rotation of the
acoustic wave fronts. In a typical atmospheric propagation
situation~f 5100 Hz,m50.3 s21, and a path length of 1 km
yielding t'3 s!, m/ f 50.003,f t5300, andmt50.9. Similar
values ofmt are found in the turbulent wake flow of a mov-
ing automobile. Near a moving vehicle, shear zones develop
between the flow passing over the vehicle~typically at 30 m
per s'65 mph! and the recirculating flow trapped directly
behind the vehicle~average flow velocity near zero with re-
spect to the vehicle!. For a typical automobile, the wake
extends for approximately two vehicle lengths~about 10 m!
behind the vehicle with a half-width of approximately 1 m.
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In this case~f 5100 Hz, m530 s21, and t530 ms!, the di-
mensionless numbers arem/ f 50.3, f t53, andmt50.9. The
findings presented in the following sections suggest that the
standard convection approximation accumulates a 10% defi-
cit in wave strength formt'0.5, which grows rapidly asmt
increases beyond 0.5. Hence, acoustic propagation predic-
tions for both of these examples should benefit from an exact
treatment of convection.

The remainder of this paper is broken into five sections.
The next section specifies the formulation of the problem.
The numerical technique used for the exact convection com-
putations is presented in Sec. II. The analytic solution valid
for m/ f→0 based on the standard convection approximation
is described in Sec. III. Comparisons between the numeri-
cally exact results and those from the standard convection
approximation are given in Sec. IV. The final section con-
tains the conclusions drawn from this research.

I. PROBLEM FORMULATION AND GEOMETRY

The geometric formulation of the problem is shown
schematically in Fig. 1. A plane acoustic wave with fre-
quency f is launched atx50 with an initial propagation
direction parallel to thex axis ~the downstream or stream-
wise direction!. Except for a nonuniform background flow
convection velocity, the acoustic medium is uniform with
densityr0 and speed of soundc0 . The convection velocity,
U, is also parallel to thex axis and depends only on the
~vertical! cross-stream coordinate,y, in a linear fashion,
U(y)5my with m5constant~s21!. The wave propagation
domain is two dimensional and semi-infinite. The wavecrest
turning angle,u, is measured from the cross-stream direction.
The acoustic-velocity turning angle,uv5tan21$2v/u%, is

measured from the~horizontal! downstream direction. For
plane waves in the absence of flow convection,u anduv are
equal. The two main reasons for studying this geometry and
these parameters are to:~i! determine the parametric range of
applicability of the standard convection approximation; and
~ii ! elucidate the wave physics that are neglected when the
standard convection approximation used.

In x-y Cartesian coordinates, the governing fluid dy-
namic and constitutive equations, linearized for small acous-
tic amplitude are

]r

]t
1U

]r

]x
1r0S ]u

]x
1

]v
]y D50, ~1!

]u

]t
1U

]u

]x
1

1

r0

]p

]x
52v

dU

dy
, ~2!

]v
]t

1U
]v
]x

1
1

r0

]p

]y
50, ~3!

p5c0
2r, ~4!

where r, u, v, and p are the field variables for acoustic
density, downstream velocity, cross-stream velocity, and
pressure, respectively. These four equations represent con-
servation of mass~1!, conservation of downstream momen-
tum ~2!, conservation of cross-stream momentum~3!, and
the linearized isentropic equation of state for the acoustic
medium~4!. Four terms in Eqs.~1!–~3! involve the convec-
tion velocity,U. The three that appear on the left-hand sides
represent convection of the acoustic field variables byU.
The lone U term on the right side of Eq.~2! represents
acoustic convection of the background flow and is effec-
tively a source term for the downstream acoustic velocity
that allows the acoustic wave to be strengthened by the back-
ground flow once the wave has turned appreciably. There is
no equivalent source term in the standard convection-
approximation formulation.

The actual wave strengthening mechanism is not hard to
understand, and is based on the acoustic wave acquiring en-
ergy from the nonuniformity in the background flow. For an
ordinary plane wave traveling downstream at angleuÞ0
with respect to the cross-stream axis~Fig. 1!, negativev
velocity and positiveu velocities are in phase, i.e.,2v and
1u are both maximal~minimal! at an acoustic pressure crest
~trough!. When the shear rate,m5dU/dy, is positive, nega-
tive v velocity transports higher-convection speed fluid to
lower-convection speed regions~and vice versa!. When2v
and 1u are in phase, the higher-speed fluid transported by
the negativev velocity makes an in-phase contribution to the
positive u velocity. This augmentation to theu velocity
strengthens the acoustic wave at the expense of the back-
ground flow. As will be seen in the following sections, the
plane waves of this study are modified by the shear flow but
remain planar, and the necessary phase relationship between
u andv is maintained for the wave strengthening mechanism
described here to be effective.

To simplify the later comparisons and reduce the num-
ber of independent parameters, the governing equations were
cast into dimensionless form by scaling both dependent and
independent variables:r* 5r/r0 , u* 5u/c, v* 5v/c, p*

FIG. 1. Schematic of the problem geometry. Here,U(y)5my is the con-
vection velocity. Thex axis lies in the~horizontal! downstream direction
and they axis lies in the~vertical! cross-stream direction. An acoustic plane
wave is launched fromx50 with a uniform amplitude of unity, and rotates
through angleu as it propagates downstream as a result of its interaction
with the convection velocity. The angle that the acoustic-velocity vector
makes with downstream direction isuv5tan21$2v/u%. When m50, u
5uv .
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5p/(r0c0
2), t* 5 f t, x* 5 f x/c0 , and y* 5 f y/c0 . With this

scaling,U5mc0y* / f and Eq.~4! becomesr* 5p* , so Eqs.
~1!–~3! are reduced to

]p*

]t*
1

m

f
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]p*

]x*
1

]u*

]x*
1

]v*

]y*
50, ~5!
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]t*
1

m

f
y*
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1
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]y*
50. ~7!

In Eqs. ~5!, ~6!, and ~7!, the dimensionless parameterm/ f
appears four times as part of the convection and source
terms, and the scaled zero-convection acoustic wave speed is
unity. Note thatc0 does not appear in Eqs.~5!, ~6!, or ~7!.

The boundary conditions on the acoustic variables at
x* 50 were straightforward. For the exact-convection com-
putations~Sec. II!, a plane-wave source with scaled acoustic
pressure amplitude of unity was imposed, and the cross-
stream acoustic velocity was set to zero,

p* ~0,y* ,t* !5u* ~0,y* ,t* ! ~8a!

5sin~2pt* !, ~8b!

v* ~0,y* ,t* !50, ~8c!

to launch acoustic waves into the domain. For the WKB
solution of the approximate-convection Helmholtz equation
~Sec. III!, two boundary conditions on the acoustic pressure
were required to launch a plane-wave equivalent to that in
the exact-convection computations. The first boundary con-
dition, applied atx* 50, was

p* ~0,y* ,t* !5sin~2pt* !. ~9!

The second was a causality or radiation condition that en-
sured only downstream propagating acoustic waves.

II. EXACT-CONVECTION COMPUTATIONAL
TECHNIQUE

The exact-convection computations were based on an
explicit numerical time marching of Eqs.~5!, ~6!, and ~7!
using the MacCormack predictor–corrector method~Ander-
son, 1984! with first-order differencing in time and space
with the time stepdt* equal to one-third to one-tenth of the
spatial step sizes in both directions,dx* 5dy* 50.01. This
resolution corresponds to more than 333–1000 time steps per
acoustic period and 100 grid points per zero-convection
acoustic wavelength. Single precision arithmetic was used
for all the computations.

The plane wave is launched from the left boundary
(x* 50) by imposing Eqs.~8a!–~8c!. The top and bottom
boundaries~y* 50 andy* 5ymax* , with ymax* typically near or
above 10! employ one-sided differencing of the governing
equations~i.e., the predictor and corrector steps use the same
first differences! while the exit boundary uses an outflow~no
streamwise gradient! condition. Unfortunately, the boundary
conditions on the free sides of the computational domain
were not perfectly nonreflecting. Other nonreflecting bound-
ary conditions were tested, including the Orlanski boundary

condition ~Orlanski, 1976! which is based on estimating a
local wave celerity from the computed solution, but one-
sided differencing was found to be the most robust. The in-
fluence of the exit boundary was effectively eliminated by
terminating the computation before the leading wavecrest
reached the downstream domain edge. The influence of the
top and bottom of the domain was mitigated by only drawing
results from 200 grid points~a dimensional distance of two
zero-shear wavelengths, 2c0 / f ! centered within the cross-
stream extent of the computational domain. The final results
shown herein were confirmed to be independent of domain
size. In all computed cases, results from the leading
wavecrest are discarded since they were slightly contami-
nated by numerical diffusion and dispersion.

A typical wave field, form/ f 50.1 andt* 56, is shown
on Fig. 2. Note that during the elapsed time oft* 56, six
waves are generated and that the wave speed aty50 is
nearly unity in the scaled coordinates. The wave field near
y* 5ymax* shows some wave front curvature because the
boundary condition is unable to produce the appropriate ex-
tension of the computed acoustic waves which would be en-
tering the domain through this boundary. Likewise, the wave
field near the lower boundary shows some influence of re-
flections fromy* 50. However, the central section of this
wave field, 4,y* ,6, is relatively uninfluenced by these
boundary condition imperfections. The main features inves-
tigated in this type of wave field are~i! the location of the
pressure extrema,~ii ! the angle of rotation of the locus of the
pressure extrema,~iii ! the acoustic pressure amplitude,~iv!
the relative rotation angle of the acoustic velocity, and~v!
the existence and persistence of acoustic perturbation vortic-
ity.

FIG. 2. Computed acoustic pressure field form/ f 50.1 and t* 56. The
computational grid has 1501 points in the downstream direction and 1001 in
the cross-stream direction. The acoustic waves strengthen slightly as they
propagate. Wavefront distortion near the upper and lower portion of the
domain is caused by the imperfect boundary conditions on these domain
boundaries. To eliminate spurious results from these regions, results are
only drawn from a band 2c0 / f wide, centered between the upper and lower
boundaries; 4,y* ,6.
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III. WKB SOLUTION FOR APPROXIMATE
CONVECTION

To provide both verification and comparison results for
the computations, an asymptotic solution to the equivalent
approximate-convection problem was sought. For the chosen
problem and geometry, the standard convection approxima-
tion can be made in Eqs.~1!–~4! by settingU50 and replac-
ing c0 with c(y)5c01my to yield

]r

]t
1r0S ]u

]x
1

]v
]y D50, ~10!

]u

]t
1

1]p

r0]x
50, ~11!

]v
]t

1
1]p

r0]y
50, ~12!

p5~c01my!2r. ~13!

The usual cross differentiation to eliminate the acoustic ve-
locities and density fluctuation, along with the assumption of
a time harmonic pressure field, yields a Helmholtz equation
with nonuniform speed of sound:

]2p̃

]x2 1
]2p̃

]y2 1
v2

~c01my!2 p̃50, ~14!

where p(x,y,t)5 p̃(x,y)e2 ivt, v52p f , and the boundary
condition atx50 is Re$p̃(0,y)e2 ivt%5sin(vt). Under these
approximations, the wave- and velocity-turning angles,u and
uv ~geometrically defined in Fig. 1!, are always equal. A
change of coordinates involving the wave-turning angleu
and the distance,r , from the pointx50, y52c0 /m:

x5r sin u, ~15a!

y5r cosu2c0 /m, ~15b!

converts Eq.~14! to
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]r 2 1
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]2p̃

]u2 1
v2

m2r 2 cos2 u
p̃50. ~16!

By attempting a separation of variables solution:p̃(r ,u)
5R(r )Q(u), Eq. ~16! can be broken down into two equa-
tions valid whenrÞ0:

r 2
]2R

]r 2 1r
]R

]r
2g2R50, ~17a!

]2Q

]u2 1
v2

m2 cos2 u
Q1g2Q50, ~17b!

where g2 is the separation constant. The solutions to Eq.
~17a! are proportional tor 6g. For the chosen plane-wave
acoustic source@see Eq.~9!#, p̃ must be independent ofr
along they axis (u50). This requires settingg50, which
makesR(r ) a mere constant. Hence, Eq.~17a! is satisfied
trivially, p̃(r ,u)5Q(u), and Eq.~17b! reduces to

]2p̃

]u2 1
v2

m2 cos2 u
p̃50. ~18!

Applying the standard exponential WKB expansion~Bender
and Orzag, 1978! and solving for the first four exponentiated
functions, yields the following solution forp̃(u), which is
asymptotically valid asm/v5m/(2p f )→0:

p̃~u!;AAcosu expF m2

16v2 ~cos2 u21!G
3expH 6 i S v

m
2

m

8v D ln@secu1tan u#

2
6 im sin u

8v J . ~19!

In the limit m/v→0, the amplitude factor goes to unity, and
the argument of the exponential factor reduces to
6 i (v/m)ln@secu1tanu#. Inverting the transformation
~15a!, ~15b! for any finite values ofx andy leads to: cos(u)
5(y1c0 /m)/A(y1c0 /m)21x2→1, and ln@secu1tanu#
5ln@ $x1A(y1c0 /m)21x2%/(y1c0 /m)#→mx/c0 asm→0.
With these limiting values, it is found thatp̃(x,y)
→A exp$6ivx/c0% as m→0 which demonstrates that the
asymptotic solution~19! properly reduces to the expected
plane-wave form in the limit of zero shear (m50).

The complex amplitudeA in Eq. ~19! was determined by
the boundary condition atx50(u50), and the plus signs in
the imaginary part of the exponent were chosen to ensure
downstream wave propagation. Equation~19! satisfies Eq.
~18! down to terms of order (m/v)25(m/ f )2/(4p2). Since
the largest value ofm/ f considered here is 0.3 and the coef-
ficient of the unbalanced (m/v)2 term is at most14, any error
associated with Eq.~19! should be less than 0.1%, an uncer-
tainty comparable to that of the numerical results. Hence, for
the present purposes, any differences found between numeri-
cal solution of Eqs.~5!, ~6!, and ~7! and the WKB solution
given here were attributed to the standard convection ap-
proximation, and not to the approximate character of the
asymptotic WKB solution.

The final form for the acoustic pressure,pWKB(u,t* ),
used for the comparisons in Sec. IV was:

pWKB~u,t* !5Acosu expF m2

16v2 ~cos2 u21!G
3sinH 2pt* 2

v

m F S 12
m2

8v2D
3 ln@secu1tan u#2

m2 sin u

8v2 G J , ~20!

where tanu5x* /(y*1f/m). As expected, pWKB(u,t* )
→sin(2pt*22px* ) in the limit as m/v→0. To match the
initial condition of the computed results,pWKB(u,t* ) was set
to zero when the argument of the sine function in Eq.~20!,
was less than zero.

A sample pressure wave field produced by Eq.~20! for
m/ f 50.1 is shown in Fig. 3. A visual comparison with Fig.
2 shows little difference in the central wave field except for
the lower wave amplitude in Fig. 3 at the larger downstream
distances, and slightly greater propagation distance for the
WKB waves fory* nearymax* . As expected from the coor-
dinate transformation, the wavefronts in Fig. 3 appear to ro-
tate about the pointx* 50, y* 52 f /m.
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IV. RESULTS AND COMPARISONS

The field output from the computations was post-
processed to find the acoustic variables at the positions of the
pressure extrema~wave fronts! and at a few locations be-
tween extrema in a streamwise band two zero-shear wave-
lengths wide through the center of the domain. The locus and
values at the pressure extrema were determined by local
parabolic fitting through the discretized output. Least squares
fitting along the wavefronts was used to determine overall
wavefront position, and acoustic-pressure amplitude gradi-
ent. These data extraction methods were tested by applying
them to synthetic computational wave fields generated from
the WKB solution to ensure that information was properly
extracted from the computed wave fields. When compared to
direct evaluations of the WKB solution, the synthetic pro-
cessed results showed agreement to five or six significant
figures, the expected performance limit for single-precision
arithmetic. The uncertainty of the reduced results from the
exact-convection computations is about one part in a thou-
sand for the field variables, and is predominantly produced
by the imperfect boundary conditions ony* 50, and y*
5ymax* .

The comparisons between the exact-convection compu-
tational results~with subscript ‘‘ecc’’!, and the approximate-
convection WKB results~with subscript ‘‘WKB’’ ! are pro-
vided in Figs. 4–8 form/ f 50.01, 0.03, 0.10, and 0.30.
Smaller values ofm/ f did not generate any significant de-
parture between the exact-convection computations and the
approximate-convection techniques for the accessible range
of t* (0<t* ,8). Larger values ofm/ f were not investigated
in this study primarily because they lack physical signifi-
cance, leading to hypersonic convection speeds for any rea-
sonable computational-domain cross-stream extent. In Figs.
4–6, all the variables refer to positions, times, or conditions
at or along the pressure extrema~or wavefronts!. Figures 7

and 8 incorporate information between pressure extrema ob-
tained along lines oft* 5constant, oriented and located ap-
propriately via interpolation between nearest neighbor wave-
fronts.

Figure 4 summarizes the wavefront location results for
the centerline of the computational domain. Figure 4~a! and
~b! presents the same information using different abscissa
scaling. Figure 4~a! shows that the ratioxecc* /xWKB* does not
noticeably fall below unity until the wave-shear interaction
time exceeds a limit that depends onm/ f . This dependence
can be quantified from Fig. 4~b! where the results collapse to
a single curve, allowing the identification of (m/ f )t* '0.5
as the approximate wave-shear interaction time for a 2% er-
ror in wavefront location.

The observation that the approximate-convection waves
travel too fast is consistent with a simple kinematic picture
of acoustic propagation with nonzero convection. Consider
the motion of an acoustic plane wave that lies at angleu with
respect to the vertical. In the exact convection case, the
wave’s expected downstream propagation speed isc0 /cosu
1U(y). In the equivalent approximate convection case, the
wave’s expected downstream speed isc(y)/cosu5(c0

FIG. 3. WKB acoustic-pressure field form/ f 50.1 andt* 56. This field plot
was generated by evaluation of Eq.~20!. In contrast to exact-convection
results shown in Fig. 2, these waves propagate slightly faster, and weaken as
they propagate.

FIG. 4. Wavefront location ratio,xecc* /xWKB* , as a function oft* ~a!, and as
function of (m/ f )t* ~b!. The simulation results are 2% short of the WKB
results when (m/ f )t* '0.5.
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1U(y))/cosu, which is clearly larger whenu and U(y) are
nonzero.

The wavefront turning angle results are shown in Fig. 5
whereuecc is plotted againstuWKB . The solid line lies where
uecc5uWKB . Figure 5 shows the wavefront rotation angles
for the exact- and approximate-convection results,uecc and
uWKB , differ by less than 3% up to (m/ f )t* '0.5 where the
turning angle is approximately half a radian ('30°). Be-
yond this angle,uecc falls further belowuWKB . This result is
also consistent with the simple kinematic picture mentioned
above.

The pressure-amplitude ratio,pecc* /pWKB* , is plotted ver-
sus (m/ f )t* in Fig. 6. Here,pecc* stays within 10% ofpWKB*
until (m/ f )t* '0.5. Beyond this point, the exact-convection
computations demonstrate marked wave strengthening rela-
tive to the WKB results. The smooth curve on Fig. 6 is given
by exp$10.4(mt)2%, and is simply a heuristic functional

form meant to emphasize this rapid growth in the pressure
amplitude ratio. The wave strengthening in the exact-
convection results is consistent with the formal difference in
the two methods since the standard approximation lacks the
acoustic source term of the exact-convection formulation.
The pressure gradient along the wavefronts divided by the
pressure on the wavefront was typically very small, less than
1023 per zero-shear wavelength,c0 / f . The lack of such a
gradient is consistent with the vertically uniform source-side
boundary condition. In addition, the smooth overlap of the
computational results for the entire range ofm/ f suggests
these results are universal for all combinations ofm/ f andt*

FIG. 5. Exact-convection wavefront turning angle,uecc, versus WKB
approximate-convection turning angle,uWKB . The solid line is given by
uecc5uWKB. The two angles differ by about 3% when (m/ f )t* '0.5.

FIG. 6. Pressure wave amplitude ratio,pecc* /pWKB* , as a function of
(m/ f )t* . The ratio has increased to 1.1 when (m/ f )t* '0.5. The solid line
is given by a heuristic functional form, exp$10.4(mt)2%, and is merely
meant to highlight the rapid growth of the pressure ratio formt.0.5.

FIG. 7. Difference between the acoustic-velocity vector turning angleuv
5arctan(2v/u), and the wavefront turning angleu, divided by the square of
the ratio of the convecting flow shear rate to the acoustic frequency, (uv
2u)/(m/ f )2, vs t* . The difference,uv2u, is zero with the standard con-
vection approximation. Here, the angles are measured in radians and the
oscillations generally correspond to the acoustic-velocity vector turning
angle leading the wavefront turning angle during acoustic expansion, and
lagging it during acoustic compression. The sharp peaks in the computed
results occur becausev is nonzero whenu passes through zero. The scatter
in the peaks is likely caused by numerical imprecisionu is near zero.

FIG. 8. Acoustic perturbation vorticity,vz , divided the convection flow
vorticity magnitude,m, vs t* . Here, the perturbation vorticity amplitude is
shown to be proportional tom. For comparison,vz50 for the standard
convection-approximation WKB solution.
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with the same product. Hence, the observed wave strength-
ening appears to be independent of the acoustic frequency,
having been found to depend only on (m/ f )t* 5mt.

The acoustic-velocity vector turning angle,uv
5tan21$2v* /u* %, was computed at and in between the wave-
fronts from the exact-convection wave fields. Results for the
difference,uv2u, divided by (m/ f )2 are plotted versust*
in Fig. 7 for the four values ofm/ f . This difference in turn-
ing angles is zero for the standard approximation, a value
achieved on average by the exact-convection computational
results. The oscillations shown in Fig. 7 generally corre-
spond to the acoustic-velocity vector leading the wavefront
turning angle during acoustic expansion, and lagging the
wavefront turning angle during acoustic compression. The
sharp transitions and jaggedness of the various curves att*
50.5,1.0,1.5,2.0, etc. are primarily caused by a nonzero
phase shift between theu and v velocities which leavesv
Þ0 whenu passes through zero, and by numerical impreci-
sion whenu andv are both small. However, the rough col-
lapse of results shown in Fig. 7 suggests that the acoustic-
velocity vector turning angle fluctuations are proportional to
(m/ f )2 with a root-mean-square deviation near 1.5(m/ f )2

radians ~'90(m/ f )2 degrees!. The authors believe the
strongest imperfections in the collapse at smallt* are caused
by the source boundary condition which enforcesv50 at x
50 and therefore does not launch the plane wave with the
correct phase angle between the cross-stream and down-
stream acoustic velocities. However, because these velocity-
angle oscillations develop in a self-similar manner after one
or two acoustic cycles for all four values ofm/ f investigated,
they were assumed to be a genuine part of the acoustic wave
field.

The acoustic perturbation vorticity, vz5]v/]x
2]u/]y, was computed via central differencing of the nu-
merical wave fields, and then scaled by the vorticity magni-
tude of the convecting flow,m. Figure 8 shows these results
as function oft* for the four values ofm/ f . Here, vz is
nonzero and oscillatory, with positive vorticity during acous-
tic expansion and negative vorticity during acoustic com-
pression. The collapse of results fort* .2 indicates thatvz

is essentially proportional tom. As required by the linearity
of the problem formulation, separate computations with
twice the initial source strength showed the perturbation vor-
ticity amplitude to be proportional to the acoustic wave am-
plitude. These findings are entirely at odds with those from
the standard approximation since the appropriate differentia-
tion of Eq. ~20! yields vz50 throughout the entire domain
for any initial p* for all t* . The lack of perturbation vortic-
ity in the approximate convection solutions stems from re-
placing the spatially varying convection flow with a spatially
varying speed of sound. Like the collapse of the acoustic-
velocity vector angle data shown in Fig. 7, a minor inconsis-
tency in the source boundary condition is the likely cause of
the apparently oversized perturbation vorticity fluctuations
seen form/ f 50.10 & 0.30 fort* ,2 in Fig. 8.

V. CONCLUSIONS

The comparisons presented here between plane-wave
propagation in a shear flow from exact-convection computa-

tions and an approximate-convection WKB solution provide
a calibration for the accuracy of the standard convection ap-
proximation, and should provide a means for assessing
whether or not exact convection is required for engineering
models of aero- and environmental-acoustic propagation.
Four major conclusions can be drawn from this investigation.

Results from the standard convection approximation,
c(y)5c01U(y), should be acceptable for nearly all engi-
neering purposes at high acoustic frequency,m/ f→0, or
when the local variation in convection-flow Mach number is
small, ml/c→0 ~l5acoustic wavelength!, as long as the
amount of wavefront rotation caused by shear-flow convec-
tion is less than approximately 30°, i.e., (m/ f )t* 5mt
&0.5. At this value ofmt, acoustic pressure amplitudes pre-
dicted by the standard convection approximation are found
to be low by approximately 10% or 1 dB~the nominal am-
plitude sensitivity of human hearing!, so mt'0.5 is a con-
servative parametric limit for the applicability of the stan-
dard convection approximation. In addition, the standard
convection approximation overestimates wavefront location
and rotation angle, with errors of 2%–3% formt greater than
approximately 0.5. This result is consistent with a simple
kinematic picture of wave propagation in the presence of
convection. For most engineering purposes such deviations
at mt'0.5 are probably not significant. However, the accu-
mulated errors could prove critical for precision time-of-
flight measurements at values of (m/ f )t* *1. In particular,
amplitude discrepancies grow rapidly beyondmt'0.5 with a
nearly 4-dB difference occurring atmt'1.

Acoustic plane waves propagating in a shear flow are
strengthened by an acoustic/shear-flow interaction that is
commonly neglected in approximate treatments of acoustic
propagation with nonzero convection. This wave strengthen-
ing mechanism is driven by the cross-stream acoustic veloc-
ity acting with the mean shear to form a source term for the
downstream acoustic velocity. Independent of its likely im-
portance in strongly sheared vehicle flows or long range at-
mospheric sound propagation, this wave strengthening
mechanism may also play a fundamental role in sound pro-
duction in turbulent flows.

The acoustic-velocity vector oscillates about the wave
front normal direction with an amplitude proportional to the
(m/ f )2. While these oscillations are small, typically less
than a 1° form/ f ,0.1, they are unaccounted for by the
standard convection approximation.

Acoustic plane waves propagating in a shear flow have
significant acoustic perturbation vorticity that is proportional
to the wave amplitude and to the convecting shear flow’s
vorticity. By comparison, the acoustic perturbation vorticity
is identically zero for the solution generated from the stan-
dard approximation.
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Coupled-mode modeling of acoustic scattering from three-
dimensional, axisymmetric objects
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In this paper a coupled-mode method for computing the wave field scattered by three-dimensional,
axisymmetric fluid objects is presented. The method provides a unified approach to solving
three-dimensional scattering problems for axisymmetric objects in free space, in a waveguide, or
partially or fully buried in a basement. Numerical computations of scattering from finite cylinders
in free space and embedded between two half-spaces are presented. Also, the method is used to
compute the scattering from an infinitely long cylinder for which analytical results are available.
@S0001-4966~97!03412-7#

PACS numbers: 43.30.Bp, 43.20.Fn@SAC-B#

INTRODUCTION

A variety of methods1–7 have been used by authors for
the computation of the acoustic or elastic wave field~includ-
ing backscatter! in range-dependent waveguides. Reference 1
considers as one of its examples, scattering by a buried elas-
tic inclusion in an oceanic waveguide. In the case that the
scattering problem has some coordinate of invariance, these
types of methods may be used to construct a three-
dimensional solution by solving a sequence of two-
dimensional problems~for invariance with respect to a hori-
zontal coordinate see, for example, Ref. 8!.

The theory of coupled modes has been applied to acous-
tic and elastic scattering from three-dimensional, azimuthally
symmetric features.9–14 In this type of three-dimensional ge-
ometry, the full three-dimensional scattering problem is bro-
ken down into a sequence of two-dimensional problems for
each angular Fourier component. Each of these two-
dimensional problems can then be solved using the coupled-
mode approach. Reference 10 considers scattering from a
cylindrical elastic inclusion in a bounded elastic waveguide.
Reference 11 uses Fourier decomposition in conjunction
with a boundary integral equation method~BIEM!, but uses
the results from coupled-mode computations for comparison
with the BIEM results. The coupled-mode solution for scat-
tering in an oceanic waveguide with azimuthally symmetric
bathymetry is considered in Refs. 9 and 12 and Refs. 13 and
14 consider a cylindrical island in the oceanic waveguide.

In this paper we use the azimuthally symmetric coupled-
mode approach to compute the scattering from three-
dimensional objects; in particular, a finite-length acoustic
cylinder. We will consider two cases; when the object is
surrounded by a homogeneous acoustic free space and when
the object is embedded between two half-spaces~i.e., par-
tially buried! ~see Fig. 1!. When we describe the technique
used to solve these two types of problems, it will be apparent
that the same methodology can be used to solve scattering
problems for an object totally buried, above an interface, and
within a water column bounded above by a pressure release
surface. Thus this approach provides an unified approach to a
variety of object scattering problems.

The medium is divided into two main range sections,

that occupied by the cylinder and the cylinder’s exterior.
Within the interior domain, the medium is taken to be verti-
cally symmetric about the linez50 ~see Fig. 2! and consists
of three layers, an upper homogeneous space, a layer with
the cylinder’s compressional velocity and density, and a
lower homogeneous space. The exterior medium consists of
two half-spaces with the same parameters as the upper and
lower media in the interior domain; however, the interface
between the two spaces,zi , in the exterior domain may not
necessarily be atz50. If, in fact, the upper and lower spaces
have the same parameters, a free-space environment is mod-
eled. Although we consider cylinders in this paper, more
general azimuthally symmetric objects can be approximated
by a sequence of cylindrical rings. In this case, instead of
having a single coupling matrix at a particular radius, there
are a set of coupling equations at each radial interface. This
is analogous to the bathymetric staircase approximation
which is used in, for example, Ref. 6.

In order to make the computational domain finite, we
impose boundary conditions on large but finite values ofz,
z56L. Then, in order to nullify the effects of these artificial
boundaries we artificially add an attenuation profile to the
medium near these boundaries. In order to compute the
modal quantities for the resultant velocity profile we use
Galerkin’s method with the modes for the media without
attenuation serving as the trial functions. This is the ap-
proach which was used by Evans and Gilbert.7

There are closed-form solutions for the acoustic scatter-
ing from infinitely long cylinders and we compare the results
computed from our method with these solutions. We present
the results of some three-dimensional full-field computations
for penetrable finite cylinders in free space and for cylinders
partially buried in an underlying half-space.

I. THEORY

In this section we first describe, in general, the coupled-
mode approach to azimuthally symmetric scattering prob-
lems. We then discuss how we determine the modes and
eigenvalues for the problem using Galerkin’s method and
finally we discuss how we compute the intermodal integrals.
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A. Azimuthally symmetric coupled-mode approach

Let us consider a three-dimensional coordinate system
(r ,u,z) with the origin of the coordinate system being at the
center of a finite length cylinder with radiusa. We consider
space divided into two radial sections; the interior section
0,r ,a and the exterior sectionr .a. The velocity and
density profiles within the interior region are denoted as
cin(z) andr in(z) and those for the exterior region ascex(z)
andrex(z). In general, we will use the notation ‘‘ex’’to refer
to quantities exterior to the radial extent of the cylinder and
‘‘in’’for the interior quantities. The profiles for the interior
region contain a vertical section corresponding to the cylin-
der’s velocity and density values. The Helmholtz equation
for a point source at (r s ,us ,zs) can be written

1

r

g!

]r S r
]P

]r D1
1

r 2

]2P

]u2 1
]2P

]z2 1
v2

c2~r ,u,z!
P

5
d~r 2r s!d~z2zs!d~u2us!

2pr s
, ~1!

where atr 5a, the field must satisfy the continuity condi-
tions

Pin5Pex, Pr
in/r in~z!5Pr

ex/rex~z!. ~2!

The cylinder also has continuity conditions at its top and
bottom edges, but these conditions will be satisfied by the
modal functions we use for the interior region.

Due to the azimuthal symmetry of the cylinder we can
write the solution of Eq.~1! in the form

P~r ,u,z!5 (
n50

`

Qn~r ,z!en cosn~u2us!, ~3!

whereen51 for n50 anden52 otherwise. The partial dif-
ferential equation forQn(r ,u) is

1

r

]

]r S r ]Qn

]r D1
]2Qn

]z2 1S v2

c2~r ,z!
2

n2

r 2 DQn

5
d~r 2r s!d~z2zs!

2pr s
~4!

and the boundary conditions forQn(r ,z), n50,...,̀ are
those of Eq.~2!. Equation~4! now defines a two-dimensional
range-dependent scattering problem with the angular order
entering through the term2n2/r 2. This equation can be
solved in a variety of ways; in this paper we utilize the
coupled-mode approach

First we truncate the infinite medium by imposing the
boundary conditions

Qn~r ,z5L !50,
]Qn~r ,z52L !

]z
50. ~5!

We then minimize the effect of these boundary conditions by
introducing artificial attenuation profiles near these bound-
aries. However, if we wish to model a pressure release sur-
face at the top of a waveguide we would not add an attenu-
ating profile near the top boundary. We seek a solution for
Qn(r ,z) in terms of the vertical modes for the two media;
fn(z) will denote a member of the set of modes for the
exterior of the cylinder andcn a member of the set of modes
for the interior. We can write

Qn
ex~r ,z!5 (

n51

N

@anfn~z!Hn~kn
exr !1Gnfn~z!Jn~kn

exr !#,

~6a!

where the coefficientsan are to be determined and

Gn5
i

4
Hn~kn

exr s!fn~zs! ~6b!

in the case of a point source, i.e.,Gn are the modal expansion
coefficients of the known incident field. Forr ,a we write

Qn
in~r ,z!5 (

n51

N

bncn~z!Jn~kn
inr !. ~6c!

FIG. 1. Schematic of three-dimensional geometry for a partially buried cyl-
inder.

FIG. 2. Schematic of the medium in ther -z plane used for the coupled-
mode problem.
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The modesfn(z) satisfy the vertical eigenvalue equation

d2fn~z!

dz2 1F v2

~cex!2~z!
1 iQ~z!Gfn~z!5~kn

ex!2fn~z! ~7!

with the appropriate continuity conditions at medium discon-
tinuities and the boundary conditions of Eq.~5!. In Eq. ~7!
we have explicitly indicated the presence of an attenuation
profile Q(z). There is a similar eigenvalue/eigenfunction
problem for the interior eigenfunctionscn(z).

Using the mode set from Eq.~7!, the system of coupled-
mode equations is formulated. First we write for the conti-
nuity of pressure atr 5a,

(
n51

N

bncn~z!Jn~kn
ina!2anfn~z!Hn~kn

exa!

5 (
n51

N

Gnfn~z!Jn~kn
exa! ~8a!

and for the continuity of the density-normalized radial de-
rivative of pressure,

(
n51

N

bn

cn~z!

r in~z!
Jn,r~kn

ina!2an

fn~z!

rex~z!
Hn,r~kn

exa!

5 (
n51

N

Gn

fn~z!

rex~z!
Jn,r~kn

exa!. ~8b!

Multiplying Eq. ~8a! by cm(z)/r in(z) for m51,...,N and in-
tegrating fromz52L to z5L we obtain

bmJn~km
ina!2 (

n51

N

CnmanHn~kn
exa!5gm , ~9a!

where

Cnm[E
2L

L 1

r in~z!
fn~z!cm~z!dz ~9b!

and

gm[ (
n51

N

Jn~kn
exa!GnE

2L

L 1

r in~z!
fn~z!cm~z!dz. ~9c!

Similarly, we multiply Eq.~8b! by cm(z) for m51,...,N and
integrate fromz52L to z5L to obtain

bmJn,r~km
ina!2 (

n51

N

DnmanHn,r~kn
exa!5Sm , ~10a!

where

Dnm[E
2L

L 1

rex~z!
fn~z!cm~z!dz ~10b!

and

Sm[ (
n51

N

Jn,r~kn
exa!GnE

2L

L 1

rex~z!
fn~z!cm~z!dz.

~10c!

Thus we have a 2N32N system of equations for the coeffi-
cient vector (bn ;an) of the form

S Jn~kn
ina!dn,m CnmHn~kn

exa!

Jn,r~kn
ina!dn,m DnmHn,r~kn

exa!
D S bn

an
D5S gm

Sm
D , ~11!

wheredn,m denotes the Kronecker delta function. The solu-
tion of this system yields the modal coefficients for both the
interior and exterior modal sets for thenth angular order.

B. Computation of modes and eigenvalues

We first consider the computation of the modes and ei-
genvalues for the case that there is no added attenuation pro-
file, Q(z)50 in Eq. ~7!, these modes serve as the basis set
for the modes when there is an attenuation profile. The me-
dium in the interior cylindrical region consists of the layer
corresponding to the object, and upper and lower bounding
half-spaces. In the upper portion of the medium we take the
solution to be proportional to

sin„A~v2/c1
22kn

2!@z2L#…, ~12a!

in the lower part of the medium we take the solution to be
proportional to

cos„A~v2/c3
22kn

2!@z1L#…. ~12b!

Within the vertical layer corresponding to the cylinder2H
<z<H, we consider the solution to have the form

a sinA~v2/c2
22kn

2!z1b cosA~v2/c2
22kn

2!z. ~12c!

Thus there are four unknown coefficients and there are four
equations derived from the continuity ofp and pz /r at z
56H. This system of homogeneous equations for the coef-
ficients has only the zero solution except at the values ofkn

for which the determinant of the system is zero. Numerically,
we search along the real line to locate these values ofkn .

The eigenvalue/mode problem for the exterior medium
is similar. The modes have the form of Eq.~12a! in the upper
medium and that of Eq.~12b! in the lower medium. The
eigenvalue problem is reduced to satisfying the standard con-
tinuity conditions at the interfacez5zi .

C. The Galerkin method

Thus far in the discussion, we have assumed that we can
determine the modes and eigenvalues for Eq.~7!. This is not
a trivial problem when there is attenuation in the problem, as
in this case the eigenvalues are complex and it is no longer
possible to simply search for the eigenvalues along the real
line. Instead of searching for complex-valued eigenvalues we
will use Galerkin’s method to approximate the eigenvalues
and eigenfunctions of the problem.

We wish to find modal solutions to Eq.~7!,

d2fn~z!

dz2 1F v2

c2~z!
1 iQ~z!Gfn~z!5kn

2fn~z!. ~13!

In Sec. I B we discussed finding the solutions to

d2tn~z!

dz2 1
v2

c2~z!
tn~z!5 k̂n

2tn~z! ~14!
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with the appropriate boundary conditions and interface con-
tinuity conditions. We use these solutions to construct the
solution to Eq.~13!; we take

fn~z!5 (
k51

N

ak
ntk~z!. ~15!

Substituting the expression of Eq.~15! into Eq. ~13! we ob-
tain

(
k51

N

ak
n d2tk~z!

dz2 1F v2

c2~z!
1 iQ~z!Gak

ntk~z!5kn
2ak

ntk~z!.

~16!

Multiplying Eq. ~16! by tm(z)/r(z) and integrating with re-
spect toz from z5L to z5L and using Eq.~14! we obtain
the eigenvalue/eigenvector problem

Am,kak
n5lnam

n , ~17!

where the (m,k) element ofA is given by

Am,k5E
2L

L 1

r~z!
tm~z!tk~z!iQ~z!dz1dm,kk̂m

2 . ~18!

A standard eigenvalue/eigenvector decomposition of the ma-
trix A yields the vectors of coefficientsak

n , k51,...,N of the
trial functions for the modefn(z) and the corresponding
eigenvalues. In Eq.~18! we chooseQ(z) to be zero every-
where, except for the two intervalsz5@A,L# and z5@2L,
2A#. Within these intervals we takeQ(z) to be linearly
increasing from 0 to a user-input value forz56L. However,
as mentioned previously, we can retain either of the bound-
ary conditions of Eq.~5! by usingQ(z)50 near the appro-
priate boundary.

D. Computation of intermodal projections

In Sec. I A above, it can be seen that it is necessary to
compute integrals of the form

E
2L

L 1

r
fn~z!cm~z!dz. ~19!

We have shown how to compute the modesfn and cm in
terms of simpler modal functions using Galerkin’s method.
We now describe an efficient analytic procedure for comput-
ing the integrals of the form of Eq.~19!. Let

fn~z!5 (
k51

N

qk
ntk~z! ~20a!

and

cn~z!5 (
k51

N

r k
nVk~z!. ~20b!

Then Eq.~19! can be expressed as

E
2L

L 1

r
fn~z!cm~z!dz

5(
i 51

N

(
j 51

N

qi
nr j

mE
2L

L 1

r~z!
t i~z!V j~z!dz. ~21!

The integrals of Eq.~21! are straightforward to evaluate ana-
lytically as the functionst i(z) and V j (z) are composed of
simple sine and cosine functions. We can express Eq.~21! in
terms of matrices

E
2L

L 1

r
fn~z!cm~z!dz5ACBT, ~22!

where

Ai , j[qj
i , Bi , j[r j

i , Ci , j[E
2L

L 1

r~z!
t i~z!V j~z!dz.

~23!

The profiler(z) in Eq. ~23! may be eitherr in(z) or rex(z)
depending on whether one requires the projections of Eqs.
~9c! or ~10c!.

In summary, we construct the modes for the two envi-
ronments, which have an artificial attenuation profile, by
Galerkin’s method. This method allows us to express the
modes of these environments in terms of simpler modal
functions. We compute the intermodal integrals in terms of
these simpler modes. Having computed the matrix elements
for Eq. ~11! we can compute the interior and exterior modal
coefficients for thenth angular order for the cylindrical sys-
tem. Repeating this for several values ofn we can construct
the three-dimensional solution by Fourier synthesis. It is im-
portant to note that the modal computations and projections,
etc., do not depend upon the value ofn and these computa-
tions are only done once.

E. Computation of the acoustic field

The solution of Eq.~11! yields thenth angular modal
coefficients~bj

n , j 51,...,N! for the interior pressure field and
the coefficientsaj

n for the scattered field in the exterior re-
gion. The total pressure field within the interior region can be
computed by

pin5 (
n50

NB

en(
j 51

N

bj
nJn~kj

inr !c j~z!cos@n~u2us!# ~24!

and in the exterior

pex5 (
n50

NB

en(
j 51

N

aj
nHn~kj

exr !f j~z!cos@n~u2us!#1psrc,

~25!

wherepsrc is the incident field upon the cylinder due to the
source and would, in fact, be the total pressure field in the
absence of the cylinder. We require a computational expres-
sion for this incident field. It is possible to add in the angular/
modal expansion for the incident field at each point of com-
putation. However, we instead use simpler representations of
the incident field. For example, for a surrounding homoge-
neous space we use

psrc5
exp~ iv/cuxr2xsu!

4puxr2xsu
, ~26a!

wherexr andxs are the three-dimensional position vectors of
the receiver and source, respectively. In the case of a two-
half-space medium, it is more difficult to compute the inci-
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dent field; however, in terms of our approximate mode set
we can write that

psrc'(
j 51

N
i

4
f j~z!H0~kj ur r2r su!, ~26b!

wherer r and r s are the two-dimensional position vectors in
the (r ,u) plane of the receiver and source, respectively. The
computational advantages of using a source representation of
the form of Eq.~26b! have been discussed in Ref. 14.

II. NUMERICAL EXAMPLES

A. An infinite cylinder

As a test case for the coupled-mode method we consider
an infinitely long cylinder with acoustic parameterscc

55950 m/s andr57700 kg/m3 with a radius of 0.5 m.
These correspond to the compressional parameters of steel.
The surrounding homogeneous medium has parametersc0

51500 m/s andr51000 kg/m3. In order to obtain an ana-
lytical solution to this problem, we perform a Fourier trans-
form with respect toz to obtain the two-dimensional problem

1

r

]

]r S r
]P

]r D1
1

r 2

]2P

]u2 1S v2

c2~r ,u,z!
2kz

2D P

5
d~r 2r s!d~u2us!

2pr s
eikzzs. ~27!

For each value ofkz we can write the exterior scattered pres-
sure field,p̃ sc in the form

p̃ sc~r ,u;kz!5 (
n50

N

Hn
1~gr !an cos@n~u2us!#, ~28a!

where

g[Av2/c0
22kz

2 ~28b!

and an are determined by the continuity conditions of Eqs.
~2!. Similarly, the interior solution has the form

P̃~r ,u;kz!5 (
n50

N

Jn~g inr !bn cosn~u2us!. ~29!

The three-dimensional field is then constructed by per-
forming the numerical quadrature of the wave-number inte-
gral,

P~r ,u,z!52E
z
P̃~r ,u,kz!cos„kz~z2zs!…dkz , ~30a!

where z represents an integration contour in the complex
plane@for Re(kz).0#. In our computations we used

z~ t !5t2 i tanh~4t/kmax!/10, ~30b!

where we consider 0<t<kmax52v/1500.
In Fig. 3~a!, we show the coupled-mode solution in the

planez521 m for a 1500-Hz source located at a range of 10
m from the cylinder atz51 m. Thus the source is off the
right-hand side of the plot and we are considering a horizon-
tal slice of the field. The circular cross section of the cylinder
is indicated in the figure and the axis of symmetry~the cyl-
inder’s axis! is perpendicular to the plane of the page. In Fig.

3~b! the corresponding analytic solution is shown. As can be
seen, the agreement between the coupled-mode and analytic
solutions is excellent. For the coupled-mode solution, we
used two homogeneous media; one for the exterior fluid and
one with the cylinder’s parameters as the interior medium.
The minimum and maximum values ofz for the computa-
tional domain arez5622 m. The attenuation profiles start at
z5612 m and the attenuation increases linearly from 0.0 to
5.47 dB/l at the boundaries. We used 11 azimuthal functions
and 141 vertical modes.

B. A cylindrical disk in free space

We now consider a finite cylinder with the same acous-
tic parameters as above. The radius is 0.5 m and the total
length is also 0.5 m. The point source is located 10.0 m in
range from the cylinder and atz50.25 m (u50) ~i.e., the
vertical location of the source is level with the top of the
cylinder and is off to the right of the cylinder!. We compute
the total pressure field in a 434-m grid in a vertical slice,
the x-z plane~i.e., u50,p! around and in the cylinder and
display the results in Fig. 4 for frequencies 750, 1500, and
3000 Hz. Since we are now considering a vertical slice of the
field, the cylinder now appears as a rectangle in Fig. 4 and
the axis of symmetry of the cylinder is thez axis. There is
significant scattering from the cylinder in all three cases.
There is an interference pattern on the incident side of the
cylinder, resulting from the interference of the backscattered
and incident energy. As would be expected this pattern is

FIG. 3. Two-dimensional slice (z521 m) of total field for an infinite cyl-
inder as computed by~a! coupled-mode method and~b! analytic method.
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more rapidly oscillating in the case of the higher frequencies.
Also, there is a shadow zone behind the cylinder. This zone
is more sharply defined in the case of the higher frequencies
although some energy is still evident behind the cylinder. For
the 750-Hz computation we used 100 modes and seven azi-
muthal terms, for 1500 Hz, 140 modes and 11 azimuthal
terms, and for the 3000 Hz example 210 modes and 17 azi-
muthal terms.

C. A cylindrical disk embedded in a half-space

We now consider the cylinder of the above example
buried 90% in a lower half-space. Instead of a point source,
a vertical array of phased sources~17 sources at 0.25-m
spacing or four wavelengths for 1500 Hz! is used. In the first
example we consider the center of the source at a height of 6
m above the center of the cylinder and 1 m to theright;

hence the source beam is almost normally incident upon the
cylinder. The bottom half-space has a sound speed of 1550
m/s and a density of 1100 kg/m3. The two-dimensional plot
of the total pressure field in thex-z plane is shown in Fig. 5.
Because the energy is almost normally incident, there is
much penetration into the bottom. A beamlike structure is
evident in the shadow area of the cylinder. In the backscat-
tered direction there is a complicated interference pattern
caused by the interaction of the incident beam, the reflection
of the beam from the interface, and the field scattered by the
cylinder.

In the second example, the center point of the source
array is located at a horizontal angle of 20° with respect to
the cylinder center. The sources are then phased to produce
an incident beam of 20°, directly incident upon the cylinder.
The sediment sound speed is 1800 m/s for this example and
the density is 1500 kg/m3 and hence the incident angle is
subcritical. The interference between the incident and the
energy scattered from the cylinder is evident in the backscat-
ter direction and a shadow zone behind the cylinder can be
seen in the sediment. The field in the water column, in the
forward-scatter direction, is dominated by the reflection of
the incident beam off the interface.

For this example we now consider the scattered field. To
compute the scattered field in the regionr .a we use Eq.
~25! without the source term; in the interior region we sub-

FIG. 4. Two-dimensional slice (y50) of total field for a finite cylinder in
free space for a frequency of~a! 750 Hz,~b! 1500 Hz, and~c! 3000 Hz.

FIG. 5. Two-dimensional slice (y50) of total field for a finite cylinder
fractionally buried in lower half-space with~a! c51550 m/s, r
51100 kg/m3, and near-normal incidence and~b! c51800 m/s, r
51500 kg/m3, and a subcritical grazing angle of incidence.

3392 3392J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 John A. Fawcett: Coupled-mode modeling of object scattering



tract the source term, Eq.~26b!, from the expression for the
interior field, Eq.~24!. In Fig. 6~a! we show a vertical slice
of this field. There is a five-lobed appearance to this field
~recall that the scattered field satisfies the appropriate conti-
nuity conditions at the water/sediment interface!. In Fig. 6~b!
we show a horizontal slice of the same field in the water
column atz54 m. This plot shows the horizontal extent of
the three lobes in the water column of Fig. 6~a!.

III. SUMMARY

We have shown that coupled modes can be effectively
used to solve three-dimensional object scattering problems in
the case that the object and the surrounding environment are
azimuthally symmetric. We used Galerkin’s method to com-
pute eigenfunctions and eigenvalues for vertical velocity pro-
files with added attenuation profiles. In this paper, the scat-
tering objects considered were finite cylinders; however,
more complicated structures including shelled cylinders can
be considered by coupling together additional cylindrical do-
mains.

The approach of this paper can be used to model the
object scattering in a variety of background environments;
free space, half-space, buried and partially buried, and
waveguides. It should be possible to use coupled elastic
modes10 to solve analagous scattering problems for elastic
objects. In this paper, we considered scattering problems for
frequencies up to 3000 Hz, the frequency could be increased
at the expense of computing more modes and having larger
coupling matrices. Alternatively, for free-space or half-space
scattering problems, it might be possible in some cases to
reduce the vertical extent of the surrounding space about the
object, thereby reducing the number of required modes.
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The finite-difference time-domain~FDTD! method is a numerical technique that makes no explicit
physical approximations to the underlying problem. The quality of a FDTD-based solution typically
is determined by the discretization of the computational domain—the smaller the spacing, the more
accurate the solution. Unfortunately, for large computational domains, i.e., ones spanning many
wavelengths, the small spatial step size needed to obtain a high-fidelity solution may lead to a
prohibitively large number of unknowns. Here it is shown how the FDTD method can be used to
model accurately scattering from pressure-release surfaces above a homogeneous water column. To
keep the computational cost manageable, a number of enhancements to the standard FDTD
algorithm are employed. These enhancements include correcting for numerical dispersion along the
specular direction of the incident insonification, using locally conformal cells at the pressure-release
boundary, and propagating the field through the homogeneous water column via an analytic method.
The accuracy of the FDTD approach is demonstrated by comparison with an integral equation-based
reference solution to the same rough surface scattering problem@Thorsos,Proceedings of the
Reverberation and Scattering Workshop, pp. 3.2–3.20~1994! Naval Research Laboratory Book
Contribution NRL/BE/7181-96-001#. © 1997 Acoustical Society of America.
@S0001-4966~97!03912-X#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.20.Fn@DLB#

INTRODUCTION

The finite-difference time-domain~FDTD! method is a
numerical technique that has been used to solve a wide range
of problems for electromagnetic, acoustic, and elastic wave
propagation~see, for example, Refs. 1–3!. While the FDTD
method does not use any explicit physical approximations to
the underlying problem, implicit approximations are inherent
to any numerical method. For the FDTD method, these ap-
proximations include homogeneity of the material over indi-
vidual cells and a ‘‘staircase’’ approximation to the interface
between materials. One strength of a numerical method is
that errors introduced by these implicit approximations can,
in theory, be made vanishingly small. However, there is a
trade-off between accuracy and computational cost. To ob-
tain an accurate solution to a large problem using standard
FDTD techniques, the number of unknowns required may be
prohibitively large.

In this paper, it is shown that the FDTD method can be
used to predict accurately the fields scattered from one-
dimensional rough pressure-release surfaces spanning 200,
or more, wavelengths of the insonification. This problem
naturally lends itself to the use of several algorithm enhance-
ments that permit an accurate solution at a reasonable cost
and hence that make the solving of large problems feasible.

In a previous paper, the FDTD method was used in a
Monte Carlo technique to obtain scattering cross sections for
randomly rough surfaces satisfying the Dirichlet boundary

condition.4 Both single-scale Gaussian and multiscale
Pierson–Moskowitz surface roughness spectra were consid-
ered. The FDTD results agreed with those obtained by Thor-
sos using an integral equation~IE! technique.5 However, the
calculation of a scattering cross section, or scattering
strength, requires the determination of fields far from the
scatterer. Also, Monte Carlo studies, such as the ones used in
Refs. 4 and 5, require averaging of results over many surface
realizations. Since near fields are typically more complicated
than far fields, and since averaging may mask small errors, it
is possible that the FDTD method might not provide accurate
results in the near-field for any single surface realization. To
address this concern, this paper examines FDTD-based re-
sults for a reference problem for which an accurate IE-based
solution exists.6 For this problem, near-field pressures are
obtained for a single surface realization. Excellent agreement
between the two solutions is obtained. Stephen has published
a FDTD solution to the same problem, and his results agree
well with the reference solution.7 The work presented here
differs from Stephen’s in that the number of unknowns and
the computational time are reduced by more than an order of
magnitude. In addition, greater accuracy is obtained.

The FDTD method can be used to yield a full wave,
time-domain solution to the surface scattering problem with-
out placing restrictions on the underlying physical geometry.
This allows the direct study of the scattering physics, but
also permits benchmarking of approximate methods such as
the small slope8 and parabolic equation approximations.9 Ad-
ditionally, exact methods can be used to benchmark other
less computationally expensive numerical methods. The ref-
erence problem considered here is a rigorous test of numeri-

a!Electronic mail: fhasting@eecs.wsu.edu
b!Electronic mail: schneidj@eecs.wsu.edu
c!Electronic mail: shira@eecs.wsu.edu
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cal accuracy; by comparing results in the near field, it is
possible to detect small discrepancies that might not be evi-
dent in a far-field comparison. The results presented in this
paper, in conjunction with those presented in Ref. 4 verify
the accuracy of the FDTD method for the Dirichlet rough
surface scattering problem.

The FDTD method is a time-domain method that can
provide results over a broad frequency spectrum by means of
a single simulation. However, since the reference problem
and the corresponding IE reference solution were posed in
the frequency domain, the FDTD solution presented here is
restricted to a single frequency. Thus, we demonstrate the
accuracy of the FDTD method, but do not concentrate on
exploiting its full power.

In the next section, we describe the reference problem
and present a comparison of the FDTD and IE results. In
Sec. II we discuss the details of implementing the FDTD
method and the enhancements employed.

I. REFERENCE PROBLEM AND SOLUTION

The reference problem considered~Fig. 1! consists of a
one-dimensional, rough pressure-release sea surface, an is-
ovelocity water column, and harmonic tapered-beam
insonification.6 The rough surface is a single realization from
a set of surfaces generated using a Pierson–Moscowitz wave
number spectrum for a wind speed of 15 m/s.10 The surface
height is specified over a range of 750 m. The incident har-
monic pressure is given at zero range,x50, by

pinc~x50,z!5expS 2
~z2z0!2

g2 Dexp~ ikz sin u i !, ~1!

whereu i510° is the mean grazing angle,g527.55 m is the
half-power width,z05266.12 m is the location of the pres-
sure maximum, andk52p f /c m21 is the wave number. The
frequencyf is 400 Hz and the sound speed in waterc is 1500
m/s. Depth increases in the negativez direction. The FDTD
simulation requires that the incident field be specified on the
surface and also at the receiver. Using Green’s second theo-
rem, one can express the incident field at any point in the
water column in terms of the field at zero range,

pinc~x,z!52E
2`

`

pinc~x850,z8!

3
]G0~x,z;x8,z8!

]x8
U

x850

dz8, ~2!

where G0(x,z;x8,z8) is the two-dimensional free-space
Green’s function given by

G0~x,z;x8z8!5
i

4
H0

~1!~kA~x2x8!21~z2z8!2!. ~3!

The maximum value ofpinc(x50,z) is unity and occurs at a
depth ofz5z0 . As written,~2!, with the upper limit of inte-
gration at infinity, is for an infinite water column and is not
directly applicable to the problem at hand. However,
pinc (x50, z! is small forz>0 m, so the integration can be
truncated at an upper limit of zero without introducing sig-
nificant error.

The goal of the reference problem is to find the total
pressure at a range of 750 m over a 200-m depth starting at
the surface~i.e., x5750 m and2200<z<0 m!. The refer-
ence solution was obtained using an IE technique.6 Careful
analysis was done to ensure that numerical errors were small.

Figure 2 shows a plot of the magnitude of the pressure
over the 200-m depth for the reference solution and the
FDTD solution. The two curves are nearly identical except
near depths of 10 and 160 m, where there are slight differ-
ences. Adjusting the location of the absorbing boundary con-
dition relative to the surface affected the error at 10 m.
Hence, the discrepancy at this location is attributed to arti-
facts introduced by the absorbing boundary condition. This is
discussed further in Sec. II F. No obvious explanation was
found for the discrepancy in the data at 160 m; it is most
likely due to the differences between the FDTD and IE
implementations.~For example, for the FDTD solution the
elevation of the pressure-release surface was sampled every
1
16 of a wavelength, whereas for the IE solution the surface
was sampled every110 of a wavelength.! It should be noted
that these differences and the resulting discrepancies in the
data are well within practical limits.

FIG. 1. Reference problem geometry. The surface is drawn to scale. The
expanded view shows a segment of the surface and lines with lengths equal
to one wavelength of the insonification. The incident field is specified at a
range of zero~identified as the transmitter!. The goal is to determine the
scattered pressure at a range of 750 m over a depth of 200 m~identified as
the receiver!. The terms transmitter and receiver are used logically and are
not meant to imply the existence of a physical device at these locations.

FIG. 2. Pressure magnitude over a depth of 200 m at a range of 750 m.
Reference solution and FDTD solution.
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Figure 3 shows the phase of the pressure for the refer-
ence solution and the FDTD solution.~The branch cut was
taken at 180° and, for the sake of clarity, the segments are
not connected across the cut.! Again, the reference solution
and FDTD solution exhibit excellent agreement except near
a depth of 10 m. The difference seen in the magnitude at 160
m is not present in the phase.

II. FDTD IMPLEMENTATION

A. Basic equations

The governing acoustic equations in two dimensions are

]p

]t
52rc2S ]vx

]x
1

]vz

]z D , ~4!

]vx

]t
52

1

r

]p

]x
, ~5!

]vz

]t
52

1

r

]p

]z
, ~6!

wherep is pressure,vW 5vxâx1vzâz is velocity, andr is den-
sity. For the reference problem the isovelocity water column
has a density of 1000 kg/m3. The updated equations for the
FDTD method are obtained by replacing the derivatives in
~4!–~6! by finite differences and solving for ‘‘future’’ fields
in terms of present and past fields. To obtain a fully explicit
scheme the points at which the fields are evaluated must be
offset spatially and temporally. Second-order accurate cen-
tral differences can be used to approximate all the derivatives
if the fields are discretized so they are defined at the follow-
ing evaluation points:

p~x,z,t !5p~ iDx, j Dz,nDt !5pn~ i , j !, ~7!

vx~x,z,t !5vx„~ i 11/2!Dx, j Dz,~n11/2!Dt…

5vx
n11/2~ i , j !, ~8!

vz~x,z,t !5vz„iDx,~ j 11/2!Dz,~n11/2!Dt…

5vz
n11/2~ i , j !, ~9!

whereDx andDz are the range and depth spatial step sizes,
respectively, andDt is the temporal step size. A portion of

the FDTD grid is shown in Fig. 4. In this workDx5Dz5d.
On the right-hand side of~7!–~9!, the fields are specified by
their spatial and temporal indices, i.e., the arguments and the
superscripts, respectively. For thevx and vz components of
velocity, the spatial offsets are implied by the field compo-
nent@i.e., vx( i , j ) is not collocated withvz( i , j )#. The tempo-
ral offset between the fields is explicitly retained in the tem-
poral index. Replacing the derivatives in~4!–~6! with finite
differences and using the discretization of~7!–~9! yields the
following update equations:

pn~ i , j !5pn21~ i , j !2rc
cDt

d
@vx

n21/2~ i , j !

2vx
n21/2~ i 21,j !1vz

n21/2~ i , j !

2vz
n21/2~ i , j 21!#, ~10!

vx
n11/2~ i , j !5vx

n21/2~ i , j !2
1

rc

cDt

d

3@pn~ i 11,j !2pn~ i , j !#, ~11!

vz
n11/2~ i , j !5vz

n21/2~ i , j !2
1

rc

cDt

d

3@pn~ i , j 11!2pn~ i , j !#. ~12!

These equations are used in a leap-frog scheme to obtain the
unknown future fields in terms of the known past and current
fields. This explicit scheme, unlike many implicit schemes, is
not unconditionally stable. To obtain a stable solution in two
dimensions, the factorcDt/d, known as the Courant number,
must be less than or equal to 1/&. ~For more information on
the Courant number and stability of the FDTD method the
reader is referred to Ref. 1.!

In the remainder of this paper we discuss the application
of these equations to solving the reference problem. Several
enhancements that are not found in ‘‘traditional’’ FDTD-
based solutions are presented. Collectively, these enhance-
ments enable the FDTD method to produce accurate results
at a reasonable computational cost.

FIG. 3. Pressure phase over a depth of 200 m at a range of 750 m. Reference
solution and FDTD solution.

FIG. 4. Staircase and contour path models of the surface are shown. Part~a!
shows the actual surface~black solid line! with staircase approximation
~gray solid line! and conformal cells~dashed lines!. The conformal cells are
bounded on the top by the actual surface. Conformal cells are shown forvx

andvz in parts~b! and ~c!, respectively.
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B. Incident field and scattered-field formulation

Insonification of the FDTD grid was accomplished using
a scattered-field approach for which the field at the pressure-
release surface is set to the negative of the incident field.
Hence, it was necessary to calculate the incident field at the
surface. Incident field data were available from Thorsos in a
format suitable for the IE method.6 However, since the el-
evations of the pressure-release surface were sampled at dif-
ferent ranges for the FDTD solution, it was necessary to use
an independent calculation of the incident field. For the IE
solution,~2! was integrated using a single-precision Riemann
sum over the limits2150<z<0 m. For the FDTD solution,
a semi-infinite, double-precision integral was used. Integra-
tion was performed with an adaptive quadrature routine from
the QUADPACK integration package.11

To exploit fully the power of the FDTD technique, the
incident insonification should be transient, allowing informa-
tion to be obtained over a band of frequencies. However,
when results are needed for only a single frequency, as for
the case here, one can either use transient insonification and
extract the information at the desired frequency or, alterna-
tively, use ‘‘quasi-harmonic’’ illumination and wait for the
transients to die out. By ‘‘quasi-harmonic’’ we mean the
excitation is zero at the start of the simulation but then, after
a gradual ramp in magnitude as described below, varies har-
monically. Each approach requires approximately the same
number of time steps. With the first approach, the simulation
must be run until all energy has propagated out of the com-
putational domain to prevent frequency aliasing. With the
second approach, the simulation must be run until all tran-
sients dissipate and steady state is obtained. Since the refer-
ence problem specified the insonification at a single fre-
quency and a suitable analytic expression for transient
illumination was not readily available, we used a quasi-
harmonic incident field.

For a point (xs ,zs) on the surface,~2! can be used to
obtain the scattered field phasorAs exp(2ias) ~the scattered
field is the negative of the incident field as reflected in the
phase ofas!. In the time domain this becomesAs cos(vt
1as). Use of this time-domain representation for all surface
points throughout the computational domain would cause an
exceedingly large transient since all the surface fields would
switch on simultaneously. An excessive number of time
steps would then be required to dissipate this transient. The
transient associated with the introduction of the incident field
can be reduced significantly by gradually turning on the
field. This can be accomplished by weighting the amplitude
of the surface fields in accordance with a temporally ramped
plane wave. Specifically, for points on the surface the scat-
tered pressure is

ps~xs ,zs ,t !5As cos~vt1as!u~j!@12exp~2j2/t2!#,
~13!

wherej5ct2xs cosui2zs sinui , u is the unit step function,
andu i is the incident angle. The time constantt controls the
rate at which the surface fields ramp up to their final values;
for this work, it was set to approximately ten periods of the
harmonic insonification. This modified form of the incident

field affects only the transient and not the steady-state behav-
ior.

C. Near-field to near-field transformation

As shown in Fig. 1, the reference problem requires cal-
culation of the scattered field over a 200-m depth at a range
of 750 m, i.e., over the line labeled ‘‘receiver.’’ A FDTD
grid can be constructed to span the entire receiver. After
steady state has been obtained, the scattered field at the re-
ceiver is then recorded directly from the grid. However, this
is not the most efficient approach. Since the water column is
homogeneous, it is possible to calculate analytically the scat-
tered field at any point in the water column using a near-field
to near-field~NFNF! transformation. This approach has two
important advantages over a direct FDTD solution:~i! the
computational domain is much smaller and~ii ! the effects of
numerical dispersion are reduced. As a result, the computa-
tional cost is reduced while, at the same time, the accuracy is
improved.

Implementation of the NFNF transformation is straight-
forward. Once steady state is reached, the scattered fields are
recorded over an imaginary boundary three cells below the
lowest point of the surface. This boundary is referred to as
the data collection zone and is shown in Fig. 5. Again em-
ploying an analytic expression, similar to~2!, the scattered
fields at the ‘‘receiver’’ are calculated from the measured
fields.

Steady state was defined to exist when the magnitudes
and phases no longer changed significantly from one period
of the incident field to the next. The simulation was termi-
nated when the average relative change in magnitudes was
less than 0.001 and the average change in phase was less
than 0.05°. To obtain the values of the magnitudes and
phases, the required fields were sampled twice each period
along the data collection zone. With harmonic oscillation
assumed, the two samples were sufficient to determine the
magnitude and phase of the signal.

In the NFNF approach, the computational domain is
made large enough to accommodate the surface, the data
collection zone, and the absorbing boundary condition. In
comparison with the standard FDTD approach, for which the
computational domain encloses the entire receiver, the verti-
cal dimension of the domain is reduced by approximately
91%. In addition, for the NFNF approach the fields propa-

FIG. 5. Computational domain for the FDTD simulation. The PML ABC
bounds the lower edge and part of the sides of the domain. The measure-
ment boundary is the line over which the pressures and velocities are mea-
sured for transformation to the ‘‘receiver.’’ In this figure the vertical scale
has been expanded by a factor of approximately 15.
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gate only from the surface to the data collection zone before
they are measured, in contrast to the standard FDTD ap-
proach for which the fields propagate from the ‘‘transmitter’’
to the ‘‘receiver.’’ The error introduced by numerical disper-
sion increases with the distance the fields propagate. Hence,
this error is significantly smaller for the NFNF approach as
discussed further in the next section

D. Dispersion correction

Equations ~10!–~12! are inherently dispersive. For a
plane wave propagating in the FDTD grid at an anglef with
respect to thex axis, the numeric dispersion relation

S d

cDt D
2

sin2S vDt

2 D5sin2S d k̃ cosf

2 D
1sin2S d k̃ sin f

2 D , ~14!

wherek̃ is the wave number for the fields propagated by the
FDTD simulation andv is the frequency.1 This reduces to
the usual continuous-space dispersion relation, i.e.,k2

5v2/c2, in the limit asd andDt approach zero.~Note that
the FDTD scheme used here discretizes the coupled first-
order governing differential equations. However, the disper-
sion relation is the same for the discretized form of the wave
equation.12!

To minimize the memory required for a simulation, the
coarsest possible grid should be used. However, in practice,
certain errors increase as the spatial step size increases, thus
imposing limits on the coarseness of the grid. These errors
are associated with~i! assuming homogeneity for a material
over discrete ‘‘cells,’’~ii ! approximating material boundaries
as ‘‘staircased,’’ and~iii ! numeric dispersion. In the problem
under consideration, the water column is homogeneous so
the first source of error is not relevant. The second source of
error is considered in the next section. The error associated
with numeric dispersion, i.e., the amount thatk̃ differs from
the true wave number, is a function of the spatial step size,
the angle of propagation, and the Courant number. For a
given spatial step size and propagation angle, the error is at a
minimum at the Courant limit~which is 1/AD whereD is the
number of spatial dimensions in the problem!.13,14 Thus, the
Courant limit was used for the FDTD solution to the refer-
ence problem. A spatial step size of1

16 of a wavelength is not
uncommon in FDTD simulations involving objects~scatter-
ers! less than 10 wavelengths in size. This discretization,
though considered large, was found to be acceptable for the
reference problem, provided corrections were made for nu-
meric dispersion as described below.

At 16 points per wavelength~PPW! and the Courant
limit and assuming plane wave propagation at an angle of
10° @i.e., f510° in ~14!#, the phase velocity in the FDTD
grid is 0.287% slower than the true phase velocity. This dif-
ference in velocity seemingly is small, but the error associ-
ated with it is cumulative. After a wave propagates through a
large computational domain, such as the one considered
here, the total phase error can be quite large. Here the dif-
ference betweenk andk̃ produces approximately one degree

of phase error per wavelength of propagation. Thus, propa-
gation across the entire 200-wavelength computational do-
main would result in 200 degrees of phase error.

As discussed in Sec. II C, a NFNF transformation was
used to obtain the fields at the receiver. By analytically
‘‘propagating’’ fields whenever possible, a much smaller
computational domain was used than would otherwise have
been required. However, this scheme mixes analytic and nu-
meric wave numbers over a large computational domain, re-
quiring that the two wave numbers agree more closely than
they do when using a discretization of 16 PPW in the stan-
dard FDTD method. Fortunately, this problem can be solved
in one of two ways:~i! the analytic wave number can be
increased to agree with the numeric one or~ii ! the material
parameters in the simulation can be adjusted to make the
numeric wave number agree with the analytic one. In this
work, the former approach was used. Thus, in analytic ex-
pressions,k was replaced by 1.00288k. Since the wavelength
in the FDTD simulation was contracted, the height and
length of the pressure-release surface were scaled corre-
spondingly~divided by a factor of 1.00288!. Finally, when
transforming back into physical space from numeric space
~points in the FDTD grid!, the spatial coordinates were re-
scaled by multiplying by a factor of 1.00288.

The reference problem is well suited to such a simple
dispersion correction since the incident field propagates pri-
marily in a single direction~i.e., although the incident insoni-
fication is not a plane wave, most of the incident energy
propagates at an anglef close to 10° grazing!. If the incident
field were not approximately planar~e.g., the field due to a
line source near the surface!, it would be difficult to define a
meaningful dispersion correction factor, and dispersion er-
rors would have to be controlled by a suitable selection of
the PPW.

It should be noted that for the problem considered here,
the benefits of using a dispersion correction are not restricted
to results near the specular direction~10° grazing!. The fields
coupled into the grid are dictated by an analytic expression
for the incident field. It is important that the phase velocity
~or wave number! of the analytic expression and the phase
velocity of the fields in the grid are matched. Without proper
matching, the fields coupled into the grid will behave as if
the incident field arrived at an angle other than the true inci-
dent angle. By correcting for numerical dispersion, the inci-
dent angle is true. However, the scattered fields do leave the
surface at all angles. Thus, energy that is propagating in di-
rections other than specular~or backscatter! will suffer some
numerical dispersion since the dispersion correction is only
exact for a single angle. However, these scattered fields are
recorded~at the data collection zone! after traveling only a
short distance and, hence, at that point, have not accumulated
any significant phase error. Since the fields are analytically
propagated after being recorded, no additional phase error is
ever introduced.

The type of dispersion correction described above is not
restricted to the Dirchlet problem. It can be applied equally
well to fluid–fluid and fluid–elastic interface problems.
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E. Surface realization and conformal cell

The reference problem specified heights to a high degree
of accuracy, but only at discrete range samples separated by
1
10 of a wavelength. Since the FDTD simulation requires a
finer discretization in range, it was necessary to interpolate
between the surface heights provided. Hence, the resulting
surface was slightly different than that used for the IE
method.

A standard FDTD implementation uses a Cartesian grid
that allows specification of media only to within a grid space.
As a result, curved boundaries are modeled using a staircase
approximation as shown in Fig. 4~a!. Such an approximation
can produce significant artifacts due to nonphysical scatter-
ing. This is remedied either by using a very finely discretized
grid or by using a conformal technique for which the grid
structure is altered to conform to the scatterer. In this work, a
locally conformal technique was used based on the integral
form of ~5! and ~6!. Rewriting these equations as a single
vector equation and taking the volume integral of both sides
yields

E
V

]vW

]t
dv52E

V

1

r
“p dv. ~15!

Using the identity*v“f dv5*sfn̂ ds and reducing to the
2-D case yields

E
S

]vx

]t
ds52 R

l

1

r
pnx dl, ~16!

E
S

]vz

]t
ds52 R

l

1

r
pnz dl, ~17!

where surfaceS and contourl are shown in Fig. 4~b! and~c!
for field componentsvx andvz , respectively. The quantities
nx and nz are thex and z components, respectively, of the
outward unit normal vector along the contour. This method
is analogous to that introduced by Jurgenset al.15 It is as-
sumed thatvx andvz are constant overS and p is constant
over each segment of the contour. To satisfy the Dirichlet
boundary condition, the pressure on the surface is set to the
negative of the incident field. The incident field is computed
at the center of the contour segment adjoining the surface.
Under these assumptions,~16! and ~17! reduce to the time-
stepping relations

vx
n11/2~ i , j !5vx

n21/2~ i , j !2
Dt

1
2~ l 11 l 2!dr

„pn~ i , j !

2A11~ l 22 l 1!2nxpinc… ~18!

vz
n11/2~ i , j !5vz

n21/2~ i , j !2
Dt

1
2~ l 31 l 4!dr

„pn~ i , j 11!

2A11~ l 32 l 4!2nzpinc…, ~19!

where lengthsl 1 , l 2 , l 3 , and l 4 are shown in Fig. 4~b! and
~c!.

Pressure nodes that have one or more neighboring ve-
locities above the pressure-release surface are not used. In-
stead, the velocities that would normally depend on them for

update are computed using extended cells. Hence, no special
update equation is needed for pressure nodes that occur near
the surface. To obtain~18! and ~19! the conformal cells are
approximated as trapezoids. This introduces a slight change
in the surface geometry; however, the difference is small
compared to the staircase approximation. Conformal-cell up-
dates only occur near the interface; in fact~16! and ~17!
reduce to~11! and ~12! for square cells.

Many of the locally conformal schemes developed for
electromagnetics problems can be adapted for acoustics
problems. The method used here is adapted from one devel-
oped for electromagnetic scattering from perfect electric
conductors.15 Fluid-fluid boundaries are analogous~in 2-D!
to dielectric–dielectric boundaries and hence the locally con-
formal schemes which have been developed for dielectric
interfaces can be used to solve fluid–fluid problems. These
methods are not restricted to surface scattering problems
such as the one considered here—they can also be applied to
discrete scatterers with complicated geometries including
wedges, slots, and curved surfaces.1

F. Absorbing boundary conditions

For unbounded problems, a FDTD simulation requires
the use of absorbing boundary conditions~ABCs!. Here, the
perfectly matched layer~PML!16 ABC was used. As shown
in Fig. 5, the ABC bounds the computational domain below
the surface and terminates on the edges at the water–air in-
terface. The surface was extended with flat buffer zones on
either end to accommodate the PML. The PML thickness
used was 16 grid spaces.

A minimum vertical grid dimension of 78 cells was used
to accommodate the surface and the PML. Increasing this
value caused a change in the results at a depth of 10 m;
however, the magnitude of the difference between the FDTD
and reference solutions remained relatively constant. Hence,
it is likely that reflections from the ABC were the cause of
the discrepancy at the 10-m depth. To eliminate completely
spurious energy from the ABC, it would be necessary to
increase the size of the computational domain to such an
extent that the problem would become numerically intrac-
table. However, given the published literature documenting
the excellent overall performance of the PML ABC and the
weak dependence of the observed results on the size of the
computational domain, one can be confident that the error
introduced by the PML is small.

G. Comparison with another FDTD solution

A FDTD-based solution to the reference problem has
been published by Stephen.7 His solution is based on the
full-grid implementation—that is, the computational domain
fully encompasses the surface, ‘‘transmitter,’’ and ‘‘re-
ceiver.’’ The incident field is propagated directly from the
‘‘transmitter’’ via the FDTD grid, and no NFNF transforma-
tions are used. Table I lists some of the differences between
the full-grid solution and the solution presented here. The
full-grid solution agreed well with the reference solution.
However, with the exception of the field near a depth of 10
m, the results presented in this paper agree better with the
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reference solution than do the full-grid results. The full-grid
solution was obtained using 20 PPW instead of 16. The
amount of phase error due to dispersion is reduced 36%
when the PPW are increased from 16 to 20. However the
NFNF approach with the dispersion correction had better
overall accuracy. From Table I, it is apparent that the NFNF
approach is computationally more efficient than the full-grid
approach. However, the implementation used in Ref. 7 was a
general elastic/acoustic scheme. The use of strictly acoustic
update equations would reduce the number of unknowns and
run time shown for the full-grid approach by a factor of
approximately3

5. The run times shown in Table I provide an
estimate of the speed-up that can be realized using the ap-
proach presented here~which is more than an order of mag-
nitude faster!. However, although the machines on which
these codes were run are roughly comparable in computa-
tional power factors such as clock speed, cache size, and
compiler optimization will also influence run times.

III. SUMMARY

A FDTD method for simulating scattering from rough,
pressure-release surfaces has been presented. The approach
relies on a near-field to near-field transformation to reduce
computational cost and utilizes a correction for the inherent
numerical dispersion of the FDTD method. A conformal grid
technique was used to model more accurately the surface
geometry at a modest number of points per wavelength~16
PPW!. An alternate full-grid FDTD implementation was
compared with the NFNF implementation presented here.
The comparison shows that the NFNF approach has better
overall accuracy and is far more computationally efficient

than the full-grid scheme. Finally, the FDTD solution was
compared with the IE reference solution and results for both
the magnitude and phase are virtually the same.
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Points/l 20 16
Field Total Scattered

Code type Elastic Acoustic
Grid Stairstep Conformal

Unknowns '273106 '0.83106

Time steps 7205 5400
Run time 9 h 22 min 38 min
Machine DEC Alpha 3000/400 HP 9000/735
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A novel formalism for the exact isolation of resonances from Rayleigh normal modes~or partial
waves! for acoustic wave scattering from submerged fluid or elastic bodies is proposed. The
resonance scattering function consisting purely of resonance information is proposed. Both the
magnitude and phase of isolated resonances can be correctly obtained by using the proposed
formalism while previous works based on classical resonance scattering theory can give only
magnitude correctly. The reason previous works could produce correct magnitude information for
acoustic wave scattering~no mode conversion! is explained. Plane compressive wave scattering
from a variety of submerged bodies is analyzed by utilizing the proposed resonance scattering
function and the isolated resonances are compared with previously published studies. The exact
p-phase shifts through the resonance and at the anti-resonance caused by the interaction between
adjacent resonances, which have never been reported before, show that the proposed formalism
properly extracts the resonances from each partial wave. ©1997 Acoustical Society of America.
@S0001-4966~97!01912-7#

PACS numbers: 43.30.Gv, 43.30.Jx, 43.40.Ey@JHM#

INTRODUCTION

Since the formalism of classical resonance theory of
nuclear reactions was applied to the problem of acoustic
wave scattering from submerged elastic circular cylinders
and spheres, resonance scattering theory1,2 has been the
foundation of various studies on acoustic and elastic wave
scattering. Resonance scattering theory demonstrates in a di-
rect fashion that the strongly fluctuating behavior of the cross
section for sound scattering from elastic bodies is caused by
a superposition of the scatterer’s eigenvibration and a
smoothly varying geometric background. The resonance
scattering formalism employs the method of linear approxi-
mation in the frequency domain as used in nuclear resonance
reaction theory. It shows the total scattering is obtained as a
sum of resonance terms and a background term. Although
other theories have been applied to acoustic and elastic wave
scattering problems, resonance scattering theory has
uniquely allowed not only a clearer understanding of the
resonance regionof the scattering cross section of any pen-
etrable body, but has also provided the basis for important
applications such as a target identification technique by re-
mote sensing.3,4 Utilizing resonance scattering theory, the
resonance terms have been obtained by subtraction of a
proper background~rigid, soft or intermediate! from the in-
dividual partial waves in the Rayleigh normal mode series in
numerous papers1–8 during the last two decades. The magni-
tudes of the isolated resonances could be obtained with con-
fidence by this procedure. However, the phase information

has remained unclear and therefore has not usually been dis-
cussed clearly in the open literature although the phase in-
formation is as important as the magnitude information. In
this study, we investigate how the exact resonance informa-
tion for both magnitude and phase~real and imaginary parts!
can be obtained from the Rayleigh normal modes.

Section I briefly reviews classical resonance scattering
theory. Section II proposes a novel resonance formalism for
acoustic wave scattering from elastic or liquid bodies. The
resultant resonance formalism is compared with classical
resonance scattering theory. Section III discusses the consis-
tency of the proposed formalism with resonance scattering
theory. In Sec. IV, numerical analyses are performed using
both the proposed method and the previous method for a
variety of typical examples in acoustic wave scattering, and
the results are discussed. Finally, Sec. V concludes this pa-
per.

I. RESONANCE SCATTERING THEORY

Let us consider an infinite plane acoustic wave
p0expi(kX2vt) with a propagation constantk5v/c, incident
along theX axis on a solid elastic cylinder of radiusa and
densityrc whose axis coincides with theZ axis ~Fig. 1!.

We follow closely the derivation contained in Flax.1 At
a pointP(r ,f) located in the fluid of densityrw surrounding
the cylinder, it produces the following scattered fieldPsc:

Psc~r ,f!5p0(
n50

`

«ni nAn~x!Hn
~1!~kr !cosnf, ~1a!

wherea!Electronic mail: hnrhee@ns.kopec.co.kr
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An52
Jn~x!Fn2xJn8~x!

Hn
~1!~x!Fn2xHn

~1!8~x!
. ~1b!

The time dependence exp(2ivt) disappears because
steady state is being studied.p0 is the incident pressure mag-
nitude,«n is the Neumann factor («n 51 for n 5 0, and«n

52 for n.0), Jn and Hn
(1) are the Bessel function and the

Hankel function of the first kind, respectively, and the quan-
tity Fn , related to the modal mechanical impedance of the
cylinder ~Junger and Feit9!, is the quotient of two 232 de-
terminants

Fn52
rw

rc
xT

2
Dn

~1!~xL,xT!

Dn
~2!~xL,xT!

, ~2a!

where

Dn
~1!~xL,xT!5Ua22 a23

a32 a33U , Dn
~2!~xL,xT!5Ua12 a13

a32 a33U .

~2b!

The elementsalm are given in standard texts.5 The argu-
ment x of the Bessel and Hankel functions in Eq.~1b! is x
5ka5va/cw , wherecw is the speed of sound in the ambi-
ent fluid. The prime denotes differentiation with respect to
the argument. The matrix elementsalm of Eq. ~2b! contain
Bessel functions with argumentsxL5kLa5va/cL and xT

5kTa5va/cT , where cL and cT are, respectively, the
speeds of longitudinal and transversal waves in the cylinder
material. In the far field wherer @a, the asymptotic form of
Hankel function may be written as

FIG. 1. Geometry for acoustic wave scattering from an infinite circular
cylinder.

FIG. 2. Comparison of magnitudes and phases of isolated resonances by new method~solid curve! and previous method~dotted curve! for nth scattered partial
waves for a submerged aluminum sphere with~a! n50, ~b! n51, ~c! n52, ~d! n53.
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Hn
~1!~kr !A 2

p ikr
i 2neikr , ~3!

Then, the far field scattered pressure becomes

Psc~f!5p0eikrA 2

p ikr (n50

`

«nAn~x!cosnf. ~4!

The far field form functionf ` is defined to give a non-
dimensional representation of the scattered pressure

f `~f!5A2r

a

Psc

p0
e2 ikr . ~5!

It can be given as in another form by using Eq.~4!,

f `~f!5
2

Ap ix
(
n50

`

«nAn~x!cosnf. ~6!

The individual normal modes or partial waves which
make up the form functions are defined as

f n~f!5
2

Ap ix
«nAn~x!cosnf ~7!

so that

f `~f!5 (
n50

`

f n~f!. ~8!

@Some of the individual normal modes in Eq.~7! were plot-
ted by Flax.1 However, we note that, in Fig. 2 of Flax,1 the
graphical plots forf n(f)’s were reversed for the cylinder
and sphere cases. Flax,2 Veksler,5 and Überall6 also provided
plots for f n(f)’s labeled for a cylinder but were actually
f n(f)’s for a sphere.#

There are two limiting cases of these results. Ifrc →`,
the solution applies to scattering by a rigid cylinder:

An~x!r52
Jn8~x!

Hn
~1!8~x!

. ~9!

If rc →0, the solution applies to scattering by a soft cylin-
der:

An~x!s52
Jn~x!

Hn
~1!~x!

. ~10!

The scattered pressure of Eq.~1a! may be rewritten as
the normal mode series~settingp051)

FIG. 3. Comparison of magnitudes and phases of isolated resonances by new method~solid curve! and previous method~dotted curve! for nth scattered partial
waves for a submerged aluminum cylinder with~a! n50, ~b! n51, ~c! n52, ~d! n53.
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Psc~r ,f!5
1

2(
n50

`

«ni n~Sn21!Hn
~1!~kr !cosnf, ~11!

where the scattering function of thenth mode with a constant
unit magnitude, containing the scattering phase shiftsdn is
introduced as follows:

Sn5e2idn. ~12!

In the present case,

Sn2152An~x!. ~13!

For rigid and soft cylinders, the scattering functions are, re-
spectively,

Sn
r 52

Hn
~2!8

Hn
~1!8

5e2idn
r

~14a!

and

Sn
s52

Hn
~2!

Hn
~1! 5e2id n

s
. ~14b!

The corresponding phase shifts can be shown to be the real
quantities

tan dn
r 5

Jn8~x!

Yn8~x!
, tandn

s5
Jn~x!

Yn~x!
. ~15!

A rigid or soft scattering function may be factored out
from the elastic scattering function as follows:

Sn5Sn
r ~Fn

212zn
~2!21!/~Fn

212zn
~1!21! ~16a!

or

Sn5Sn
s~Fn2zn

~2!!/~Fn2zn
~1!!, ~16b!

where the quantities

zn
~ i !5xHn

~ i !8~x!/Hn
~ i !~x!, i 51,2 ~16c!

are related to the modal specific acoustic impedances~Junger
and Feit9!.

Employing some mathematical manipulations,1,2 which
are omitted here for the sake of brevity, resonance scattering
theory shows that the quantity that appears in Eq.~11! can be
approximated as

FIG. 4. Nyquist plot for the resonance scattering function for any partial
wave number for all frequency range for any type of scatterer immersed in
water.

FIG. 5. Nyquist plot forSn2Sn
r for nth scattered partial waves for a sub-

merged aluminum sphere with~a! n50, ~b! n52, up toka525.
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Sn2152ie2idn
r F(

l 51

` 1
2 Gnl

r

xnl
r 2x2 1

2 iGnl
r

1e2 idn
r

sin dn
r G ,

~17a!

or

Sn2152ie2idn
sF(

l 51

` 1
2 Gnl

s

xnl
s 2x2 1

2 iGnl
s

1e2 idn
s

sin dn
sG ,

~17b!

wherexnl
r or xnl

s is the l th resonance frequency of thenth
mode, andGnl

r or Gnl
s is the resonance width which is related

to radiation damping. Based on expressions~17a! and~17b!,
resonance scattering theory argues that the scattered field is a
summation of two components, i.e., the resonance compo-
nent which is the first term of Eqs.~17a! and ~17b!, and the
smooth background component which is the second term of
the same equations. Utilizing this resonance scattering
theory, numerous books and papers1–8 have obtained the
resonance information of the scatterer by just subtracting the
proper background term~rigid, soft or intermediate! from the
total scattered pressure field:

f n
res~f!5

2

Ap ix
«n~An2An

r !cosnf5 f n2 f n
r ~18a!

or

f n
res~f!5

2

Ap ix
«n~An2An

s!cosnf5 f n2 f n
s . ~18b!

The case of plane acoustic wave scattering from an elas-
tic sphere can be treated quite analogously to that of a cyl-
inder. The detailed procedures will be omitted here and the
final expressions corresponding to Eqs.~18a! and ~18b! are,
respectively,

f n
res~f!52

2

x
i ~2n11!~An2An

r !Pn~cosnf!5 f n2 f n
r

~19a!

or

f n
res~f!52

2

x
i ~2n11!~An2An

s!Pn~cosnf!5 f n2 f n
s ,

~19b!

wherePn is a Legendre function.
The case of cylindrical or sphericalelastic shellstruc-

tures rather thansolid structures is basically the same as
above with larger determinantsDn

(1) and Dn
(2) in Eqs. ~2a!

and~2b!. The case of an insonifiedfluid cylinders or spheres

instead ofelasticbodies is also very similar, in which case,
Fn becomes the quotient of two cylindrical or spherical func-
tions. However, the forms of expressions of Eqs.~18! and
~19! still remain the same.

Equation ~18! or ~19! seems to give the correct reso-
nance magnitude information. However, the phase behavior
of isolated resonances obtained in this method is not physi-
cally explainable and, therefore, not useful although it is well
known that the phase of a resonance term should shift byp
radians as the frequency passes through the resonance fre-
quency. The magnitudes and phases calculated using classi-

FIG. 6. Nyquist plot forSn2Sn
r for nth scattered partial waves for a sub-

merged aluminum cylinder with~a! n50, ~b! n52, up toka525.

TABLE I. Acoustic properties of materials.11

Mass density
Longitudinal
wave velocity

Shear
wave velocity

~kg m23! ~m s21) ~m s21)

Air 1.12 340 •••
Water 1000 1480 •••
Aluminum 2800 6370 3070
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cal resonance scattering theory will be presented and dis-
cussed further in Sec. IV.

II. NOVEL RESONANCE FORMALISM

In this section, we attempt to establish a new formalism
to extract the resonance information from the scattered

waves. The proposed new resonance formalism should com-
pute physically meaningful phases as well as magnitudes of
the isolated resonances of the scatterer.

Restarting with Eq.~16a!, the scattering functionSn can
be expressed as follows:

FIG. 7. Comparison of summed magnitudes and phases~for n50 to 30! of
~a! total scattering pressure,~b! rigid background, and~c! isolated reso-
nances by new method~solid curve! and previous method~dotted curve! for
a submerged aluminum sphere.

FIG. 8. Comparison of summed magnitudes and phases~for n 5 0 to 30! of
~a! total scattering pressure,~b! rigid background, and~c! isolated reso-
nances by new method~solid curve! and previous method~dotted curve,
Ref. 8! for a submerged aluminum cylinder.

3406 3406J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 H. Rhee and Y. Park : Scattering formalism



Sn5Sn
r Sn* , ~20!

where

Sn* 5~Fn
212zn

~2!21!/~Fn
212zn

~1!21!.

Equation~20! states thatSn is theproductof rigid back-
groundSn

r and the remaining termSn* , which includes reso-
nances. However,Sn* is not a pure resonance term.Sn* has a
constant term which hides resonances unless it is removed.
To see this,Sn* may be written

Sn* 5~Fn
212zn

~2!21!/~Fn
212zn

~1!21!

5~zn
~1!212zn

~2!21!/~Fn
212zn

~1!21!115Sn
res11, ~21!

where Sn
res is defined as the resonance scattering function

which consists purely of resonance information. By the defi-
nition in Eq. ~20!, the resonance scattering functionSn

res can
be expressed as

Sn
res5

Sn

Sn
r 215

zn
~1!212zn

~2!21

Fn
212zn

~1!21 52
An2An

r

112An
r , ~22!

whereAn5 1
2 (Sn21) andAn

r 5 1
2 (Sn

r 21).
In Eq. ~11!, Sn21 contributes to the total response in-

cluding both the background and the resonance.Sn
res is the

only resonance-related component ofSn . The unit constant
cannot contribute to the resonance. The subtraction of a con-
stant real number from a complex quantity results in a new
complex quantity different from the original complex quan-
tity. Therefore, from Eq.~11!, the scattered wave due to reso-
nance can be obtained by replacingSn21 with Sn

res:

Psc
res~r ,f!5

1

2(
n50

`

«ni nSn
resHn

~1!~kr !cosnf

5 (
n50

`

«ni n
An2An

r

112An
r Hn

~1!~kr !cosnf. ~23!

Then, the individual normal mode for resonances in the far
field can be expressed as

f n
res~f!5

2

Ap ix
«n

An2An
r

112An
r cosnf. ~24!

The expressions involving the corresponding soft back-
ground parameters are analogous:

Sn* 5~Fn2zn
~2!!/~Fn2zn

~1!!

5~zn
~1!2zn

~2!!/~Fn2zn
~1!!115Sn

res11, ~25!

FIG. 9. Comparison of magnitudes and phases of isolated resonances by new method~solid curve! and previous method~dotted curve! for nth scattered partial
waves for a submerged air-filled aluminum spherical shell~ratio of inner to outer radius50.2! with ~a! n50, ~b! n51, ~c! n52, ~d! n 53.
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Sn
res5

Sn

Sn
s 215

zn
~1!2zn

~2!

Fn2zn
~1! 52

An2An
s

112An
s , ~26!

and

f n
res~f!5

2

Ap ix
«n

An2An
s

112An
scosnf. ~27!

In case of a sphere instead of a cylinder,Sn
res contains

spherical functions rather than cylindrical functions. The ex-
pressions corresponding to Eqs.~24! and ~27! are, respec-
tively,

f n
res~f!52

2

x
i ~2n11!

An2An
r

112An
r Pn~cosnf!, ~28!

and

f n
res~f!52

2

x
i ~2n11!

An2An
s

112An
s Pn~cosnf!. ~29!

The expressions in Eqs.~24!, ~27!, ~28!, and ~29! are
also applicable to acoustic wave scattering from elastic
cylindrical/spherical shell structures or fluid spheres/
cylinders with the appropriate changes inFn as explained in
Sec. I.

By using Eqs.~24!, ~27!, ~28!, and~29!, the resonances
which are mixed with the background in the total scattered
pressure field can be uncovered perfectly. The only differ-
ence between these new equations and the old equations
@Eqs. ~18! and ~19!# is the existence of the denominator 1
12An

r or 112An
s , which is respectively the scattering func-

tion Sn
r or Sn

s corresponding to the impenetrable targets in
two extreme cases. In case of acoustic wave scattering,
where no mode conversion occurs in the outside of scatterers
because the medium supporting the scattered field is fluid,
and with no material damping,Sn

r andSn
s are unitary. There-

fore these new and old equations can produce completely
identical magnitudes. This perhaps induced so many previ-
ous studies to use the incorrect resonance formalism, Eqs.
~18! and~19!, with confidence. However, it should be noted
that their phases are not the same because the scattering
functionSn

r or Sn
s in the denominator has its own phase shift.

If Nyquist plots~or Argand diagrams! rather than Bode type
plots are examined, the new and old equations generate con-
trasting results. Moreover, in elastic wave scattering, where
mode conversion occurs in the outside of scatterers because
the elastic medium sustains not only longitudinal but also
shear waves, it is not difficult to anticipate that both magni-
tude and phase in the old Eqs.~18! and~19! will be incorrect

FIG. 10. Comparison of magnitudes and phases of isolated resonances by new method~solid curve! and previous method~dotted curve! for nth scattered
partial waves for a submerged air-filled aluminum cylindrical shell~ratio of inner to outer radius5 0.2! with ~a! n50, ~b! n51, ~c! n52, ~d! n53.
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because the unitary condition applies to the scattering matrix
and cannot be extended to the individual scattering functions.
Mode conversion is a another complicated subject and will
be discussed in detail in a separate paper.

III. CONSISTENCY OF THE PROPOSED FORMALISM
WITH RESONANCE SCATTERING THEORY

By considering Eq.~13! and following relationships:

Sn
r 5e2id n

r
~30!

and

Sn
r 2152ieid n

r
sin d n

r , ~31!

Eq. ~17a! can be expressed as

An5An
r 1~112An

r !(
l 51

`

i
1
2 Gnl

r

xnl
r 2x2 1

2 iGnl
r

. ~32!

Now, if we approximateSn
res near resonance frequencies as

Sn
res5(

l 51

`

i
Gnl

r

xnl
r 2x2 1

2 iGnl
r

, ~33!

and substitute into Eq.~32!, Eq. ~22! of the resonance scat-
tering function is obtained.

In case of the soft background, Eq.~17b! can be ex-
pressed as

An5An
s1~112An

s!(
l 51

`

i
1
2 Gnl

s

xnl
s 2x2 1

2 iGnl
s

. ~34!

We can also approximate

Sn
res5(

l 51

`

i
Gnl

s

xnl
s 2x2 1

2 iGnl
s

. ~35!

Substituting Eq.~35! into Eq.~34!, Eq. ~26! of the resonance
scattering function is obtained.

Therefore, it is revealed that the novel formalism in Eqs.
~24!, ~27!, ~28!, and ~29! is consistent with resonance scat-
tering theory. One may argue that Eqs.~18! and ~19! are
merely an incorrect application of resonance scattering
theory.

We note that Eqs.~33! and~35! are approximate expres-
sions obtained by the linearization near resonance frequen-
cies. Thus, these expressions are valid only near resonance
frequencies because the interactions between resonances are
not considered. Therefore, to compute the exact resonances,
numerical solutions of Eqs.~24! and ~27! for a cylinder@or
Eqs.~28! and ~29! for a sphere# are required.

IV. NUMERICAL ANALYSIS AND DISCUSSION

All examples in this section are performed for back-
scattering (f5p). The acoustic properties of materials used
for numerical calculations are listed in Table I. The back-
ground is assumed to be rigid for acoustic wave scattering
from elastic bodies.

Acoustic plane wave scattering from solid elastic
spheres and cylinders in water as an ambient medium is ana-
lyzed numerically in Figs. 2 and 3. Resonances in each par-
tial wave are isolated and plotted separately by using the
previous method@Eqs. ~18! and ~19!# and the new method
@Eqs. ~24! and ~28!# so that comparisons can be made. As
predicted in Sec. II, while the magnitudes are perfectly iden-
tical, the phases are very different. The new method gener-

FIG. 11. Comparison of magnitudes and phases of summed resonance spectra~for n50 to 47! by new method~solid curve! and previous method~dotted
curve, Ref. 4! for a submerged air-filled aluminum cylindrical shell~ratio of inner to outer radius52/3!.
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ates exactp-phase shifts through the resonance. The shift
occurs abruptly or gradually depending on radiation damp-
ing. If phase shift is close to but less thanp, it signifies that
higher resolution, i.e., smaller step size ofDka, is necessary
until the exactp-phase shift is obtained. Consequently, a
more accurate determination of the peak magnitude can be
obtained. The almost constant phase through the first thick
peak of Fig. 2~b! or 3~b! shows clearly that it is not related to
the scatterer’s resonance. It is one example where the correct
phase information is useful. Thep-phase shift also occurs at
the anti-resonance caused by the mutual interaction of adja-
cent resonances, which is consistent with the concept of the
driving point transfer function.10 Previous methods1–7 calcu-
late incorrect and nearly useless phase information as can be
seen by the dotted lines in Figs. 2 and 3. If a Nyquist plot is
constructed in the complex plane as a function of non-
dimensionalized frequencyka, the new and previous meth-
ods produce contrasting trajectories because both the real and
imaginary parts of the resonances are different.

Figure 4 shows a Nyquist plot for the resonance scatter-
ing functionSn

resdefined in Sec. II. Regardless of mode num-
bern and the shape of scatterer~spherical or cylindrical!, the
trajectory ofSn

res makes a circle with unit radius centered at

~21,0!. This can be explained as follows: By the definition
of Sn

res in Eqs.~20! and ~21! and by the fact that there is no
mode conversion in acoustic wave scattering,uSnu5uSn

r u
5uSn* u51, therefore,uSn

resu5uSn* 21u , which forms the circle
in Fig. 4 in the complex plane as the non-dimensionalized
frequencyka varies. This unit circle is physically related to
the energy conservation during acoustic wave scattering.

Figures 5 and 6 are Nyquist plots ofSn2Sn
r for the cases

of the sphere and the cylinder.Sn2Sn
r is equal to 2(An

2An
r ) in Eqs.~18! and~19!. Figures 5 and 6 are misleading

and incorrect information for the purpose of obtaining the
true resonances. Because of the difference in the phases of
isolated resonances obtained by the two methods, one ex-
pects that the resonance spectrum, which is a total summa-
tion of isolated resonances, will not be the same. Figures 7
and 8 explicitly show the differences in summed magnitude
and phase for the sphere and the cylinder. As can be seen in
Fig. 8~c! efforts such as those of Maze8 led to an incorrect
resonance spectrum.

Aforementioned discussions are also applicable to
spherical and cylindrical shell structures, of which inside is
empty or filled with another material, instead of solid ones.

FIG. 12. Comparison of magnitudes and phases of isolated resonances by new method~solid curve! and previous method~dotted curve! for nth scattered
partial waves for a submerged air sphere with~a! n50, ~b! n51, ~c! n50, ka54.66–4.70.
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Figures 9 and 10 compare the resonances as calculated by
two methods for air-filled spherical and cylindrical shells,
respectively. The ratio of inner to outer radius of the shells is
0.2. Figure 11 compares the resonance spectrum up to
ka540 calculated by the new method with that computed by
Gaunaurd and Werby4 for an air-filled aluminum cylindrical
shell with inner to outer radius ratio 2/3.

Finally, it is mentioned that the proposed formalism can
also be applied to acoustic wave scattering from fluid spheres
or cylinders. Figures 12 and 13 show resonances for the air
sphere and cylinder.

In these cases the proper background is the soft back-
ground rather than the rigid background. The new method
@Eqs. ~27! and ~29!# generates correct phase information
while the previous method@Eqs.~18b! and ~19b!# does not.

So far, all the above numerical examples used the clas-
sical rigid or soft background as a proper background. How-
ever, any intermediate or mid-way background can be used
with the proposed formalism once the corresponding expres-
sion to Eq.~20! is established.

V. CONCLUSIONS

In this paper, a novel formalism for the exact isolation of
resonances from partial waves for acoustic wave scattering is

proposed. The resonance scattering function consisting
purely of resonance information is defined. Both magnitude
and phase of isolated resonances can be correctly obtained
using the proposed formalism. We have shown how previous
works could obtain correct magnitude information for iso-
lated resonances in the case of acoustic wave scattering.
Plane compressive wave scattering from submerged bodies
such as elastic solid spheres and cylinders, shell structures,
and also fluid spheres and cylinders is analyzed numerically
by utilizing the proposed resonance scattering function, and
the isolated resonances are compared with previously pub-
lished studies. The exactp-phase shifts through the reso-
nance and at the anti-resonance caused by the interaction
between adjacent resonances, which have never been re-
ported clearly before, shows that the proposed formalism
properly extracts the resonances from each partial wave. If a
resonance-like peak in the magnitude plot is not accompa-
nied with p-phase shift through the peak, we can clearly
distinguish it from the genuine scatterer’s eigenvibration.
The summed resonance spectra computed by the proposed
formalism show different magnitudes and phases from pre-
vious studies because phases of the resonances of each nor-
mal mode are corrected. Experimental results, once avail-
able, should be compared with the resonance spectra

FIG. 13. Comparison of magnitudes and phases of isolated resonances by new method~solid curve! and previous method~dotted curve! for nth scattered
partial waves for a submerged air cylinder with~a! n50, ~b! n51, ~c! n50, ka513.15–13.19.
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computed by the proposed formalism. This paper has also
shown that the physically unexplainable behavior of phase of
the resonances extracted by classical resonance scattering
theory for acoustic wave scattering was not due to the inex-
actness of the rigid or soft background, but due to the use of
an incorrect resonance formalism. Extending the concept of
the proposed resonance formalism to elastic wave resonance
scattering is currently under study.
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Broadband~200 Hz–20 kHz! measurements of the vertical coherence of ambient noise in two
well-surveyed, shallow-water channels with fluid, sedimentary seabeds are reported. The noise at
one of the sites, the StrataForm natural laboratory off Eureka, northern California, was occasionally
found to be exclusively wind generated, with negligible contributions from surface traffic and
biological sources. Under these conditions, the theoretical coherence, computed using the known
properties of the sediment at Eureka, closely follows the coherence data up to a frequency of 20
kHz. Subtle effects due to the finite depth of the sources, that is, the bubbles produced by wave
breaking, are evident in both the theory and the data. At the second site, in Jellicoe Channel, New
Zealand, some 64 km north of Auckland, wind noise again was a major factor, but much of the time
local shipping also contributed to the overall noise field. Two sets of coherence data from the New
Zealand site are examined, the first taken in near-isovelocity conditions, when the noise was due to
wind plus a local ship, and the second recorded in the absence of shipping, when the channel
showed a mildly linear, downward refracting profile. In both instances, the coherence data over a
5-kHz band compare well with theoretical curves computed using the known geoacoustic
parameters of the sediment in the region. ©1997 Acoustical Society of America.
@S0001-4966~97!02012-2#

PACS numbers: 43.30.Nb@DLB#

INTRODUCTION

The vertical coherence of ambient noise in the deep
ocean received considerable attention during the 1960’s,
when a number of measurements were reported,1–6 although
only over restricted frequency ranges below 2 kHz. Few data
sets have been published on the vertical coherence of ambi-
ent noise in shallow water, and those that have are also re-
stricted to a bandwidth of 2 kHz or less.7–9

Recently, we have collected high quality noise coher-
ence data over an extended bandwidth, up to 20 kHz, from a
number of open-ocean, shallow-water locations, including
areas where the geophysical properties of the bottom are
known from previous independent surveys. Two of these
‘‘calibrated’’ sites, one in New Zealand waters and the other
off Eureka, northern California, both of uniform depth with
fluidlike, sedimentary seabeds, offer near-ideal conditions
for investigating the spatial, temporal, and spectral properties
of ambient noise in a natural ocean waveguide. Indeed, under
isovelocity conditions, both sites conform closely to a Pek-
eris channel,10 that is to say, a homogeneous water column
overlying a semi-infinite, homogeneous fluid basement.

A number of ambient noise data sets were collected at
the New Zealand site over a period of several weeks during
the ~southern hemisphere! summer of 1995–96; and noise
data were taken at the Eureka site in June 1996. At both

locations, two vertically aligned, low-noise hydrophones,
with inter-element spacing adjustable between 0.73 m and
1.525 m, were deployed near the middle of the water column
~Fig. 1!. The noise data were recorded on a multi-channel
digital audio tape~DAT! recorder over a bandwidth of 20
kHz. Expendable bathythermograph~XBT! casts were also
taken, from which sound speed profiles were computed on
the assumption of uniform salinity. At the New Zealand site,
two types of sound-speed profile were encountered: isoveloc-
ity, associated with good mixing throughout most of the wa-
ter column; and approximately linear with negative gradient
~'0.4 m/s per m!, giving rise to mild downward refraction.
The profile at Eureka was very slightly downward refracting,
but with a gradient so small~,0.13 m/s per m! that, as far as
the vertical coherence of the noise is concerned, the water
column acted as an isovelocity medium.

Now and again, at frequencies above several hundred
hertz, the noise at the Eureka site was found to be almost
entirely wind driven, created by bubbles produced by break-
ing surface waves. On those occasions, contributions to the
noise from shipping, marine mammals, and other biological
sources appear to have been negligible, since the coherence
data conform very closely with the theoretical coherence of
surface-generated noise, as derived from a model in which
the sources are assumed to occupy a horizontal plane lying
immediately beneath the sea surface. This agreement be-
tween theory and data lends support to the idea that the ver-
tical structure of wind-generated noise in continental-shelf

a!Also affiliated to: Institute of Sound and Vibration Research, The Univer-
sity, Southampton SO17 1BJ, England.
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waters is not only stable but predictable, provided the geoa-
coustic parameters of the bottom are known.

The stability of the vertical coherence of wave-breaking
noise in open-ocean shallow-water channels is attributed to
the fact that the spatial structure of the noise field is largely
controlled by the bottom boundary, whose properties are
time invariant, at least over the timescales of the measure-
ments. Compared with the intensity, which depends on such
factors as wind speed and fetch, making it variable and dif-
ficult to predict, the vertical coherence is much less sensitive
to changes in surface conditions.11 This may be appreciated
from the physical argument that the coherence is essentially
a measure of the directionality of the noise, which is unaf-
fected by the strength of the breaking-wave sources; or math-
ematically from the fact that the coherence is a relative mea-
sure in which the source strength cancels out as a result of
the normalization.

Although the density of shipping around Australia and
New Zealand is very low compared with typical shipping
levels found in the northern hemisphere,12,13 the noise mea-
surement site, which was selected because of its known bot-
tom conditions, is within about 10 km of a route used by
commercial shipping into and out of Auckland harbor some
64 km to the south. At any given time, at least one ship was
usually within audible range of the sensors, but this was
sufficient to modify the spatial properties of the noise signifi-
cantly. The main effect of the ship was to raise the overall
level of the real part of the coherence function, but without
modifying significantly the oscillatory structure of the curve.

A minor extension to the wind-noise model accurately
accounts for the effect of local shipping on the noise field at
the New Zealand site. By fitting the model to the data, the
progress of a local ship can be identified as it approaches and
then recedes from the sensors. Although the spatial structure
of the noise field in this case is not time invariant, since it
contains a component that varies with the passage of a local
vessel, it is nevertheless predictable provided the bottom
properties are known.

A technique for inverting the ambient noise field in the
shallow ocean, nominally less than 200 m deep, to obtain the
geoacoustic parameters of the seabed was introduced several

years ago by Buckingham and Jones.14 Using a rather rudi-
mentary inversion procedure, they demonstrated that the
compressional speed of a fast, fluid sediment could be deter-
mined fairly reliably from the broadband vertical coherence
of the water-borne noise. Of course, accurate forward mod-
eling is a prerequisite of a reliable inversion technique for
extracting seabed properties from shallow-water noise.

The main purpose of this paper is to present the broad-
band noise data acquired at the two calibrated sites, Eureka
and New Zealand, and also to demonstrate that the measured
vertical coherence can be represented accurately by a rela-
tively simple noise model in which the input parameters rep-
resent the known geoacoustic properties of the~fluid! bot-
tom. Only the forward problem is considered here, although
the conclusions are relevant to the question of noise-
coherence inversions. To begin, a brief account of the spatial
properties of ambient noise fields is presented, and this is
followed by a discussion of the noise data from the two
experimental sites, which includes a comparison of the data
with the theory.

I. SPATIAL STATISTICS OF AMBIENT NOISE FIELDS

The coherence function of the noise pressure fluctua-
tions at two hydrophones, designated 1 and 2, is a normal-
ized quantity defined as

G125
S̄12

AS̄11S̄22

, ~1!

where the cross-spectral density,S̄12, and the power spectral
densities,S̄11 and S̄22, are ensemble averages, as indicated
by the overbar. As a result of the normalization,G12, is
independent of the spectral shape of the sources, provided
only one type of source is present.~If two spectrally distinct
source mechanisms were present, say shipping and surface
waves, thenG12 would depend on the frequency-dependent
relative weighting of the two source spectra.! In spatially
homogeneous noise,G12 depends only on the separation and
orientation of the sensors, but not their absolute positions in
the water column. Strictly speaking, shallow-water noise is
not spatially homogeneous but, away from the boundaries,
the dependence of its second-order statistical measures~S̄12,
etc.! on absolute position is weak, in which case the noise
may be treated as quasi-homogeneous.15 The concept of
quasi-homogeneity is useful for gaining an intuitive appre-
ciation of the relationship between vertical coherence and
vertical directionality.

A noise field consisting of a random superposition of
plane waves propagating in all directions is spatially homo-
geneous. Supposing that the quasi-homogeneous, shallow-
water noise field is approximated as a superposition of plane
waves with vertical directional density function,F(u),
whereu is the polar angle measured from the upward verti-
cal, then the coherence function,G12, of the noise at two
vertically separated sensors in the channel is given by the
finite Fourier transform16

G12~kd!5
1

2 E
0

p

F~u!exp~2 jkd cosu!sin u du. ~2!

FIG. 1. Schematic showing the dual hydrophone configuration used to
record ambient noise.
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In this expressiond is the sensor separation andk5v/c is
acoustic wave number in the water column,v is angular
frequency, andc is sound speed. The density functionF(u),
representing the incident noise intensity per steradian inte-
grated over azimuth, satisfies the normalization condition

1

2 E
0

p

F~u!sin u du51, ~3!

which is equivalent to the requirement that the normalized
intensity integrated over all solid angles should equal 4p.

Any vertical directional density function can be ex-
pressed in the form

F~u!5Fe~u!1Fo~u!, ~4!

whereFe(u) andFo(u) are, respectively, even and odd func-
tions about the horizontal. IfF(u) were expanded in a sum
of zonal harmonics, thenFe(u) and Fo(u) would corre-
spond, respectively, to the even- and odd-order terms in the
series. It follows from Eq.~2! that

Re@G12~kd!#5
1

2 E
0

p

Fe~u!cos~kd cosu!sin u du ~5a!

and

Im@G12~kd!#52
1

2 E
0

p

Fo~u!sin~kd cosu!sin u du.

~5b!

Thus the symmetric component of the noise field is associ-
ated exclusively with the real part of the coherence function
and the antisymmetric component with the imaginary part. In
shallow water, distant sources such as breaking waves and
surface shipping generate a discrete-mode acoustic field
which is more or less symmetrical about the horizontal, and
hence shows a coherence function that is essentially real.
Overhead sources, on the other hand, including local wave-
breaking events, give rise to a predominantly downward
propagating field, which can be decomposed into a sym-
metrical and an asymmetrical component, with an associated
coherence function in which the real and imaginary parts
may be comparable in amplitude.

It is evident from Eqs.~5! that the vertical coherence of
any spatially homogeneous noise field can be expressed ex-
plicitly, since the integrals are known forms17 once the di-
rectional density function is expressed as a series of zonal
harmonics. A particularly simple example is isotropic noise,
for which F(u)5P0(cosu)51, giving the familiar result
G125@sin(kd)#/kd, which is real, consistent with the mirror-
image symmetry of the field about the horizontal. An ex-
ample of an asymmetrical density function is

F~u!54P1~cosu!54 cosu, 0<u<p/2,

50, p/2,u<p, ~6!

which represents surface-generated noise in deep water,
where the bottom is too remote for significant reflection to
occur and there is therefore no upward traveling component
in the noise field. The corresponding coherence function,
from Eqs.~5!, is

G1252H Fsin kd

kd
1

coskd21

k2d2 G1 j Fcoskd

kd
2

sin kd

k2d2 G J ,

~7!

which is the classic result for isovelocity, deep-water noise
derived originally by Cron and Sherman.18,19 Notice that
when 0,kd!1 the imaginary part ofG12 in Eq. ~7! is nega-
tive, which is a characteristic of downward traveling noise.

In shallow water, the vertical coherence of surface-
generated noise would be as given in Eq.~7! only if the
bottom were transparent to sound incident from above, since
there would then be no reflections from the seabed, which is
equivalent to the situation where the seabed is infinitely re-
mote. Realistic seabeds, however, are not nonreflective but in
general are moderately efficient acoustic reflectors that intro-
duce a significant upward traveling component into the noise
field. The result is a coherence function that depends
strongly on the reflectivity of the bottom interface; and the
reflectivity is itself governed by the geoacoustic parameters
of the seabed.

In general, the geoacoustic parameters of the bottom in-
fluence both parts, real and imaginary, of the coherence func-
tion; and, conversely, an inversion of shallow-water noise
coherence to obtain the bottom parameters should, in some
way, involve both the real and imaginary parts of the coher-
ence function. Although, strictly, the relationship between
coherence and directionality in Eq.~2! does not hold in a
bounded environment, the concept of noise coherence is still
perfectly valid in a shallow channel. Moreover, the vertical
coherence function shows a number of advantages over the
directional density function as the basis of an inversion pro-
cedure. For instance, from a practical point of view, the co-
herence can be measured over a broad bandwidth using just a
pair of hydrophones, as opposed to the density function,
which is measured over a narrow band of frequencies with a
fully populated array. Thus noise inversions based on coher-
ence exploit bandwidth rather than aperture.

II. NOISE COHERENCE AND THE SEABED

If the vertical coherence of the noise is to be success-
fully inverted to obtain the properties of the seabed, it is
necessary to establish some measure of the sensitivity of the
inversion technique to different sediment types. The theoret-
ical model described in the Appendix has been used to com-
pute the coherence as a function of frequency for a represen-
tative selection of fluidlike sedimentary seabeds. An
important input to the model is the compressional wave
speed of the sediment, which, according to Hamilton,20

shows a value ranging between approximately 1450 m/s
~clayey silt! and 1800 m/s~coarse sand!. Once the wave
speed has been specified, the remaining parameters charac-
terizing the sediment, that is, attenuation coefficient, grain
size, density, porosity, and plane-wave reflection coefficient,
can all be estimated uniquely using the theory of sediment
acoustics recently developed by Buckingham.21–23 Of these
parameters, only the attenuation coefficient and density are
required as inputs to the noise model to obtain the coherence
function.
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Figure 2 shows the computed noise coherence for three
different types of fluid sediment, assuming an isovelocity
channel of depth 50 m, and a sensor separation of 0.73 m.
The table inset into the diagram shows the values of the
parameters characterizing each of the three sediments, as de-
termined from Buckingham’s sediment model21 assuming
the wave speeds shown in the second column. The
frequency-independent, dimensionless loss tangentb, as
specified in the inset, is equal to 1/2Q, whereQ is the qual-
ity factor of the sediment. The attenuation coefficient is re-
lated to the loss tangent through the expression

a5
vb

c1
, ~8!

where v is angular frequency andc1 is the compressional
wave speed in the sediment. Thus withb independent of
frequency, the attenuation coefficient scales with the first
power of frequency, in accord with numerous observations
of the attenuation in unconsolidated marine sediments.20 In
the literature, the attenuation is often cited in terms of Hamil-

ton’s coefficientkH , or equivalently as dB/kHz m. The loss
tangent,b, andkH are related as follows:

b51.8331025c1kH . ~9!

Of the three materials represented in Fig. 2, the silty clay
sediment is the finest grained, showing the slowest sound
speed, the lowest density and attenuation, and the highest
porosity. In this case, the seabed is almost transparent to
sound incident from above, most of which penetrates into the
bottom and is thus lost from the water column. The resultant
noise field in the channel is predominantly downward trav-
eling, that is, it shows a high degree of asymmetry about the
horizontal. This is evident from the relatively large excur-
sions of the imaginary part of the coherence in Fig. 2~b!. The
real part also shows a high amplitude of oscillation about
zero.

The coarse sand sediment represents the opposite ex-
treme, being the coarsest grained of the three materials, with
the highest sound speed and density, the lowest porosity and
relatively high attenuation. Such a bottom is highly reflec-
tive, giving rise to a noise field that is fairly symmetrical
about the horizontal. This is consistent with the small oscil-
lations about zero exhibited by the imaginary part of the
coherence in Fig. 2~b!. It can also be seen in Fig. 2 that the
sediment of fine sand, with properties intermediate between
those of silty clay and coarse sand, gives rise to coherence
curves which are distinguishable from those for the other two
bottom types. Incidentally, most unconsolidated sediments
exhibit some degree of rigidity and thus support shear waves,
albeit only weakly. This has a minor effect on the vertical
coherence of the noise, which is neglected in the present
discussion.

It would appear from the theoretical results in Fig. 2 that
the vertical coherence of shallow-water noise has the poten-
tial for providing a reasonable measure of the geoacoustic
properties of a fluid seabed. To gain more confidence in this
conclusion, it is necessary to compare measured noise data
with theoretical predictions based on prior knowledge of the
bottom properties. To this end, two shallow-water ambient
noise data sets are discussed below, one taken at a site with
a very fine grained, slow bottom~mud!, and the other from
an area with a moderately coarse, intermediate speed bottom
~fine sand!.

III. WIND NOISE, EUREKA, NORTHERN CALIFORNIA

In June 1996, a set of ambient noise data was collected
off Eureka, northern California, at a shallow-water site about
12 km out from the coast where the properties of the seabed
have been extensively characterized as part of the Office of
Naval Research’s Strata Formation on Margins~StrataForm!
research program.24 The bottom in this region is essentially
flat ~slope less than 0.4°!, and is partly composed of fluvial
mud, which has been deposited by the outflow from a num-
ber of rivers, but primarily the Eel and the Klamath. Also
present are sandy marine sediments, creating a seabed that
acts ~acoustically! as a fluid, supporting negligible shear.
More details of the site, including the geophysical properties
of the bottom, are listed in Table I.

FIG. 2. ~a! Real and~b! imaginary coherence curves, computed assuming a
uniform sound speed in the water column of 1500 m/s. The curves corre-
spond to three sediment types with geoacoustic properties as shown in the
inset.
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During the noise measurements, ship traffic was present
in the area some of the time, but not always, and in its ab-
sence surface wave breaking was the predominant source of
noise. Data were collected when shipping sources were neg-
ligible, if not entirely absent, in light winds, with small spill-
ing breakers forming visible whitecaps on top of a swell that
occasionally reached a height of two meters peak-to-trough.
The channel was fairly well mixed, showing a sound-speed
profile that varied slowly with depth, with a negative gradi-
ent of less than 0.13 m/s per m. An example of the measured
vertical coherence is shown in Fig. 3, and for comparison the
solid line in the figure was computed for an isovelocity chan-
nel from the theoretical wind-noise model described in the
Appendix. The geoacoustic parameters of the sediment
~Table I! were used as inputs to the model. The data repre-
senting the real and imaginary parts of the coherence show
smooth, slowly decaying oscillations out to a frequency of 5
kHz, and this behavior is matched reasonably faithfully by
the theory. This agreement lends support to the view that the
spatial coherence of shallow-water, wave-generated noise is
stable and predictable, making it a good candidate for inver-
sion to obtain the geoacoustic parameters of the bottom.

At frequencies above 5 kHz, other factors apart from the
bottom affect the coherence of the noise, most notably the
depth of the acoustic sources beneath the sea surface.25 Fig-
ure 4 shows the same data set as in Fig. 3, but plotted over
the full available bandwidth of 20 kHz. At about 6 kHz the
coherence can be seen to change character from well-defined
oscillations at the lower frequencies to bands of small ripples
in the higher frequency range. Below 6 kHz the noise
sources and their negative images in the sea surface act as
acoustic dipoles~i.e., the separation between source and im-
age is a small fraction of a wavelength!, giving rise to the

observed oscillatory form of the coherence. At higher fre-
quencies, where the source–image separation is comparable
with or greater than a wavelength, the dipole description fails
and a Lloyd’s mirror interpretation of the sources and their
images is more appropriate. In this regime, the interference
structure in the field from the noise sources tends to suppress
the oscillations in the noise coherence, although bands of
vestigial ripples survive out to a frequency of 15 kHz.

As in Fig. 3, the solid line in Fig. 4 has been computed
from the isovelocity wind-noise theory in the Appendix, and
includes the effect of the source depth, which is simply the
displacement of the source plane below the sea surface. To
fit the data, the source depth has been chosen asz8
58.5 cm, which may be interpreted as the depth of the
acoustically active bubbles beneath the sea surface. It can be

TABLE I. Details of the experimental sites at New Zealand and Eureka.

Site Eureka, CA Jellicoe Channel, NZ

Position 40°488N, 124°208W 36°158S, 174°578E

Water depth, m 70 50

Tidal range, m ••• 3

Sediment type fluvial mud sand and broken shell

Mean grain 0.7a 88a

diameter,mm

Sediment 1490 1610
sound speed, m/s

Sediment 1179a 1899a

density, kg/m3

Sediment porosity 0.91a 0.48a

Sediment attenuation 0.0027a 0.0072a

b51/2Q

Bottom water 1482 1506
sound speed, m/s

Mean sensor 25 25
depth, m

aValues estimated from Buckingham’s theory of sediment acoustics.

FIG. 3. Frequency dependence, over a 5-kHz band, of~a! the real and~b!
the imaginary coherence of noise from wave-breaking off Eureka, northern
California, as recorded on 21 June 1996 in near-isovelocity conditions~in-
sets! with a sensor separation of 0.996 m. The spectral analysis was per-
formed on approximately 104 time series records, each of duration 90 ms,
corresponding to an averaging time of 15 min and a spectral resolution of 11
Hz. The theoretical curve was computed from the isovelocity wind-noise
model described in the Appendix, using the environmental parameters for
the site listed in Table I. Data below 200 Hz are excluded from the record,
which accounts for the low-frequency discrepancy between theory and data
in ~a!.
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seen that the theoretical transition from dipolar to Lloyd’s
mirror-type behavior matches the change in the data, and
also that the higher-frequency bands of ripples appear in the
theoretical curves very much as they do in the data. Although
the ripples are a secondary effect, associated with construc-
tive and destructive interference in the Lloyd’s mirror field,
the fact that they are so similar in the theory and the data
lends credibility to the idea that the finite source depth is
indeed responsible for the higher-frequency features in the
coherence curves. Based on the quality of the fits in Figs. 3
and 4, it appears that the vertical noise coherence is a poten-
tial inversion tool not only for determining bottom param-
eters but also for acquiring quantitative information on sea
surface processes.

IV. WIND AND SHIP NOISE, JELLICOE CHANNEL,
NEW ZEALAND

During the New Zealand summer, from mid-November
1995 to mid-January 1996, ambient noise measurements
were performed in the shallow water of Jellicoe Channel,
which is a tidal channel, about 22 km wide, between Cape
Rodney on the New Zealand mainland and Little Barrier
Island. The experimental site is some 64 km north of Auck-
land. From a previous geological survey of the area,26 the
seabed at the site is known to be more or less flat over an
area of 20312 km, as illustrated by the contour map of the
local bathymetry shown in Fig. 5~a!. Echo soundings taken
on the transit out to the noise measurement station@Fig. 5~b!#
also indicate that the seafloor in the immediate vicinity of the
sensors is smooth and horizontal.

According to Tindleet al.,27 the seabed consists of a
fluid-saturated sand layer about 100 m thick, below which is
a basement of greywracke rock. This description is in accord
with the geological chart of the bottom@Fig. 5~c!# around the
measurement site. From several grab samples of the sedi-
mentary bottom material collected during the course of our
noise measurements, the sediment was found to consist of
fine grained sand with an admixture of broken shell frag-
ments~Fig. 6!, which is consistent with the findings from the
earlier geological survey of the bottom.26 The geophysical
and environmental properties of the site are summarized in
Table I.

At this location, as in many areas around Australia and
New Zealand,12,13 the density of shipping is low compared
with typical shipping levels found in the northern hemi-
sphere. Not surprisingly, the sound produced by bubbles
from wave breaking contributed significantly to the overall
noise field at frequencies above a few hundred hertz. How-
ever, shipping is not entirely absent from the region. A ship-
ping lane about 10 km from the measurement site serves
Auckland Harbour some 64 km to the south, and for much of
the time individual vessels~often just one! in transit along
this route fell within audible range of the noise detection
system. Although this surface ship traffic was often out of
sight, nevertheless several of the data sets do contain a sig-
nificant shipping noise component. The effect of the ship
noise is to modify the spectrum and the vertical coherence of
the overall noise field up to frequencies as high as 5 kHz.

Audible sounds from marine mammals were detected
intermittently at frequencies above 6 kHz, but these signals
were not significant during most of the recordings. Another
biological source of sound, snapping shrimp, was occasion-
ally present, producing very brief, extremely energetic
acoustic pulses that are clearly evident in the time series, as
illustrated in Fig. 7. These transient signals have a duration
of no more than 10ms,28 a spectrum that extends up to at
least 200 kHz, and a peak source strength in excess of 150
dB re: 1 mPa2. Most of the energy in the pulses from the
snapping shrimp lies above 5 kHz, but nevertheless, when
these pulses are present, the residual energy at lower fre-
quencies, between 2.5 and 5 kHz, is sufficient to affect
slightly the coherence of the ambient noise.~The effect is
illustrated in Fig. 9.!

Figure 8 shows an example of the noise coherence, as
measured on 28 November 1995 under well-mixed condi-

FIG. 4. ~a! Real and~b! imaginary coherence of wave-breaking noise at
Eureka, from the same time series as in Fig. 3, with the same spectral
averaging, but shown over the extended bandwidth of 20 kHz. Note the
transition from oscillatory behavior at low frequencies, associated with the
dipole nature of the bubble sources, to Lloyd’s mirror interference ripples at
higher frequencies, which can be seen in both the theory and the data. The
theoretical curve was computed from the isovelocity wind-noise model de-
scribed in the Appendix, using the environmental parameters for the site
listed in Table I.
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tions at the New Zealand site in Sea State 2 to 3. During the
recording period the sound speed was essentially uniform
throughout most of the water column. In comparison with
Fig. 3, it is evident that the coherence differs significantly
from that observed at the Eureka site off northern California.

The difference is attributed, at least partially, to the faster
sediment at Jellicoe Channel, as may be appreciated by com-
paring the theoretical curves for wind noise in Fig. 8 with the
corresponding curves for the Eureka site in Fig. 3. It is clear,

FIG. 5. Bottom conditions in the vicinity of the New Zealand experimental
site. ~a! Bathymetry in Jellicoe Channel, from: Hydrographic Office of the
Royal New Zealand Navy, Chart No. N. Z. 522, Auckland~1974!. ~b! Echo
sounder data taken during the transit out to station.~c! Map of the bottom
geology, showing information from: L. Carter and J. V. Eade, Hauraki Sedi-
ments, New Zealand Oceanographic Institute Chart, Coastal Series
1:200,000~1980!. In ~a! and~c! the square marks the position of the experi-
mental site.

FIG. 6. Oven-dried sediment recovered from the experimental site in Jelli-
coe Channel. Top: aggregate sample showing a mixture of sand and broken
shells. Bottom: separated sediment particles showing individual sand grains
and fragments of shell.~Photographs by M. J. Buckingham.!

FIG. 7. Time series showing a very brief, energetic pulse from snapping
shrimp in Jellicoe Channel. The pulse has been broadened considerably by
the limited bandwidth~20 kHz! of the recording system.
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however, that wind noise alone is not sufficient to explain the
data in Fig. 8. On this occasion, an additional mechanism
was at work in Jellicoe Channel, namely noise generation by
a vessel that was within sight in the nearby shipping lane.
When this noise component is included in the theoretical
model, both the real and imaginary parts of the coherence are
modified, to provide a much improved fit to the data over a
bandwidth of 5 kHz~Fig. 8!.

Theoretically, the ship noise has been represented by the
lowest-order~first! mode from a single, broadband source at
a range of 10 km and added incoherently to the noise con-
tribution from the wind-driven surface sources. The first
mode represents acoustic energy that propagates almost hori-
zontally, and hence possesses a high degree of coherence in
the vertical. Its main effect on the overall coherence is to

raise the real part but without introducing any new oscilla-
tory structure into the curves. Such behavior is in accord
with the data, as can be seen in Fig. 8. The spectral density
of the ship noise component relative to the wave breaking
spectrum was taken to be of the form (f / f 1)21( f 1 / f )2,
which has a maximum at frequencyf 15100 Hz, with the
shoulders either side rolling off at 6 dB per octave.

Conditions several weeks later, on the 9 January 1996,
were somewhat different from those of the earlier measure-
ments. Most of the water column was not well-mixed but
showed a linear sound speed profile with negative gradient of
approximately20.42 m/s per m, giving rise to mild down-
ward refraction. On this occasion, there were periods when
vessels in the nearby shipping lane were either absent or had
a negligible effect on the noise field.

Figure 9 shows the vertical coherence recorded under
such circumstances over a bandwidth of 5 kHz. For compari-
son, theoretical curves are included in the figure, as com-
puted from the wind-noise model for a shallow channel with
a linear sound-speed profile~see the Appendix!. It is evident
in this case that the wind-noise theory, without a shipping
component, fits the data moderately well. In fact, for the
imaginary part of the coherence@Fig. 9~b!#, the match be-
tween theory and experiment is satisfactory across the 5-kHz
band, indicating that the asymmetric component of the noise
field is reasonably represented by the linear profile model.
With regard to the real part of the coherence@Fig. 9~a!#, the
comparison between theory and experiment is reasonable up
to about 3.5 kHz, in that the peaks and troughs match fairly
well, but at higher frequencies the data begin to diverge from
the theoretical prediction.

If it is assumed that the theory provides an accurate
representation of the wind-generated noise coherence, then
the implication of Fig. 9~a! and ~b! is that at the time of the
measurement an additional noise component must have been
present which modified the field above 3.5 kHz. The discrep-
ancy between theory and data at higher frequencies is even
more evident in Fig. 10, which shows the coherence as a
function of frequency over the full available bandwidth of 20
kHz. Whatever the additional component may have been, it
affects the real and imaginary parts of the coherence above 5
kHz, indicating that the associated directional density func-
tion contains symmetrical and antisymmetrical components
about the horizontal.

A possible explanation of the high-frequency discrep-
ancy between the wind-noise theory and the data in Fig. 10 is
snapping shrimp, since these creatures are known to produce
sound above a few kHz. A fairly sparse distribution of snap-
ping shrimp on the seabed would provide a set of spatially
discrete acoustic sources, which may account for the ob-
served high-frequency noise coherence. Below a few kHz,
the snapping shrimp noise~or whatever the secondary noise
component may be! is negligible, judging from the fact that
the wind-noise theory follows the real and imaginary coher-
ence data fairly faithfully.

V. CONCLUDING REMARKS

Ambient noise in shallow water is modified by the prox-
imity of the bottom boundary. The channel acts as an acous-

FIG. 8. ~a! Real and~b! imaginary coherence of noise from a combination
of wave-breaking and shipping around Jellicoe Channel, New Zealand, as
recorded in near-isovelocity conditions~insets! on 28 November 1995 with
a sensor separation of 1.525 m. A northerly wind was blowing at between
2.5 and 5 m/s. The spectral analysis was performed on approximately 4000
time series records, each of duration 43.5 ms, corresponding to an averaging
time of 3 min and a spectral resolution of 23 Hz. The smooth, solid curve
was computed from the wind- plus ship noise model outlined in the Appen-
dix, and the dashed line is the computed coherence from wind-driven
sources alone. The latter two curves were both calculated using the environ-
mental parameters for the site listed in Table I.
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tic waveguide supporting normal mode propagation and,
since the noise originates in a number of discrete sources, it
too exhibits a modal structure. Thus the intensity of the noise
can be expressed in terms of normal modes plus a branch
line integral or alternatively as an equivalent wave number
integral, which may be evaluated numerically. Either way,
the level of the noise is difficult to predict accurately because
of the uncertainty about the distribution and intensity of the
sources generating the field. The intensity also depends on
the bottom type, but noise level inversions for the geoacous-
tic parameters of the seabed are made almost impossible by
the strong variability of the sources.

The bottom affects not only the level of the noise but
also its spatial structure~directionality and coherence! in the
vertical. Unlike the noise level, however, the vertical coher-

ence is largely unaffected by the nature of the sources. The
main factor determining the vertical coherence is the seabed,
although at frequencies in excess of 5 kHz or so source depth
effects may also be significant. To some extent the sound-
speed profile in the channel influences the coherence, but
often only weakly, besides which the profile is fairly easily
incorporated into noise prediction models. Thus in principle
at least, the noise coherence in the vertical is a statistical
measure of the noise field which is relatively stable and pre-
dictable, suggesting that it is a good candidate for inversion,
to yield the geoacoustic properties of the seabed.

The broadband noise measurements reported in this ar-
ticle, taken in ocean channels overlying fluid-saturated sedi-
ments, support the view that the vertical coherence of ambi-
ent noise in shallow water can be accurately predicted,
provided the properties of the bottom are known. Different
sedimentary types, ranging from coarse sand to silty clay,
have been examined theoretically and shown to give rise to
quite different noise coherence curves. These differences are
sufficiently pronounced to provide an adequate basis for a
noise inversion procedure to determine seabed parameters.

FIG. 9. ~a! Real and~b! imaginary coherence of ambient noise in Jellicoe
Channel, over a bandwidth of 5 kHz, as recorded in a nearly linear sound-
speed profile~insets! on 9 January 1996 with a sensor separation of 0.73 m.
The wind speed was between 7.5 and 10 m/s. The spectral analysis was
performed on 250 records, each of duration 31.2 ms, corresponding to an
averaging time of 7.8 s and a spectral resolution of 32.05 Hz. The theoretical
curve was computed from the exponential profile model outlined in the
Appendix, using the environmental parameters for the site listed in Table I.
The e-folding depth used wasd54485.3 m, giving an essentially linear
profile through the 50-m water column with surface and bottom sound
speeds matching the measured values.

FIG. 10. ~a! Real and~b! imaginary coherence of ambient noise in Jellicoe
Channel, exactly as in Fig. 9 but over the full available bandwidth of 20
kHz.
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APPENDIX: THEORETICAL MODEL FOR THE
VERTICAL COHERENCE OF NOISE IN SHALLOW
WATER

Wind-generated noise is generated mainly by breaking
waves, which create bubbles that resonate radially, thereby
acting as acoustic monopoles. For the purpose of modeling
the noise field, the breaking events are usually represented as
a random distribution~in time and space! of independent,
discrete sources located in a plane lying immediately beneath
the sea surface.15,18,19,29Each such source is in fact the su-
perposition of all the individual bubble sources under a
breaking wave, implying that the radiated acoustic pulse may
persist for a period of several seconds. In general, the source
spectrum will show considerable structure, but, if it is as-
sumed that on average the pulses from all breaking events
are identical, then the source spectrum cancels out of the
coherence function. It is therefore satisfactory, in deriving
the coherence function, to neglect the structure in the spec-
trum entirely and to treat the wave-breaking sources as im-
pulses~delta functions!. The source region is also assumed to
be compact, that is, small in extent compared to a wave-
length, allowing each breaking event to be treated as a point
source. Thus the pulse arrival at a receiver from such a
source, represented by delta functions in space and time, is
simply the impulse response, or Green’s function, of the
channel.

In a horizontally stratified medium, the~harmonic!
Green’s function for the velocity potential can always be
expressed in the form

G[G~r ,z,z8,v!5E
0

`

pGp~z,z8,v!J0~pr !dp, ~A1!

wherer is horizontal range between the source and receiver,
(z,z8) are receiver and source depths, respectively,v is an-
gular frequency,p is horizontal wave number,J0(•••) is the
Bessel function of the first kind of order zero, andGp is the
Hankel transform of the velocity potentialG. Gp is a solu-
tion of the depth-dependent part of the wave equation, which
depends onp as well as the boundary conditions and the
sound-speed profile.

The noise sources within an annulus on the sea surface
centred on the receiver and extending between radiir and
r 1dr all have the same Green’s function, since the sound
they generate propagates over identical transmission paths. It

follows from Carson’s theorem30 that the power spectral den-
sity of the noise at the receiver from all the sources within
the annulus is

dS̄54pmr uGu2 dr, ~A2!

wherem is the mean rate of source events per unit area of
surface and the overbar denotes an ensemble average. Ac-
cording to Eq.~A2!, a stochastic quantity, in this case the
power spectrum, is expressed in terms of the deterministic
Green’s function. The power spectral density of the noise
from sources distributed across the whole sea surface is sim-
ply the integral of Eq.~A2! taken over all values ofr :

S̄54pmE
0

`

r uGu2 dr. ~A3!

When the integral forG in Eq. ~A1! is substituted into this
expression, a triple integral is obtained, which, by perform-
ing the integration over range first, reduces to the following
single wave number integral

S̄54pmE
0

`

puGpu2 dp. ~A4!

This result is obtained because the range integration is the
delta-function identity

E
0

`

rJ0~pr !J0~ p̄r !dr5
d~p2 p̄!

p̄
, ~A5!

which immediately eliminates one of the two remaining
wave number integrals, yielding the expression in Eq.~A4!
for the power spectral density of the noise. The integral in
Eq. ~A4! may be evaluated numerically onceGp is known
from a solution of the wave equation.

The result in Eq.~A4! may be readily extended to give
the cross-spectral density of the noise at two hydrophones in
the water column. If the separation between the sensors iss
and the line connecting them is inclined at an angleg to the
vertical, then the cross-spectral density of the noise is

S̄1254pmE
0

`

pG1pG2p* J0~ps sin g!dp, ~A6!

where the asterisk denotes complex conjugation. Clearly,
when the two sensors are coincident, that is, whens goes to
zero, the Bessel function is equal to unity and the expression
in Eq. ~A6! reduces to that for the power spectral density in
Eq. ~A4!.

The coherence function is defined as

G125
S̄12

AS̄11S̄22

5
*0

`pG1pG2p* J0~ps sin g!dp

[ *0
`puG1pu2 dp*0

`puG2pu2 dp] 1/2
,

~A7!

where the normalizing terms,S̄11 andS̄22, are just the power
spectral densities of the noise at each of the sensors. In a
homogeneous noise field,S̄11 andS̄22 would be the same, but
this equality does not hold in shallow water, where the noise
field is inhomogeneous. For the special case of vertically
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separated sensors, the angleg is zero and the Bessel function
in the numerator of Eq.~A7! is unity, in which case the
expression for the coherence function becomes

G125
*0

`pG1pG2p* dp

[ *0
`puG1pu2 dp*0

`puG2pu2 dp ] 1/2. ~A8!

Equations~A7! and ~A8! are generally valid for any profile
but, of course, can be evaluated only when the Hankel trans-
form of the velocity potential is known. The latter expres-
sion, Eq. ~A8!, is the basis of the models of the vertical

coherence of wind-generated noise in shallow water that are
referred to in the text. This expression depends not only on
the sound speed profile and the source depth but also on the
sediment type, which determines the bottom boundary con-
dition.

To evaluate the integrals in Eq.~A8!, it is necessary to
know the functionsG1p andG2p representing the field at the
two receivers. For an isovelocity water column overlying a
homogeneous, fluid sediment~i.e., a Pekeris channel10!,
these functions are

Gip5M
sin h1z8

h1
H ~h11bh2!exp@ j h1zi #1~h12bh2!exp@ j h1~2h2zi !#

~h11bh2!1~h12bh2!exp@2 j h1h# J , ~A9!

whereM is a simple scaling constant which cancels out of
the coherence function,i 51,2,zi is the depth of ther th sen-
sor, andh is the depth of the water column. (h1 ,h2) are
vertical wave numbers in the water~sound speedc1! and the
sediment~sound speedc2!, respectively:

h15Ak1
22p2, h25Ak2

22p2, ~A10!

where~k15v/c1 , k25v/c2! are the acoustic wave numbers
in the two media. To ensure convergence, the imaginary
parts ofh1 and h2 are constrained to be greater than zero
everywhere in the complexp plane. The parameterb in Eq.
~A9! is the ratior1 /r2 , wherer1 is the density of seawater
andr2 is the density of the sediment.

With the expression forGip in Eq. ~A9!, the coherence
function in Eq.~A8! is exact and complete in that it includes
the discrete spectrum, the continuous spectrum and the lat-
eral wave, although at the frequencies of interest here the last
is negligible. The formulation of the coherence function em-
bodied in Eqs.~A8! and~A9! is straightforward and rapid to
evaluate numerically on a desktop computer, and it is this
formulation that is referred to in the text as the isovelocity
wind-noise model.

To include the effect of shipping in the isovelocity
model, the field associated with the first normal mode from a
single, deterministic source is added incoherently to the cross
spectrum and autospectra. This field expression is deter-
mined in a standard fashion by solving for the eigenvalues
from the dispersion relation@i.e., finding the roots of the
denominator of Eq.~A9!# and then integrating around an
appropriate contour in the complexp plane.

Returning to the question of the noise coherence, the
situation is slightly more complicated in the case of a chan-
nel with an exponential sound-speed profile overlying a ho-
mogeneous, fluid basement. Based on a profile of the form

c15cse
2z/d, ~A11!

wherecs is the sound speed at the sea surface andd is the
e-folding depth of the profile, a new set of variables is intro-
duced:

xi5ksdezi /d, i 51,2; xs5ksd; xh5ksdeh/d;
~A12!

x85ksdez8/d.

The wave number in these expressions isks5v/cs . It is
convenient to define the following dimensionless functions:

A5 j @Jv~x8!Yv~xs!2Jv~xs!Yv~x8!#, ~A13!

B~x!5 jxh@Jv8~xh!Yv~x!2Jv~x!Yv8~xh!#, ~A14!

C~x!5 jxh@Jv~xh!Yv~x!2Jv~x!Yv~xh!#, ~A15!

and

R5
j h2db

xh
, ~A16!

whereb is as defined above in connection with an isoveloc-
ity profile. In Eqs.~A13! to ~A15! the order of the Bessel
functions of the first and second kinds,Jv and Yv , respec-
tively, is

v5pd, ~A17!

and a prime on a Bessel function indicates a derivative with
respect to the argument. Equations~A13! to ~A17! emerge
from a moderately lengthy analysis of the depth-separated
part of the wave equation, which is transformed using Eqs.
~A12! into Bessel’s equation, which in turn is solved by the
application of an appropriate Hankel transform. Eventually,
the solution for the field at each of the hydrophones is ex-
pressed in terms of these functions as follows:

Gip5NAH B~xi !2RC~xi !

B~xs!2RC~xs!
J , i 51,2, ~A18!

whereN is a simple scaling constant which cancels out of the
coherence function.

This result is a generally valid expression for the field in
the presence of the exponential profile and can be substituted
directly into Eq.~A8! to obtain the coherence function in this
type of environment. For the situation where the depth of the
channel,h, is such thath/d!1, the exponential profile is
essentially linear throughout the water column. This is the
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case for those downward refracting profiles encountered at
the New Zealand site which were linear, or nearly so, with a
gradient of approximately20.42 m/s per m corresponding to
ane-folding depth ofd53638 m. Since the channel depth at
this location is only 50 m, it is clear that the exponential
profile is indistinguishable from linear in this particular case.
In fact, the solution given by Eqs.~A18! and~A8! is referred
to in the text as the linear-profile, wind-noise model, al-
though in reality it is rather more general in its application.
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In the horizontal refraction tomography~HRT! scheme@A. G. Voronovich and E. C. Shang, J.
Acoust. Soc. Am.98, 2708–2716~1995!#, the 3-D tomographic inversion is performed in two
stages: ~1! retrieving the modal wave numberskm(x,y) in the horizontal plane, and~2!
reconstructing the vertical sound-speed profile~SSP! at each node of the horizontal plane based on
a set of retrieved modal wave numberskm(x,y). Usually, a nonlinear approach must be considered
for the 1-D vertical inversion of the second stage. In this paper, a nonlinear inversion method based
on the WKB modal condition is proposed. Using the WKB modal condition has the following
advantages:~a! it is efficient because the datakm(x,y) can be matched directly to the SSP without
a model-based replica calculation;~b! it works even when just a few modes are available; and~c!
the error of the inversion can be estimated analytically. Some results of the simulation to verify the
concept are presented. ©1997 Acoustical Society of America.@S0001-4966~97!04512-8#

PACS numbers: 43.30.Pc, 43.30.Qd@JHM#

INTRODUCTION

The applicability of the standard linear inversion method
of reconstructing the mesoscale variabilities is quite limited
because the assumption that modal functions do not change
significantly is not valid for many cases.1,2 The matched-field
processing~MFP! approach3 can solve this problem, but it
could be very time consuming if a 3-D tomographic inver-
sion is considered. Recently, horizontal refraction tomogra-
phy ~HRT! has been proposed,4,5 in which the 3D tomogra-
phic inversion is performed in two stages. At the first stage,
modal wave numberskm(x,y) in the horizontal plane are
retrieved from the measurement of a horizontal refraction
angle of the horizontal modal rays. As the corresponding
rays in the horizontal plane are almost straight lines~with
great accuracy!, the 2-D reconstruction ofkm(x,y) can be
accomplished with a linear procedure. The second stage is to
retrieve the vertical sound-speed profile~SSP! at each node
of the horizontal plane where datakm(x,y) can be used~see
Fig. 1!. Usually, a nonlinear approach should be considered
for this 1-D vertical inversion; for example, the invariant
imbedding method has been proposed.5 In this paper, an in-
version method based on the WKB modal dispersion condi-
tion is proposed, which has the following advantages:~a! it is
very efficient because the datakm(x,y) can be matched di-
rectly to the SSP without a model-based replica calculation;
~b! it works even if just a few modes~say, three modes! are
available; and~c! the error of the inversion can be estimated
analytically. Numerical simulations on a mesoscale eddy in
the deep ocean are presented.

I. INVERSION USING THE WKB MODAL CONDITION

Now the problem is how to use datakm(x,y) to recon-
struct the vertical SSP at point (x,y). The horizontal modal
wave numberkm has been used for retrieving the SSP
throughout the Abel transformation.6,7 Numerically, we can

solve this problem by using the MFP approach in which the
best estimation of the SSP is given by minimizing the fol-
lowing cost function:

Fc~ssp!5(
m

@km~x,y!2km~$ssp%!#2, ~1!

wherekm($ssp%) is the replica calculated based on a model
with the given$ssp% described by a set of parameters. How-
ever, the drawbacks of this procedure are that it is not effi-
cient and it is model dependent. Here we propose to use the
WKB modal dispersion condition to perform the SSP recon-
struction. As is well known, the WKB dispersion condition
for guided modes in the deep ocean is8

E
Zl

ZuAk2~z;x,y!2km
2 ~x,y! dz5~m2 1

2!p, ~2!

whereZl andZu are the lower and upper turning points, and

k~z;x,y!5
v0

c~z;x,y!
, ~3!

wherev0 is the acoustic circular frequency, andc(z;x,y) is
the SSP at point (x,y); (x,y) are parameters in the text that
follows. We write thec(z;x,y) as a sum of the background
c0(z) plus a perturbationDc(z;x,y):

c~z;x,y!5c0~z!1Dc~z;x,y!. ~4!

The background part,c0(z), is assumed known, and the
unknown part,Dc(z;x,y), can be conveniently represented
by an expansion of the empirical orthogonal functions
~EOF!.9

Dc~z;x,y!5(
j

aj~x,y!F j~z!, ~5!

whereF j (z) is the j th order of the EOF and is known when
archival data are available or somein situ samples of SSP
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data are available. The EOFs are the most efficient basis
functions for the expansion of the SSP. In many cases, a high
degree of accuracy can be achieved with only a few EOFs.
Thus, there are only a few unknown parameters$aj% to be
determined. From Eqs.~3! and ~4!, we have

k2~z;x,y!5F v0

c0~z!1Dc~z;x,y!G
2

5k0
2~z!2F 2v0

2

c0
3~z!G(j

ajF j~z!. ~6!

Substituting Eq.~6! into Eq. ~2!, we get

E
Zl

ZuAk0
2~z!2F 2v0

2

c0
3~z!G(j

ajF j~z!2km
2 ~x,y! dz

5~m2 1
2!p. ~7!

We define

Sm~$aj%!

5E
Zl

ZuAk0
2~z!2F 2v0

2

c0
3~z!G(j

ajF j~z!2km
2 ~x,y! dz. ~8!

Then, the reconstruction problem reduces to the determina-
tion of the set of parameters$aj% that minimizes the follow-
ing cost function:

Fc~$aj%!5(
m

@Sm~$aj%!2~m2 1
2!p#2. ~9!

II. LINEARIZED FORMULA

For a weak enough perturbation, Eq.~2! can be linear-
ized. Let

k2~z;x,y!5k0
2~z!1Dk0

2~z;x,y! ~10!

and

km
2 ~x,y!5$km01Dkm~x,y!%25km0

2 12km0Dkm~x,y!,
~11!

wherekm0 satisfies the unperturbed WKB condition

E
Zl

ZuAk0
2~z!2km0

2 dz5~m2 1
2!p. ~12!

Substituting Eqs.~10! and ~11! into Eq. ~2!, we get

FIG. 1. Reconstructing the SSP at each node by using modal horizontal
wave number datakm(x,y).

FIG. 2. The SSPs for different sections of the asymmetric Gaussian eddy.
The range interval is 40 km.

FIG. 3. The first two EOFs of the asymmetric Gaussian eddy.

TABLE I. The WKB linear kernel matrixBm j .

m j51 j 52

1 21.2584009E204 25.9656177E205
2 21.2059656E204 23.9268714E205
3 21.1509480E204 22.2358547E205
4 21.0868657E204 27.6778006E206
5 21.0146108E204 3.1919542E206
6 29.6470598E205 9.5016912E206
7 29.2515773E205 1.4024733E205
8 28.8249995E205 1.7166711E205
9 28.4333180E205 1.9293228E205

10 28.0494108E205 2.0355850E205
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E
Zl

ZuAk0
2~z!1Dk0

2~z;x,y!2km0
2 22km0Dkm~x,y! dz

5~m2 1
2!p. ~13!

By linearizing the integrand of Eq.~13!, we have

E
Zl

ZuAk0
2~z!2km0

2 H 11
~Dk0

222km0Dkm!

2@k0
2~z!2km0

2 # J dz5~m2 1
2!p.

~14!

Taking into account Eq.~12!, Eq. ~14! becomes

E
Zl

Zu Dk0
2~z;x,y!

Ak0
2~z!2km0

2
dz5E

Zl

Zu 2Dkm~x,y!km0

Ak0
2~z!2km0

2
dz. ~15!

Then, the linear perturbation of the modal wave number is
given by

Dkm
~L !~x,y!5

*Wm~z!Dk0
2~z;x,y! dz

2km0*Wm~z! dz
, ~16!

where the weighting functionWm(z) is defined by

Wm~z!5
1

Ak0
2~z!2km0

2
. ~17!

This linear perturbation of the modal wave number
given by Eq.~16! will be converted to the result given by the
general perturbation theory10 if we take the normalized
eigenfunctioncm

2 (z) as the weighting function instead of Eq.
~17!.

From Eqs.~6! and ~10!, we know that

Dk0
2~z;x,y!52F 2v0

2

c0
3~z!G(j

ajF j~z!. ~18!

TABLE II. Simulated datakm(x,y) for different sections, ir, of the ‘‘asymmetric’’ cold eddy~modes 1–10 atf 550 Hz, DC5212.5 m/s!.

ir

Mode wave number

m1 m2 m3 m4 m5 m6 m7 m8 m9 m10

1 0.209363 0.209214 0.209066 0.208920 0.208775 0.208631 0.208489 0.208348 0.208209 0.208071
2 0.209364 0.209214 0.209066 0.208920 0.208775 0.208631 0.208489 0.208349 0.208209 0.208071
3 0.209367 0.209216 0.209068 0.208921 0.208776 0.208632 0.208490 0.208349 0.208210 0.208072
4 0.209387 0.209227 0.209075 0.208927 0.208781 0.208637 0.208495 0.208354 0.208214 0.208075
5 0.209480 0.209301 0.209133 0.208974 0.208821 0.208672 0.208526 0.208382 0.208240 0.208100
6 0.209728 0.209495 0.209284 0.209094 0.208920 0.208757 0.208601 0.208450 0.208303 0.208159
7 0.210193 0.209879 0.209595 0.209342 0.209118 0.208920 0.208742 0.208576 0.208417 0.208264
8 0.210795 0.210522 0.210259 0.210005 0.209761 0.209527 0.209303 0.209089 0.208885 0.208690
9 0.211048 0.210759 0.210479 0.210210 0.209951 0.209702 0.209464 0.209236 0.209019 0.208812

10 0.210795 0.210522 0.210259 0.210005 0.209761 0.209527 0.209303 0.209089 0.208885 0.208690
11 0.210243 0.210010 0.209786 0.209569 0.209361 0.209161 0.208969 0.208785 0.208608 0.208439
12 0.209755 0.209564 0.209379 0.209200 0.209026 0.208858 0.208695 0.208536 0.208382 0.208232
13 0.209490 0.209326 0.209166 0.209009 0.208854 0.208703 0.208555 0.208409 0.208265 0.208123
14 0.209393 0.209240 0.209089 0.208940 0.208793 0.208648 0.208505 0.208363 0.208222 0.208083
15 0.209368 0.209218 0.209070 0.208923 0.208778 0.208634 0.208492 0.208351 0.208211 0.208073
16 0.209364 0.209214 0.209066 0.208920 0.208775 0.208632 0.208489 0.208349 0.208209 0.208071
17 0.209363 0.209214 0.209066 0.208920 0.208775 0.208631 0.208489 0.208348 0.208209 0.208071

TABLE III. Simulated datakm(x,y) for different sections, ir, of the ‘‘asymmetric’’ warm eddy~modes 1–10 atf 550 Hz, DC5112.5 m/s!.

ir

Mode wave number

m1 m2 m3 m4 m5 m6 m7 m8 m9 m10

1 0.209363 0.209214 0.209066 0.208920 0.208775 0.208631 0.208489 0.208348 0.208209 0.208071
2 0.209363 0.209213 0.209066 0.208919 0.208775 0.208631 0.208489 0.208348 0.208209 0.208071
3 0.209359 0.209211 0.209064 0.208918 0.208773 0.208630 0.208488 0.208348 0.208208 0.208070
4 0.209340 0.209201 0.209056 0.208912 0.208768 0.208625 0.208484 0.208343 0.208204 0.208067
5 0.209250 0.209132 0.209002 0.208866 0.208729 0.208591 0.208452 0.208315 0.208178 0.208042
6 0.209046 0.208979 0.208875 0.208758 0.208634 0.208506 0.208376 0.208244 0.208113 0.207981
7 0.208879 0.208705 0.208679 0.208524 0.208455 0.208341 0.208227 0.208110 0.207988 0.207865
8 0.208405 0.208239 0.208088 0.208060 0.207961 0.207890 0.207808 0.207713 0.207614 0.207511
9 0.208346 0.208168 0.208002 0.207903 0.207849 0.207728 0.207688 0.207593 0.207504 0.207409

10 0.208405 0.208239 0.208088 0.208060 0.207961 0.207890 0.207808 0.207713 0.207614 0.207511
11 0.208603 0.208511 0.208459 0.208371 0.208277 0.208175 0.208067 0.207956 0.207842 0.207726
12 0.208981 0.208885 0.208777 0.208663 0.208543 0.208421 0.208296 0.208170 0.208043 0.207915
13 0.209237 0.209103 0.208969 0.208833 0.208697 0.208561 0.208425 0.208289 0.208154 0.208020
14 0.209333 0.209187 0.209043 0.208899 0.208756 0.208614 0.208474 0.208334 0.208196 0.208059
15 0.209358 0.209209 0.209062 0.208916 0.208771 0.208628 0.208486 0.208346 0.208207 0.208069
16 0.209363 0.209213 0.209065 0.208919 0.208774 0.208631 0.208489 0.208348 0.208209 0.208071
17 0.209363 0.209214 0.209066 0.208919 0.208775 0.208631 0.208489 0.208348 0.208209 0.208071

3427 3427J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Shang et al.: Nonlinear tomography



Substituting Eq.~18! into Eq. ~16!, we get

Dkm
~L !~x,y!5

E Wm~z!F22v0
2

c0
3~z! G(ajF j~z! dz

2km0*Wm~z! dz
. ~19!

Now, if we use$km(x,y)2km0% as data and put it on the
left-hand side of Eq.~19!, then we will get a set of linear
equations for solving the unknown parameters$aj%:

$km~x,y!2km0%5(
j

Bm jaj , ~20!

where the matrix is given by

Bm j5S 2v0
2

km0
D *Wm~z!~1/c0

3~z!!F j~z! dz

*Wm~z! dz
. ~21!

III. ERROR ANALYSIS

One of the advantages of inversion by using the WKB
condition is that the error can be estimated analytically.
From Eq.~7!, we have

E
zl

zuAk0
2~z!2

2v0
2

c0
3~z!

Dc~z;x,y!2km
2 ~x,y! dz

5~m2 1
2!p. ~22!

If the data is contaminated by noise, then

km5km
R1nm , nm!km , ~23!

wherekm
R is the true value andnm is noise. The noise here is

understood as errors in retrievingkm(x,y), resulting from the
first stage of inversion.4,5 Substituting Eq.~23! into Eq.~22!,
we get

FIG. 4. The reconstructed cold eddy at eddy center~DC!5212.5~m/s! with
noise free data. Case 1: modes 1, 2,a15213.0 anda250.3. Case 2: modes
1–10,a15212.9 anda250.2.

FIG. 5. The reconstructed cold eddy at eddy center~DC!5212.5~m/s!,
data with noise. Case 3: modes 1, 2,nm510.0001; a15213.9 anda2

50.5. Case 4: modes 1–5,nm510.0001;a15213.9 anda250.5. Case 5:
modes 1, 2, 3,nm520.0001;a15212.1 anda250.1.

TABLE IV. The reconstruction results for different cases.

Case No. Eddy SSP No. Formula Datakm(r ) Number of mode

Result

Illustrationa1 a2

1 cold r 9 NL Eq. ~9! noise free 1,2 213.0 0.3 Fig. 4
2 cold r 9 NL Eq. ~9! noise free 1,2,...,9,10 212.9 0.2 Fig. 4
3 cold r 9 NL Eq. ~9! nm510.0001 1,2 213.9 0.5 Fig. 5
4 cold r 9 NL Eq. ~9! nm510.0001 1,2,3,4,5 213.9 0.5 Fig. 5
5 cold r 9 NL Eq. ~9! nm520.0001 1,2,3 212.1 0.1 Fig. 5
6 cold r 11 NL Eq. ~9! noise free 1,2,3 26.8 0.1 Fig. 6
7 cold r 7 NL Eq. ~9! noise free 1,2,3 25.0 21.7 Fig. 7
8 warm r 9 NL Eq. ~9! noise free 1,2,3 13.2 20.1 Fig. 8
9 warm r 9 NL Eq. ~9! noise free 6,7,8,9,10 12.820.4 Fig. 8

10 warm r 9 NL Eq. ~9! nm510.0001 8,9,10 11.4 1.2 Fig. 9
11 warm r 9 NL Eq. ~9! nm510.0001 1,2,...,9,10 11.4 0.3 Fig. 9
12 warm r 9 NL Eq. ~9! nm520.0001 1,2,...,9,10 14.1 20.9 Fig. 9
13 warm r 11 NL Eq. ~9! noise free 1,2 6.8 0.0 Fig. 10
14 warm r 11 NL Eq. ~9! noise free 1,2,...,9,10 6.8 0.0 Fig. 10
15 warm r 7 NL Eq. ~9! noise free 1,2,3,4,5 5.0 1.8 Fig. 11
16 warm r 7 L Eq. ~20! noise free 1,10 3.0 1.8 Fig. 12
17 warm r 6 L Eq. ~20! noise free 1,10 1.6 1.9 Fig. 13
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FIG. 6. The reconstructed cold eddy atr 11 ~wide side! with noise-free data.
Case 6: modes 1, 2, 3,a1526.8 anda250.1.

FIG. 7. The reconstructed cold eddy atr 7 ~narrow side! with noise-free data.
Case 7: modes 1, 2, 3,a1525.0 anda2521.7.

FIG. 8. The reconstructed warm eddy at eddy center~DC!5112.5~m/s!
with noise-free data. Case 8: modes 1, 2, 3,a1513.2 anda2520.1. Case 9:
modes 6–10,a1512.8 anda2520.4.

FIG. 9. The reconstructed warm eddy at eddy center~DC!5112.5~m/s!,
data with noise. Case 10: modes 8, 9, 10,nm510.0001;a1511.4 anda2

51.2. Case 11: modes 1–10,nm510.0001; a1511.4 anda250.3. Case
12: modes 1–10,nm520.0001;a1514.1 anda2520.9.

FIG. 10. The reconstructed warm eddy atr 11 ~wide side! with noise-free
data. Case 13: modes 1, 2,a156.8 anda250.0. Case 14: modes 1–10,a1

56.8 anda250.0.

FIG. 11. The reconstructed warm eddy atr 7 ~narrow side! with noise-free
data. Case 15a: modes 1–5,a155.0 anda251.8. Case 15b: modes 1–5,
a154.9 anda251.7.
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E
zl

zuAk0
2~z!2

2v0
2

c0
3~z!

~Dc!R2~km
R!222km

Rnm dz

5~m2 1
2!p, ~24!

or, by rewriting,

E
zl

zuAk0
2~z!2

2v0
2

c0
3~z!

~Dc!c2~km
R!2 dz5~m2 1

2!p,

~25!

where (Dc)c is given by

~Dc!25~Dc!R1S c0
2

v0
D S km

k0
Dnm5~Dc!

R1S c0
2

v0
Dnm .

~26!

Equation~25! indicates that by using the contaminated data,
the reconstructed SSP is (Dc)c instead of the true SSP,
(Dc)R. The reconstruction error induced by noise is

«5~Dc!c2~Dc!R5
c0

2

v0
nm ~27!

or

«

c0
5

nm

k0
.

As an example, if we take nm51024 m21, c0

51500 m s21, and f 550 Hz, we get

«50.7 m s21.

IV. NUMERICAL SOLUTIONS

A. Ocean model

The ocean model is considered as a Munk’s canonical
profile11 with a Gaussian eddy, and the EOFs corresponding
to this eddy are also used.

~i! Munk’s canonical profileas background:

c051500$110.0057@e2h2~12h!#%, ~28!

whereh52(z21000)/1000.
~ii ! Gaussian eddy~2D! ~see Fig. 2!:

FIG. 12. The linear reconstruction of warm eddy atr 7 ~narrow side! with
noise-free data. Case 16: mode 1, 10,a153.0 anda251.8.

FIG. 13. The linear reconstruction of warm eddy atr 6 ~narrow side! with
noise-free data. Case 17: mode 1, 10,a151.6 anda251.9.

FIG. 14. Representative examples of ambiguity functions resulting from Eq.~9!, least ambiguous results.~a! Case 4, cold eddy~center!, nm510.0001 (m
51,2,3,4,5).~b! Case 7, cold eddy~narrow side!, noise-free (m51,2,3).
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Dc~z;r !5~DC!expH 2F r 2r 9

DR G2

2F z2ze

DZ~r !G
2J . ~29!

The eddy parameters are as follows:

~DC!5612.5 m s21, ~DR!5100 km,

r 95320 km, ze51000 m.

Parameter~DZ! is range dependent and is given by

~DZ!5H 500 m, r>r 8 , r 85280 km,
300 m, r 8.r .r 5 ,
200 m, r 5>r , r 55160 km.

~iii ! The first two EOFs of this asymmetric Gaussian
eddy are shown in Fig. 3. The first four eigenvalues are 182,
1.4, 2.731024, and 7.431026; therefore, the first two EOFs
dominate. The kernel matrixBm j of the WKB linear inver-
sion for 10 modes corresponding to these two EOFs is listed
in Table I.

B. Simulated data

Datasets ofkm(r ) generated by KRAKEN12 are listed in
Tables II and III, for a cold and a warm eddy, respectively
(m51 – 10; f 550 Hz!.

C. Reconstruction results

The results of reconstruction are listed in Table IV and
shown in Figs. 4–13. The ambiguities of the cost function
for some cases are shown in Figs. 14 and 15 for the best and
worst cases, respectively. For all the cases, the main peak
offers the best estimation.

In principle, the necessary number of modes for getting
a unique solution depends on the dimensions of parameter
space$aj%. Actually, Eq. ~7! determines a surface in the
parameter space$aj% for each mode. In our 2-D case, Eq.~7!
determines a curve in the (a1 ,a2) plane. In an ideal solution
~with noise-free data!, two modes will give a unique solution
at the crossover point of the two corresponding lines. As an
example, Fig. 16 illustrates the crossover point~a15212.9
anda250.2! given by modes 1 and 8 for case 1.

V. SUMMARY

~1! The proposed inversion method is very efficient because
there are no forward replica calculations as in the general
MFP procedure. For a Gaussian cold eddy with a canoni-
cal profile, the first three modes give very good results.

~2! On the other hand, for a warm eddy, higher modes give
better results than lower modes~see Fig. 8, cases 8 and
9!. The reason for this is most likely due to the double-
channel effect; higher modes suffer less double-channel
effect than lower modes.2

~3! The noise impact illustrated by Figs. 5 and 9 is consis-
tent ~order of magnitude! with the theoretical analysis
given by Eq.~27!.

~4! For this asymmetric Gaussian eddy, the first two EOFs
dominate. The second EOF plays a more important role
on the narrow side than the wide side~compare the co-
efficientsa2 of case 13 with case 15!.

~5! The quality of the linear inversion is rather poor~see Fig.

FIG. 15. Representative examples of ambiguity functions resulting from Eq.~9!, most ambiguous results.~a!. Case 10, warm eddy~center!, nm510.0001
(m58,9,10). ~b!. Case 12, warm eddy~center!, nm520.0001~m5from 1 to 10!.

FIG. 16. The cross-over point given by the curves of modes 1 and 8, for
case 1, cold eddy center:a15212.9 anda250.2.
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12! compared with the nonlinear inversion~see Fig. 11!
for a warm eddy atr 7 .
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Adaptive beamforming against reverberation for a three-sensor
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~Received 16 September 1996; revised 11 August 1997; accepted 22 August 1997!

Two algorithms for beamforming and bearing estimation of echoes from an active sonar
transmission in a strongly reverberant bistatic environment are described. The receiving array
consists of a single omnidirectional sensor and two collocated orthogonal dipole sensors, and is
deployed in a bistatic configuration. Both beamforming algorithms are based on minimum-variance
techniques. The first algorithm matches the pattern of the minimum-variance beamformed data with
that expected from an impulse at a known bearing. The second algorithm reforms the sensor data
from the minimum-variance beam response. Fixed-coefficient limac¸on beamforming is then applied
to estimate the beam power map with reduced reverberation. The detection performance of both
techniques is evaluated by injection of a synthetic target echo into experimental reverberation data.
The results suggest an enhanced array gain against reverberation of the order of 3 dB for reasonable
values of signal strength and probability of false alarm, compared to a direct application of
fixed-coefficient limac¸on beamforming. The root-mean-squared bearing error for both techniques is
reduced significantly, when compared to the limac¸on beamformer, by factors varying from 2 to 5.
@S0001-4966~97!03612-6#

PACS numbers: 43.30.Vh, 43.30.Bp, 43.30.Cq@SAC-B#

INTRODUCTION

The problem of particular interest in this paper is the
detection and bearing estimation of target echoes in strongly
anisotropic reverberation fields characteristic of bistatic ac-
tive sonars operating in shallow water.1–3 Although bistatic
reverberation models capable of predicting the average back-
ground in bistatic active sonar are now highly developed,4

such models depend on knowledge of environmental param-
eters, and may not always provide the accuracy required for
optimum beamforming and the setting of detection thresh-
olds. As a consequence, there is much interest in data-
adaptive methods that can estimate the reverberation back-
ground from the sensor signals themselves.

This work is an examination of two adaptive beamform-
ing techniques in a reverberation-limited active sonar envi-
ronment for a receiver consisting of an omnidirectional sen-
sor and two collocated orthogonal dipole sensors. Both
techniques are based on the minimum variance distortionless
response~MVDR! beamformer.5 The first is the pattern cor-
relator ~PATCOR! processor, which is a three-step process
involving adaptive beamforming, response identification, and
correlation. The second is the directional interference limited
beamspace energy reformation technique~DILBERT! trans-
form, a process for calculating a transformation matrix that
reforms the sensor time series into equivalent time series
with reduced directional interference. Of interest is the re-
ceiver performance for the detection of an echo in a given
direction, as well as the root-mean-squared~rms! error of the
estimate of the associated bearing.

The current literature in adaptive beamforming includes
application of MVDR to topics as diverse as sonar perfor-
mance prediction,6 consideration of the detection process in a
structured noise background,7 and the general treatment of
rank reduction and signal enhancement.8,9 Here, we wish to

apply some of these concepts to the bistatic reverberation
scenario illustrated schematically in Fig. 1 for a three-sensor
receiving array consisting of an omnidirectional sensor and
two orthogonal dipoles. With this configuration, apart from a
possible signal arrival directly along the transmitter–receiver
axis, reverberation at any particular instant during a ping
arises from reflecting points on an ellipsoid that has the
transmitter and receiver as the two foci. This fact, along with
the strength and distribution of reflections from points on the
ellipsoid, determines the directional character of bistatic so-
nar reverberation. Directionality of the reverberation field is
important for the performance of the adaptive beamformers
introduced in this paper. Bathymetric features complicate
this reverberation distribution, but will not be considered in
this work. It is convenient for analysis to estimate the direc-
tion of the transmitter–receiver axis, and to measure bearings
relative to this reference axis as shown schematically in Fig.
2. One can then examine detection performance using data
measured at receivers placed in a number of different loca-
tions by injecting signals at a known bearing relative to this
reference axis.

To evaluate the two beamformers an experimental rever-
beration data set was recorded with receivers located over a
wide area. A large number of transmissions, involving sev-
eral waveforms over a wide band, were measured on each
receiver. The transmitter–receiver geometries were diverse,
ensuring that a variety of reverberation fields were included.
Synthetic signals were then added at known values of bear-
ing and signal-to-noise ratio~SNR!. Receiver-operating char-
acteristic~ROC! and rms bearing-estimation errors were di-
rectly measured with this data set. The fixed-coefficient
limaçon beamformer described below was used as a bench-
mark both for the detection and for the bearing estimation
problem.
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For the long range bistatic sonar geometry that was used
to gather the data~projector at least ten water depths from
the sensor! it is reasonable to assume that almost all the
reverberation arrives near the horizontal plane. This assump-
tion allows us to simplify the subsequent development of the
adaptive algorithms in this paper within a two-dimensional
framework.

This paper is organized as follows. The fixed-coefficient
limaçon beamformer and the two adaptive beamformers are
outlined in Sec. I. The test data set and the results are de-
scribed in Sec. II. Conclusions on the usefulness and limita-
tions of these techniques are drawn in Sec. III.

I. THEORY

The starting point for the discussion of the beamformers
is the output of a matched filter, with the signal of interest
showing up as a sharp peak against a slowly varying back-
ground of reverberation. In the implementation used in this
work the sensor data are first bandpass filtered with a finite
impulse response~FIR! filter, and then matched filtered with
a replica of the waveform.

Data-adaptive beamforming of matched filter output,
rather than the raw sensor time series, brings with it the
important advantage that the contribution of ambient noise
not correlated with the transmitted waveform is reduced by
the bandwidth-time~BT! product of the waveform. If raw
sensor data were used instead, isotropic ambient noise would
likely dominate, resulting in MVDR beams similar to lima-
çons.

A. The limaç on beamformer

The standard fixed-coefficient beamformer for the sen-
sor configuration in this paper is the limac¸on. Its power re-
sponse is given by

pj5^~@~12a!, a sin j, a cosj#x!2&s , ~1!

where^ &s denotes a time average over the expected duration
of the signal,j is the steering direction, anda is a parameter
governing the shape of the response. Witha50.5 the result
is a cardioid response pattern. We have found, for the experi-
mental data in this paper, thata50.75 is a good compro-
mise, and this value will be used for the limac¸on beamformer
in this work. The resulting beam pattern has a broad main
lobe somewhat narrower than that of the cardioid, and a
backlobe that is 6 dB down from the main lobe.

A rough target bearing estimatef̂ is taken from the peak
of the beam response,

f̂5max
j

$pj%. ~2!

In order to improve precision, at the expense of an increase
in variance, a parabolic interpolator is applied. Suppose the
power detected in beamf is p1 , and the power in the beams
to either side isp0 and p2 . Then, in terms of these powers
and the angular spacingDf between beams the interpolated
bearing estimatef̂ i is given by

f̂ i5f̂1
1

2
Df

p22p0

2p12p02p2
. ~3!

A total of 24 beams were formed so as to be consistent with
the number of beams used in the two adaptive beamformers,
although this is considerably more than is necessary because
the main lobe of the limac¸on beamformer is quite broad.

B. The PATCOR processor

The PATCOR processor is based on MVDR
beamforming5 in a number of equispaced steering anglesj.
Denote the response of the omnidirectional and the orthogo-
nal dipole sensors to a plane wave incident at anglej by sj :

sj5@1, sin j, cosj#T. ~4!

The MVDR beamforming vectorwj
0 steered to anglej is

then obtained in terms of the correlation matrixQ and the
vectorsj ,

wj
05

Q21sj

sj
TQ21sj

, ~5!

whereQ5^xxT& l is the data correlation matrix. The angular
bracketŝ & l denote a time average. Note that the reverbera-
tion background changes considerably over time, and it is
necessary to consider this nonstationarity when selecting an
interval over which to estimate the correlation matrix. The
time interval for averaging this matrix should be short com-
pared to that over which the reverberation directionality
changes, which is of the order of the transmitter–receiver
propagation time. It should, however, be long compared to
the expected echo width, which for matched filter data is of
the order of the reciprocal bandwidth. In this work the time
constant for obtaining theQ matrix is taken as 1500 inde-
pendent samples. The MVDR coefficients are constant for a
given window of data, but change as the next window is
processed. For continuity, these data windows were over-
lapped by 50% in this work. In order to reduce the effect of
strong reverberation peaks, we normalize the MVDR re-

FIG. 1. Bistatic reverberation scenario.

FIG. 2. Sensor geometry for the receiver. The angle of the direct arrival is
used as a reference to realign the orthogonal dipole sensors.
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sponse across bearing by dividingwj
0 by the average long

term root power,

wj5
wj

0

Awj
0T

Qwj
0

. ~6!

Normalization of the average background across bearing is
similar to the spectral prewhitening commonly used in the
design of matched filters for signals in colored noise. Its use
here is, to the authors’ knowledge, novel. Besides ensuring a
more isotropic background for the detection and bearing es-
timation of target echoes, it normalizes the reverberation
background with time during the ping.

Having obtained a set of beamformers$wj% indexed by
equispaced bearingsj, the next step is to calculate the power
response for signal-direction vectors in the set$su% indexed
by equispaced bearingsu. The response of the beamformer

steered at directionj to a signal incident atu is given by
uwj

Tsuu2. We found by experiment that 24 values ofj and an
equal number foru was sufficient for stable response of the
PATCOR processor.

In the final step sensor data are processed with the above
beamformers in a time window matched to the signal dura-
tion, yielding the set of average power responses
$^uwj

Txu2&s%. This set, considered as a vector indexed byj, is
compared by statistical correlation with each of the response
vectors for signal directions in the set$su%. A positive cor-
relation for a particularsu is indicative of the presence of
signal power in directionu. Since statistical correlation pro-
duces values in the range@21,1#, the correlator output was
first shifted to the range@0,2# and scaled by one-half the
signal powerwu

TQswu . The full expression for the PATCOR
outputpu is given by

pu5
1

2
wu

TQswuF11
(j~^uwj

Txu2&s2^^uwj
Txu2&s&f!~ uwj

Tsuu22^uwj
Tsuu2&f!

A(j@^uwj
Txu2&s2^^uwj

Txu2&s&f#2(j@ uwj
Tsuu22^uwj

Tsuu2&f#2G , ~7!

where ^ &f denotes an average over all bearing terms. The
bearing estimate is taken from the peak ofpu as in Eq.~2!,
and parabolic interpolation is applied as in Eq.~3!.

C. The DILBERT transform

The DILBERT transform is defined here. Essentially, it
is a technique for ‘‘whitening’’ the average background in-
terference across bearing, and is followed in this work by a
limaçon beamformer. The MVDR coefficients defined by Eq.
~6! provide a reverberation-normalized, minimum-variance
estimate of the energy as a function of direction. We can
recombine these bearing energies to produce sensor data with
the dominant reverberation power reduced. Because the sig-
nal is of much smaller duration than the reverberation, it
does not contribute significantly to theQ matrix, and hence
is not rejected by the resulting MVDR beamformer. In order
to obtain a good bearing estimate, we impose the constraint
of minimizing the rms deviation from a delta-function re-
sponse to a unit amplitude signal incident from directionu.
Such a sharp response is not possible with our receiver
which has only three degrees of spatial freedom, but can be
approximated in a least squares sense. This translates into
minimizing the functional

F5(
u

uvjwj
Tsu2d~j2u!Awj

TQwjsju2, ~8!

where vj is the weighting vector for reforming the sensor
data from energy in directionj, andd(j2u) is a Dirac delta
function.

Minimizing F with respect to the beam weighting vector
vj yields the equation

vj5
sj

wj
TQiwj

, ~9!

where Qi is the normalized correlation matrix for two-
dimensional isotropic noise:

Qi5F 1 0 0

0 0.5 0

0 0 0.5
G . ~10!

Application of a set of MVDR beamformers indexed byj to
the sensor data, followed by recombination of these beams
by the weighting vectorsvj , is equivalent to multiplication
of the sensor data by the matrixH,

H5(
j

sjwj
T

wj
TQiwj

. ~11!

In this work 1000 bearing terms are used to form the sum in
Eq. ~11! in order to ensure a stable estimate ofH. The re-
combined sensor data can be subsequently beamformed with
a limaçon beamformer as in Eq.~1!, and the signal bearing
estimated from the peak as before.

II. TEST DATA SET AND RESULTS

For the evaluation of detection performance and bearing
estimation error, a data set consisting of reverberation from a
series of FM sweeps was collected on a number of three-
sensor receivers. A large number of receivers in a variety of
tactical geometries with respect to the transmitter, and sev-
eral different transmitted waveforms were used to obtain a
diverse data set.

Bandpass filtering and matched filtering were applied to
the time series from each sensor. A smoothed estimate of the
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power in the omni sensor was made in order to provide a
basis for computing the SNR for purposes of synthetic signal
injection. The bearing of the direct arrival of energy from the
transmitter was measured by means of the limac¸on beam-
former, and used as a reference axis from which all bearings
were measured in order to observe the effect of beamformer
performance as a function of the angle off the main rever-
beration axis.

The time resolution of the matched filter output is ap-
proximately the reciprocal bandwidth. When considering the
number of independent samples used in various stages of the
processing, we have taken this resolution into account, as-
sumingf N /B samples are correlated, wheref N is the Nyquist
frequency, andB the bandwidth. Data within a fixed window
of 7500 independent samples were extracted from each trans-
mission. For the purpose of the PATCOR processor and the
DILBERT transform, 50% overlapped windows of 1500
samples duration were used to estimate theQ matrices. For
all three beamformers averaging of the outputs for signal
detection was performed over 30 sample intervals.

In preparing the recorded reverberation data for the
evaluation of performance the reverberation noise power in
the omnidirectional sensor was first measured. Then, data
examples were created at desired SNR by adding a constant
power level signal to the reverberation data. As a conse-
quence, the signal-plus-noise statistics of the test data set
were those of fluctuating background plus a constant strength
signal. The ROC curves were obtained by incrementing a
counter if the signal-plus-noise power at a processor output
exceeded an adjustable detection threshold~DT!. The num-
ber of threshold crossings were then divided by the total
number of trials to form an estimate ofPD . The probability
of false alarmPFA was estimated by recording the number of
crossings of the noise level over the same DT. The rms bear-
ing errors were obtained from the average squared difference
between the measured bearing of the inserted signal and the
true bearing.

A. ROC curves

The ROC curves for all three beamformers are shown in
Fig. 3. The false alarm probabilityPFA is plotted in logarith-
mic scale along thex axis, and the detection probabilityPD

in increasing logarithmic scale along they axis. The range of
SNRs for the injected signal is from26 dB to 13 dB with
respect to reverberation power measured in the omni chan-
nel. Note that a smoothed estimate of power in the omni
channel is used for this purpose, in order to avoid effects due
to the large fluctuations characteristic of reverberation. The
bearings of the synthetic signal vary from 0 to 360 degrees in
60-degree increments. Because the results are symmetric
about the transmitter–receiver axis, only the curves for sig-
nals at 0, 60, 120, and 180 degrees are shown.

It should be pointed out that the reverberation back-
ground was nonstationary, so that these results represent an
average over a time window, and it is likely that the distri-
bution of reverberation fluctuations changed somewhat over
this window. It should also be pointed out that the data set
did not include anomalous reverberation returns, for example
from large bathymetric features. The signal-plus-noise detec-

tion statistics were deduced for a signal injected in a single
direction. This is a cued detection problem, appropriate when
the beamformer performance in a given direction is to be
optimized.

The ROC curves for the PATCOR processor show a
considerable improvement over a processor employing a
limaçon beamformer. They indicate an average performance
gain of approximately 3 dB at aPFA of 0.01, with the caveat
that at the lower SNRs the differences in performance is
reduced. The ROC curves for the DILBERT transform fol-
lowed by limaçon beamforming show similar improvements
over those of the limac¸on beamformer alone. Again, at very
low SNRs the difference in performance is reduced.

Detection performance is illustrated as a function of
SNR for PFA50.01 in Fig. 4. Separate plots are made for
signal bearingsu at 0, 60, 120, and 180 degrees. The two
adaptive beamformers show the samePD as the limac¸on at
SNRs that are lower by 3–6 dB.

B. rms bearing errors

We compare the bearing-estimation performance of the
three beamforming systems in Fig. 5. The estimator based on
the limaçon beamformer tends to lock onto the background
reverberation, producing a bearing estimate independent of
the signal, but with very low variance. The two adaptive
beamformers exhibit low bias, but considerably higher vari-

FIG. 3. ROC curves for the three beamformers;~a! limaçon; ~b! PATCOR;
and~c! DILBERT transform plus limac¸on. The signal angleu is taken at 0,
60, 120, and 180 degrees with respect to the transmitter–receiver axis. The
SNR is with respect to the power measured in the omni sensor.
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ance, especially for low SNR signals. The rms bearing error
takes both types of error into account and thus summarizes
overall performance. A separate curve is plotted for each of
four different values of signal bearing relative to the refer-
ence axis.

Using the limac¸on-based estimator as a benchmark, Fig.
5 indicates variable and often large reductions in rms bearing
error achieved by the adaptive systems. For signal bearings
on the projector–receiver axis the adaptive systems show no
improvement, while for the other signal directions reductions
up to 43 for the PATCOR processor, and up to 33 for the

DILBERT processor are achieved for SNRs below 0 dB. We
also note in Fig. 5~b! that rms bearing error for the PATCOR
processor is relatively independent of signal direction.

We also implemented the arctan bearing estimator~de-
rived from the arctangent of the ratio of sine-channel and
cosine-channel outputs!. Its performance in terms of rms er-
ror was very similar to that of the limac¸on estimator when
applied to our dataset.

The Crame´r–Rao lower bound~CRLB! for bearings in
isotropic noise;10 is shown as a dashed line for reference in
Fig. 5. This bound is an estimate of the standard deviation,
which should be close to the rms error for an unbiased esti-
mator. We do not expect this bound to be achieved in the
anisotropic reverberation field, but merely note that the CR
bound appears to be approached by all the estimators at SNR
of 3 dB or more. For the CRLB, it should be noted that the
short-time averaging creates an effective BT product of ap-
proximately 30. The formula for the CRLB,su , is taken
from Eq.~14! in Ref. 10, albeit with a slight correction to the
original formula:

su>F 2(
BT

s8TQ21s8sTQ21s2s9TQ21s2~s8TQ21s!22s8TQ21s14
~s8TQ21s!2

~11sTQ21s!

11sTQ21s
G21/2

, ~12!

wheres85]s/]u and s95]2s/]2u. Specializing to the case
of the three-sensor array in two-dimensional isotropic noise,
we find the CRLB to be

su>F12 BT SNR2

113 SNR G21/2

, ~13!

where SNR is expressed as an absolute ratio, rather than in
decibels, andsu is in radians.

III. CONCLUSIONS

Two adaptive beamforming techniques, the PATCOR
and DILBERT transform, developed for signal detection and
bearing estimation in strongly directional reverberation and
interference, have been described. These techniques were

implemented and studied for a receiver consisting of an om-
nidirectional sensor and two collocated orthogonal dipole
sensors. Performance was measured with recorded reverbera-
tion data. The detection performance of the PATCOR pro-
cessor, as suggested by Fig. 4, was approximately 3 dB bet-
ter than the benchmark limac¸on beamformer at aPFA of
0.01. That of the DILBERT transform, followed by a
limaçon beamformer, was approximately 4 dB better, allow-
ing for bearing variations.

The bearing-estimation performance of both the PAT-
COR and DILBERT processors was studied with rms error
as the performance criterion. Except for signals incident on
the projector–receiver axis, variable and often large reduc-
tions in rms error were observed relative to the limac¸on

FIG. 4. PD as a function of SNR, for aPFA of 0.01. The symbols are as
follows: *—limaçon beamformer;L—PATCOR processor;n—DILBERT
transform plus limac¸on. The four panels correspond to signal bearingsu at:
~a! 0; ~b! 60; ~c! 120; and~d! 180 degrees.

FIG. 5. rms bearing errors for the three beamformers;~a! limaçon beam-
former; ~b! PATCOR processor; and~c! DILBERT transform plus limac¸on
beamformer. The symbols are as follows:*—u50; L—u560; n—u
5120; h—u5180; ••• —CRLB.
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beamformer used as a bearing estimator. Reductions in rms
bearing error up to 43 for the PATCOR processor, and up to
33 for the DILBERT processor were obtained.

As with all adaptive methods the cost of implementation
must be balanced against the potential gain. The current
implementation requires estimation of the data correlation
matrix Q every 1500 samples, as well as a considerable num-
ber of matrix multiplications to generate the PATCOR pro-
cessor terms or DILBERT transform coefficients. At high
SNRs the extra 3 dB or so that might be obtained may not be
worth the need to generate the transformation matrix and
multiply each sensor measurement. In addition, with only
three spatial degrees of freedom in the measurement, it is
very unlikely that strong interference from more than one
direction can be handled by these techniques. These points
notwithstanding, the two beamformers appear to be robust
when faced with real experimental data, and the improve-
ment in detection performance alone motivates further devel-
opment.
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Multipath compensation in shallow water environments
using a virtual receiver
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An acoustic technique for compensation of signal distortion due to propagation is developed in
analogy with an astronomical technique in which light from a bright ‘‘guide star’’ is used to correct
atmospheric aberration of weaker objects that are nearby in the angular sense. The acoustic
technique investigated here uses a vertical array to receive both the signal from a broadband ‘‘guide
source’’ and an unknown ‘‘objective source’’ which propagates over a partially shared path. The
algorithm is a spatial–temporal cross correlation of the two signals and is termed a ‘‘virtual
receiver’’ as the output approximates the signal that the unknown source would produce at the
location of the guide source. By strategically locating the guide source, many of the distorting
effects of an unknown propagation region can be removed, including mode coupling and multipaths.
The virtual receiver can also be combined with matched field processing techniques to estimate the
unknown source location. Results are given for a variety of numerical experiments in both the time
and frequency domains. The numerical simulations are used to illustrate the virtual receiver
algorithm in range-dependent shallow water environments exhibiting lossy propagation and mode
coupling. © 1997 Acoustical Society of America.@S0001-4966~97!04011-3#

PACS numbers: 43.30.Wi, 43.30.Bp, 43.30.Vh, 43.60.Gk@JHM#

INTRODUCTION

Guide source methods, widely used in astronomy, are
related to techniques which estimate the transfer function~or
Green’s function! describing propagation between two
points.1 The concept has considerable potential utility in
shallow water acoustics where signals can become distorted
due to inhomogeneities and multipathing. The virtual re-
ceiver method can be considered a degenerate type of the
holographic processing method recently discussed in the un-
derwater acoustics literature.2–4 In holographic methods,
multiple calibration sources are used together with a vertical
receiving array to form an effective receiving array having
elements at the location of the sources. For the virtual re-
ceiver, a single calibration source is used, removing the need
for precise determination of relative source locations. An ad-
ditional difference is that the virtual receiver calibration is
applied instantaneously, so that time evolution of the envi-
ronment is not a problem. The virtual receiver concept also
shares some of the principles used in time-reversed process-
ing. The ‘‘time-reversal mirror’’ also known as the ‘‘phase
conjugate array’’ employs a probe source in much the same
fashion as the guide source.5–9 This probe transmission is
then received at some distance and a time-reversed copy is
retransmitted. At the location of the probe source, this time-
reversed transmission is relatively free of multipath effects,
as time reversal essentially employs the ocean channel as its
own matched filter. Time reversal is equivalent to complex
conjugation in the frequency domain, and as will be seen,
complex conjugation is employed in the virtual receiver al-

gorithm. Mathematically, the two methods are nearly identi-
cal, but they are very different in practice, as reciprocal
transmissions are employed in time reversal, necessitating
the use of a receiver–transmitter array. In contrast, the vir-
tual receiver only requires a receiving array. Because these
two methods are so different in practice, they should not be
considered as competing techniques.

In this article, a method is proposed that could poten-
tially use simple, inexpensive guide sources. A vertical array
is used to receive the signal from the guide source, and also
any unknown signal from a target of interest. These measure-
ments are used as input to an algorithm that creates a ‘‘vir-
tual receiver’’ at the location of the known guide source.
That is, the processor output approximates the target signal
as it would appear at the location of the guide source. The
guide source could be used as a remote probe in a bistatic
sonar configuration as shown in Fig. 1. The known signal
could be the ‘‘direct blast’’ while the unknown signal could
be the target echo. Being relatively free of multipath effects,
the output from the virtual receiver is ideally suited to echo
classification applications. In Sec. I, the virtual receiver al-
gorithm is defined and the performance is discussed for lossy
range independent propagation. Section II introduces range
dependence, including mode coupling effects and lossy sedi-
ments. The numerical results are discussed in Sec. III. The
computational approach is to use a wide angle PE code and
Fourier synthesis to simulate, time-domain results for broad-
band sources. Both downslope and upslope propagation with
slope of 2° are considered. An example is also given for
propagation over an obstacle producing strong mode cou-
pling. To illustrate the utility of the concept, in Sec. IV, the
virtual receiver data are used together with single receiver
broadband matched field techniques for source localization.

a!Currently at: Saclant Undersea Research Centre, Viale S. Bartolomeo 400,
19138 La Spezia, Italy.
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A discussion of the restrictions placed on the relative posi-
tions of the guide and objective source is given in Sec. V,
and in Sec. VI noise is considered.

I. VIRTUAL RECEIVER ALGORITHM

Consider the geometry shown in Fig. 2. The source of
interest, denoted the objective source, is located at rangex
50, depthz5z0 , and transmits the signals(t). The guide
source, at (xg ,zg), transmits the signalg(t). The resulting
acoustic fields are measured along a distant vertical receiving
array atx5xJ . This configuration is useful for illustrating
the virtual receiver concept in a simple setting; the added
complexity of analyzing the bistatic scenario in Fig. 1 can be
avoided without affecting the operation of the virtual re-
ceiver algorithm. The configuration is useful in its own right
in, for example, communications applications where the goal
might be to recover the transmitteds(t) from the distant
measurements.

Assume the pressure fields resulting from the objective
source and the guide source can be separated, and are given
by p0(z;t) andpg(z;t), respectively. Requirements for sepa-
rating the two signals is the topic of Sec. V. Define the tem-
poral Fourier transform by

P~v!5F $p~ t !%5E
2`

`

p~ t !eivt dt ~1!

with inverse transform,p(t)5F 21$P(v)%. The virtual re-
ceiver algorithm takes the transform of each signal at each
depth, forms a spatial–temporal cross correlation in the same
manner as the holographic techniques of Refs. 2, 3, and 4,
and applies a filter with transfer functionH(v). In the fre-
quency domain, the virtual receiver output is

V~v!5H~v!E
0

h

Pg* ~z;v!P0~z;v!dz, ~2!

where * indicates complex conjugation andh is the water
depth. It will later be assumed that the array spans the entire
water column, Al-Kurd and Porter4 showed a gradual degra-
dation in performance for the holographic processor when
the arrays only span part of the water column and we expect
similar degradation for the virtual receiver algorithm. The
time-domain virtual receiver output will resemble the output
of an actual receiver placed at (xg ,zg). If the virtual receiver
is sufficiently close to the objective source, distortion due to
propagation effects can be removed and the desired signal,
s(t) can be recovered. This follows from the work of
Mouradet al.,2 but a detailed explanation will be given in the
following illustration for a range-independent environment.
While Mourad et al. extended this result to the adiabatic
range-dependent case, we provide a further extension to the
nonadiabatic case in Sec. II.

Consider a range-independent environment. A normal
mode expansion can be made at any frequency, and the time-
domain pressure field then can be expressed by Fourier syn-
thesis. In the frequency domain, the field measured at the
array due to the guide source is10

Pg~z;v!5G~v!(
m

Cm~zg!Cm~z!H0
~1!

„km~xJ2xg!…,

~3!

whereG(v) is the transform ofg(t), and the normal modes
Cm(z) and eigenvalueskm are implicit functions of fre-
quency. If the medium is lossless, bothCm(z) and km are
real. If the medium is slightly lossy, a perturbation approach
can be used; to first order,Cm(z) remains real whilekm

5km8 1 iam . A similar expansion can be made forP0(z;v).
Substituting into Eq.~2!, using the asymptotic expansion for
the Hankel functions and the orthogonal property of the nor-
mal modes yields

V~v!5
1

A„xJ~xJ2xg!…
S̃~v!(

m
exp„2am~2xJ2xg!…

3
Cm~zg!Cm~z0!

ukmu
exp~ ikm8 xg!, ~4!

where S̃(v)5H(v)G* (v)S(v) and S(v)5F $s(t)%. As
mentioned earlier, in applying orthonormality it has been as-
sumed that the array spans the region where the modes have
significant amplitude. In addition, density gradients have
been neglected. Numerical results to be presented later show
that these idealizations have little effect on performance, as
long as the array spans the water column. If the transmitted
signal from the guide source is known, the filter in Eq.~2!
can be designed to remove its effects so thatS̃(v)'S(v).

FIG. 1. Suggested here is a possible geometry for bistatic sonar using a
guide source. The guide source insonifies the unknown object. The back-
scatter signal is processed with the guide source field to create a virtual
receiver at the location of the guide source. The output of the processor
looks like a true receiver at the location of the guide source.

FIG. 2. Typical geometry: both the objective and guide source are active.
The objective source is located in the first segment at (x0 ,z0), the guide
source in theGth segment at (xg ,zg) and the receiving array in theJth
segment atx5xJ .
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To verify that the processor is indeed a ‘‘virtual receiver,’’
consider the frequency response that would have been mea-
sured by a true receiver at (xg ,zg),

VT~v!5
1

Axg

S~v!(
m

exp~2amxg!

3
Cm~zg!Cm~z0!

Akm

exp~ ikm8 xg!. ~5!

Apart from a range-dependent scaling factor, the virtual re-
ceiver outputV(v) closely resembles the output,VT(v) of a
true receiver. The extra factor ofAkm in the denominator of
Eq. ~4! has previously been interpreted11 as a mode-
dependent obliquity factor; the amplitude of each mode is
perturbed depending on its corresponding grazing angle.
More significantly, each mode is attenuated according to the
actual propagation distances between sources and receiver.
For lower-order modes that are weakly attenuated, however,
it is expected that the virtual receiver will mimic what would
have been measured by a true receiver at (xg ,zg).

II. VIRTUAL RECEIVER ANALYSIS USING COUPLED
MODES FOR RANGE-DEPENDENT ENVIRONMENTS

The range-independent result~4! is useful for illustrating
some general properties of the virtual receiver algorithm.
The same algorithm can be applied to more complicated
propagation regimes. Consider again the geometry shown in
Fig. 2. The objective source is located in the first segment at
(0,z0), the guide source in theGth segment at (xg ,zg) and
the receiving array in theJth segment at (xJ ,z). The range-
dependent medium is approximated by a series of range-
independent segments and the propagation is modeled using
one-way coupled modes.12 For simplicity, the objective
source, the guide source, and the receiving array are assumed
to lie in the same vertical plane, and out-of plane propagation
effects are ignored. The accuracy of the virtual receiver al-
gorithm for more general geometries will clearly depend on
the horizontal correlation scale. Consider a general segment
having index j with 1< j <J. Neglecting vertical density
gradients and backscatter, the field due to the guide source is
written as an expansion of the local modes in thej th seg-
ment,

Pg~x,z;v!5G~v!(
m

am
j hm

j ~x!Cm
j ~z!, ~6!

wherexj 21,x<xj andhm
j (x) is a ratio of Hankel functions.

Using the asymptotic expansion for the Hankel functions,

hm
j ~x!5Axj 21

x
exp„ikm

j ~x2xj 21!…. ~7!

The modal coefficients between adjacent range segments are
determined by recursion. In matrix form,

aj 115Rjaj5~CjH j !aj . ~8!

The latter form of Eq.~8! decomposes the transition matrix
Rj into two terms where the coupling matrixCj has ele-
ments,

Cl ,m
j 5E C l

j 11~z!Cm
j ~z!dz, ~9!

and the propagation matrixH j is diagonal with elements
hm

j (xj ). In the special case for the segment containing the
source,xj 215x1 , andH j is replaced by the identity matrixI .
A similar expansion can be made for the objective source,

P0~x,z;v!5S~v!(
m

bm
j hm

j ~x!Cm
j ~z!. ~10!

Using Eq.~8! the coefficients at the receiving array are

aJ5RJ21RJ22•••RG11RGaG, ~11!

bJ5RJ21RJ22•••RG11RGROGb1, ~12!

where ROG5RG21RG22•••R1. VectorsaG and b1 contain
the coefficients for the objective and guide in the vicinity of
their respective locations with elements,

am
G5

1

Akm
G~xG2xg!

Cm
G~zg!exp„ikm

G~xG2xg!…, ~13!

bm
1 5

1

Akm
1 x1

Cm
1 ~z0!exp~ ikm

1 x1!. ~14!

To calculate the virtual receiver output for the coupled mode
environment, substitute the guide source field~6! and objec-
tive source field~10! into the virtual receiver algorithm~2!.
Using matrix notation and exploiting the orthonormal prop-
erty of the local normal modes,

V~v!5S̃~v!~aJ!†DJbJ, ~15!

whereDJ is defined as

Dm,m
J 5exp„22am

J ~xJ2xJ21!… ~16!

with am
J is the imaginary part ofkm

J . The conjugate trans-
pose operation is indicated by the † symbol. To examine the
virtual receiver output in more detail, consider first the spe-
cial case where the medium is lossless. MatrixDJ reduces to
the identity matrix and, using the recursion relation for the
guide source~11! and objective source~12!, the virtual re-
ceiver given by~15! becomes

V~v!5S̃~v!aG†
RG†

•••RJ21†
RJ21•••RGROGb1. ~17!

Expanding the inner multiplication using Eq.~8!,

RJ21†
RJ215HJ21†

CJ21†
CJ21HJ21. ~18!

The productCJ21†
CJ21 reduces to the identity matrixI , due

to conservation of energy. For the lossless case,HJ21†
HJ21

reduces to (xJ22/xJ21)I giving RJ21†
RJ215(xJ22/xJ21)I .

In general, this is true between any two range segments, that
is, Rj †

Rj5(xj 21 /xj )I . Consequently, Eq.~17! reduces to

V~v!5NaG†
ROGb15NaG†

bG, ~19!

whereN5S̃(v)AxG(xG2xg)/xJ(xJ2xg). Finally, using Eq.
~13!, the virtual receiver output is written in summation
form,
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V~v!5A xG

xJ~xJ2xg!
S̃~v!

3(
m

Cm
G~zg!bm

G

Akm
G

exp„ikm
G~xg2xG!…. ~20!

To within a multiplicative constant, this is essentially what
would have been measured by a receiver at (xg ,zg). This can
be illustrated by putting the objective source in the same
segment as the guide source. The virtual receiver is then
written

V~v!5
1

AxJ~xJ2xg!
S̃~v!

3(
m

Cm
G~zg!Cm

G~z0!

km
G exp~ ikm

Gxg!. ~21!

The frequency response that would have been measured had
a true receiver been placed at (xg ,zg) is

VT~v!5
1

AxJ

S~v!(
m

Cm
G~zg!Cm

G~z0!

Akm
G

exp~ ikm
Gxg!.

~22!

These results are similar to the range-independent case; the
virtual receiver output approximates what would have been
measured by a true receiver. Again, the virtual receiver has a
mode-dependent obliquity factor, and a range-dependent
scaling factor.

When loss is included,DJ no longer equals the identity
matrix, and the matrix product between segments becomes

Rj †
Rj5

xj 21

xj
Dj . ~23!

The virtual receiver given by Eq.~17! is written for lossy
coupled mode propagation,

V~v!

5
xJ22

xJ21 S̃~v!aG†
RG†

•••RJ22†
DJ21RJ22•••RGROGb1.

~24!

The inner multiplication including theJ22 segment is

RJ22†
DJ21RJ225HJ22†

CJ22†
DJ21CJ22HJ22. ~25!

To simplify Eq. ~25! assume thatC andD commute so that,
in general:

Cj 21†
Dj'DjCj 21†

. ~26!

The validity of this approximation is examined using the first
two terms of a Taylor series to expand the weakly mode-
dependent matrixDj ,

Dj5F 12e1 0 0 0 •••

0 12e2 0 0 •••

0 0 12e3 0 •••

A A 0 � 0

G , ~27!

where em52am
j (xj2xj 21) is a small quantity giving the

slowly varying relationship between mode number and at-
tenuation. The matrixCj 21†

is represented as

Cj †215F c11 c12 c13 •••

c21 c22 c23 •••

c31 c32 c33 •••

A A A �

G . ~28!

Defining an error term to quantify the effect of the commut-
ing operation,

error5Cj 21†
Dj2DjCj 21†

; ~29!

that is,

error5F 0 c12~e12e2! c13~e12e3! c14~e12e4! •••

c21~e22e1! 0 c23~e22e3! c24~e22e4! •••

c31~e32e1! c32~e32e2! 0 c34~e32e4! •••

c41~e42e1! c42~e42e2! c43~e42e3! 0

A A A �

G . ~30!

The main diagonal has no error, and the off-diagonals
have increasing error the farther from the main diagonal.
However, the one-way coupled mode assumption requires
energy to be confined near the main diagonal since coupling
between distant modes implies large environmental varia-
tions between two segments~and significant backscatter!. As
long as the coupling is to nearby modes, the error term will
be small. This is a plausibility argument that will be borne
out in computer simulations to be presented. Using approxi-
mate commutation to ‘‘pull’’Dj through at each step seg-
ment results in the virtual receiver,

V~v!5NaG†
DJ21DJ22•••DGbG. ~31!

Once again assuming the objective and guide sources are in
the same slab, the virtual receiver is

V~v!5
1

AxJ~xJ2xg!
S̃~v!(

m
(
j 5G

J

exp„2~2am
j xj

2am
Gxg!…

Cm
G~zg!Cm

G~zo!

ukm
Gu

exp~ ikm8
Gxg!. ~32!
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The virtual receiver given by Eq.~32! can be compared with
Eq. ~21!, the lossless coupled mode case, and Eq.~4!, the
range-independent lossy case. Again, the virtual receiver has
a mode-dependent obliquity factor, and a range-dependent
scaling factor. The additional term containing a summation
over j is due to the lossy propagation. Similar to the range-
independent case, the virtual receiver differs from the true
receiver by the mode-dependent attenuation factor for propa-
gation over the region between the sources and receiving
array. The attenuation for range-dependent environments ac-
cumulates as a discrete summation over the range segments
between the guide source and receiving array. As mentioned
previously, the numerical simulations will be used to support
the claims presented here.

III. NUMERICAL RESULTS

Testing the virtual receiver algorithm by computer mod-
eling requires a numerical technique which can simulate
time-domain acoustic signals in range-dependent shallow
water environments. The wide angle, finite element parabolic
equation code FEPE is a frequency domain technique which
is capable of simulating range-dependent environments and
interactions with possibly lossy sediments.13 Time-domain
signals are simulated using Fourier synthesis and the algo-
rithm is tested in a variety of range-dependent environments.
The properties of the ocean and sediment used throughout
are as follows~also shown diagrammatically in Fig. 3! with
sound speed in m/s:

c~z!5H 150020.282, z,50

1486, 50<z,zb~x!

163411.6„z2zb~x!… zb~x!<z

. ~33!

The sound-speed ratio between sediment and water is 1.1 at
the interface, the sediment/water density ratio is 2, and the
attenuation in the sediment is 0.75 decibels per wavelength
~dB/l!. The quantity,zb(x), is the range-dependent depth of
the water sediment interface. The time-domain source signal
is a Ricker wavelet with center frequency of 200 Hz for both
the guide source and objective source, and is shown in Fig.
4. The Ricker wavelet, often used in seismic work, is the

second derivative of the Gaussian function. The Ricker
wavelet is used here primarily for convenience to provide a
clear separation of multipaths without the confusing effects,
e.g., of bubble pulses that arise with explosive sources. As
the algorithm cross correlates the two receptions, matched
filtering of the source signal is automatic. Thus the output of
the virtual receiver will be a convolution of the source signal
autocorrelation with an impulse response corresponding to
mode-filtered propagation from the objective source location
to the guide source location. Consequently, the results pre-
sented here should apply to any signals having similar auto-
correlation.

The pressure field from the virtual receiver and true re-
ceiver will be shown for each geometry in both the fre-
quency and time domain. To compare the true and virtual
fields, the normalized complex correlation function is used in
the frequency domain,

F5
(nV* ~vn!VT~vn!

A(nVT* ~vn!VT~vn!A(nV* ~vn!V~vn!
. ~34!

A perfect correlation results inuFu51. For convenience,
VT(v) will be referred to as the true receiver ‘‘data’’ and
V(v) as the virtual receiver ‘‘data.’’

A. Downslope propagation with mode coupling

The geometry for the downslope simulation is given in
Fig. 5. Over a majority of the propagation regime, the acous-
tic field travels down a 2° slope. The effect of multipath
propagation for this geometry is evident from Fig. 6, which
shows the pressure from the objective source at the receiving
array element at depth 20 m. The received signal does not
resemble the source function as propagation over 6 km has
caused a considerable amount of time spreading due to mul-
tipath propagation. If the geometry between the receiving
array and objective source is not well known, classification
and localization of the objective source is extremely difficult.
The goal of the virtual receiver processor is to obtain data
that have suffered less distortion. The severity of the envi-

FIG. 3. Environmental parameters for numerical experiments.
FIG. 4. Ricker wavelet used for source function in the time~top! and fre-
quency~bottom! domains. Time and frequency axes are scaled for compari-
son with numerical results.
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ronment can be illustrated by the cumulative coupling matrix
R5RJ21RJ22•••RG11RG, which represents the mode cou-
pling due to propagation between the guide source and re-
ceiving array, and is shown in Fig. 7 for representative fre-
quencies of 400 Hz and 100 Hz. Any off-diagonal terms
indicate energy transfer between modes. Also shown in Fig.
7 is the matrix productR†R which has been predicted in Sec.
II to be approximately diagonal with increasing attenuation
for higher-order modes. The results shown in Fig. 7 show
that this geometry induces mode coupling and the product
R†R is approximately diagonal.

It has been predicted that the virtual receiver data will
look similar to the true receiver data whenR†R is diagonal,
as described in Sec. II. For downslope propagation, some of
the modes lose energy due to attenuation in the sediment, but
no discrete modes are cut off~highly attenuated!. In Fig. 8,
the virtual receiver datav(t) andV(v) are plotted together
with the true receiver datavT(t) and VT(v) ~for clarity of
viewing, the source function has been removed from the fre-

quency data!. Even thoughR is not exactly unitary because
of loss, R†R is approximately diagonal and the virtual re-
ceiver data agree well with the true receiver data. The corre-
lation between true and virtual receivers isuFu50.98. The
benefit of the virtual receiver is evident; the multipath dis-
tortion to the signal is reduced as compared to propagation
over the entire 6 km.

B. Upslope propagation with mode coupling

For the upslope geometry, the sources are placed in
deeper water, and the acoustic field propagates upslope to the
receiving array as shown in Fig. 9. Many more modes are

FIG. 5. Downslope example: the objective source and guide source are in
50-m water, receiving array is in 175-m water. The guide source is located
5 km from receiving array at a depth of 20 m and the objective source is
located 6 km from receiving array at a depth of 30 m.

FIG. 6. Downslope example: pressure from the objective source at a re-
ceiver in array at depth of 20 m. Note the duration of the time axis in
comparison to Fig. 4.

FIG. 7. Magnitude of coupling matrixR for downslope propagation; top
right—400 Hz, bottom right—100 Hz. ProductR†R for downslope propa-
gation; top left—400 Hz, bottom left—100 Hz. The off-diagonal terms in-
dicate mode coupling has occurred. ProductR†R is approximately diagonal.
Axes correspond to row and column numbers.

FIG. 8. Downslope example: pressure data for true and virtual receivers.
Top is normalized pressure magnitude versus frequency with source func-
tion removed. Bottom is normalized pressure versus time.
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excited in the deeper water than can be supported in the
shallow water, and propagation upslope results in modes be-
ing cut off. The coupling matrixR is the transpose of the
coupling matrix for the downslope propagation. If the mode
coupling is not too severe, the virtual receiver field should
look like a mode-filtered version of the true field, as was
described in Sec. II. The virtual receiver datav(t) andV(v)
are plotted together with the true receiver datavT(t) and
VT(v) in Fig. 10. While the virtual receiver seems to capture
the trend of the true signal, the details are missing, because
the virtual receiver is a mode filtered version of the true
receiver with cut off modes removed. This will be discussed
further in Sec. IV. Note the virtual receiver outperforms the
true receiver in that mode filtering due to upslope propaga-
tion suppresses multipath arrivals which are significant even
at the assumed 1-km range. The correlation for the upslope
model isuFu50.7.

C. Strong mode coupling

To induce strong mode coupling, a geometry is used
which has a 2° slope followed by a 14° obstruction approxi-
mating a seamount18 as illustrated in Fig. 11. While this ge-
ometry is not modeled after a particular site, the obstruction
produces strong mode coupling and should give insight into
the performance of the algorithm in severe environments.
Figure 12 illustrates that the severe mode coupling with loss
forms anR†R that is not as diagonal as for downslope propa-
gation without the obstruction and the performance is ex-
pected to be worse. The virtual receiver is constructed and is
shown together with the true receiver in Fig. 13. The corre-
lation for the strong mode coupling model isuFu50.88.

FIG. 9. Upslope example: the objective source and guide source are in
175-m water, receiving array is in 50-m water. The guide source is located
5 km from receiving array at a depth of 130 m, and the objective source is
located 6 km from receiving array at a depth of 150 m.

FIG. 10. Upslope example: pressure data for true and virtual receivers. Top
is normalized pressure magnitude versus frequency with source function
removed. Bottom is normalized pressure versus time.

FIG. 11. Strong mode coupling example: the objective source and guide
source are in 50-m water, receiving array is in 175-m water. The guide
source is located 5 km from receiving array at a depth of 20 m and the
objective source is located 6 km from receiving array at a depth of 30 m.

FIG. 12. Coupling matrixR for downslope propagation with obstruction;
top right—400 Hz,bottom right—100 Hz. ProductR†R for downslope
propagation with obstruction; top left—400 Hz, bottom left—100 Hz. Axes
correspond to row and column numbers.
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IV. SOURCE LOCALIZATION BY MATCHED FIELD
PROCESSING

The numerical simulations show the performance of the
virtual receiver as compared to a true receiver at the location
of the guide source. Another test of the algorithm is deter-
mining the objective source location given the virtual re-
ceiver ‘‘data.’’ Localization by single-receiver matched-field
processing is used employing a method addressed in the
literature.14,15 The medium between the guide source and re-
ceiving array need not be considered, as the effects of this
region have been removed by using the virtual receiver pro-
cessor.

A normalized correlation function is used to compare
the virtual receiver data to calculated candidate source loca-
tions in the vicinity of the virtual receiver,

F~x,z!5
(nPc* ~vn ,x,z!V~vn!

A(nPc* ~vn ,x,z!Pc~vn ,x,z!A(nV* ~vn!V~vn!

.

~35!

For discrete frequency,vn , the candidate field is
Pc(vn ,x,z) and the virtual receiver data isV(vn). The
source function is removed for matched-field processing,
which assumes knowledge of the objective source function.
In practice, this may be an unknown quantity as well and
may require additional processing. However, given the vir-
tual receiver data, the objective source function can be esti-
mated. The candidate fields are computed using the range-
independent normal mode code Kraken.16 The normal mode
method is convenient because it is accurate and computation-
ally efficient. The numerical experiments considered in the
previous section are used to illustrate the source localization
problem. Range and depth estimates for the objective source
can be made using the computed candidate fields and corre-
lation estimator~35!. Figure 14 shows the correlation func-
tion in depth and range for the downslope geometry shown
in Fig. 5. The true depth and range of the objective source
are identified as expected. Figure 9 gives the geometry for

the upslope experiment, and correlation giving the predicted
objective source location is given in Fig. 15. Surprisingly,
the objective source depth and range are still identifiable.
When the candidate fields are recalculated using a subset of
low-order modes~the candidate field modes are limited to
those which are supported in 50-m water depth!, the corre-
lation magnitude approaches unity but the sidelobes increase
as well. The new correlation function is shown in Fig. 16.
This is consistent with the notion of mode stripping and the
virtual receiver being a mode filtered version of the true
field. Figure 17 shows the correlation for the strong mode
coupled experiment which has geometry given in Fig. 11.
Similar to the downslope experiment, the correlation is
nearly unity, and the objective source range and depth are
identified.

FIG. 13. Strong mode coupling example: pressure data for true and virtual
receivers. Top is normalized pressure magnitude versus frequency with
source function removed. Bottom is normalized pressure versus time.

FIG. 14. Downslope results: top is range correlationuF(x,z0)u searching at
depth of objective source. Bottom is depth correlationuF(x0 ,z)u searching
at range of objective source. Objective source is located at range 1 km from
guide source and depth 30 m.

FIG. 15. Upslope results: top is range correlationuF(x,z0)u searching at
depth of objective source. Bottom is depth correlationuF(x0 ,z)u searching
at range of objective source. Objective source is located at range 1 km from
guide source and depth 150 m.
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V. RESTRICTIONS ON SPATIAL SEPARATION OF
GUIDE AND OBJECTIVE SOURCES

Considering only the bistatic sonar application in which
the guide source ensonifies the target and provides compen-
sation for multipath, the guide source must be neither too
near nor too far from the target. If the guide source is too
near, its signal and the target echo will overlap at the receiv-
ing array and cannot be separated in the time domain. Sepa-
ration is essential to the implementation of the virtual re-
ceiver ~2!. On the other hand, if the guide source is too far
from the target, it will not properly sample the region be-
tween the target and the array. Rather simple considerations
can be used to determine the minimum separation between
guide source and target. Takec to be a nominal sound speed
defined in terms of the time of arrival of the leading edge of
the guide source transmission at the array. We assume that

this same speed will give a sufficiently accurate estimate of
the arrival time of the target echo, even though somewhat
different bathymetry and sound-speed profiles may be appro-
priate. LetT be the difference in arrival time at the array of
the target echo and guide source ‘‘direct blast.’’ Then,

cT52r cos2~f/2!, ~36!

wherer andf are polar coordinates centered on the target,
with r being the horizontal range to the guide source from
the target andf being the angle subtended at the target lo-
cation by lines connecting the target to the array and guide
source~Fig. 18!. It is assumed that the array–target range is
much greater thanr , the guide-source–target range. As an
illustration, consider the case depicted in Fig. 6 for which the
duration of the direct blast is about 0.2 s. Then, separation
demands thatcT must be greater than 300 m. If the guide
source lies between the target and array (f50°), then the
guide-source–target range must satisfyr .150 m. If the
guide source and target ranges to the array are equal (f
590°), r .300 m. The worst case occurs when the guide
source is down range of the target and on a line through the
array and target. Thenf5180° and the condition for sepa-
ration cannot be satisfied for anyr .

Considering the maximum allowable separation between
the guide source and target, the inhomogeneity of the envi-
ronment is the determining factor and the variety of possi-
bilities is too great to permit development of simple rules. It
is useful, however, to compare the guide-source method with
more standard sonar methods, which also suffer due to inho-
mogeneity of the environment. First consider the case in
which the guide source lies between the target and the array,
so that the guide-source–array path coincides with a portion
of the target–array path. In this case, the virtual receiver
implementation~2! is useful even if the environment be-
tween the guide source and target is unknown and range
dependent, provided cross-range variability of the environ-
ment is not severe enough to invalidate the two-dimensional
propagation assumption. In this case, the output of the virtual
receiver is a mode-filtered version of the output of a true
receiver at the same location, and multipath effects will be

FIG. 16. Upslope results with reduced mode set: top is range correlation
uF(x,z0)u searching at depth of objective source. Bottom is depth correla-
tion uF(x0 ,z)u searching at range of objective source. Objective source is
located at range 1 km from guide source and depth 150 m.

FIG. 17. Strong mode coupling results: top is range correlationuF(x,z0)u
searching at depth of objective source. Bottom is depth correlation
uF(x0 ,z)u searching at range of objective source. Objective source is lo-
cated at range 1 km from guide source and depth 30 m.

FIG. 18. Minimum guide source and target separations needed to separate
the signals in the time domain.
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reduced compared to those seen at the array. As shown in
examples presented earlier in this article, this will provide a
‘‘cleaner’’ target echo signature than seen at the array, as-
suming that environmental uncertainty does not permit accu-
rate matched-field processing of the array output. A matched
field processor can compensate for multipath in a fashion
analogous to the guide source method, but this demands that
the model environment used to compute replicas matches the
true environment. This is precisely the problem that the vir-
tual receiver concept addresses. If the application demands
source localization, echo arrival time can be used to partially
localize the target via Eq.~36!. If better localization is re-
quired, the output of the virtual receiver can be used as the
input to a single hydrophone method, such as that illustrated
in Sec. IV. Note that the range-azimuth information provided
by Eq. ~36! and range determined by single hydrophone lo-
calization can be used to partially resolve range ambiguities
and to obtain information on target azimuth. The success of
this type of source localization depends on the degree of
range independence between the guide source and target, and
on knowledge of the ocean medium in this region. In any
case, the virtual receiver should provide better source local-
ization than could be obtained using a more distant single
hydrophone.

A new issue arises if the guide source and target have
azimuthal separation as viewed from the array. Then the
guide source does not sample the target–array path, and
cross-range variability of the environment may degrade the
virtual receiver. This is a difficult issue whose resolution is
beyond the scope of this article, but some understanding can
be obtained by appealing to cross-range variability as it af-
fects beamforming for conventional horizontal arrays. The
virtual receiver algorithm~2! exploits the phase differences
between the direct blast and target echo in that it employs a
coherent cross correlation between these two signals. Thus
the largest allowable cross-range separation between the
guide source and target should be approximately equal to the
largest horizontal aperture that can be formed. For example,
in an experiment conducted in 1976, Williams measured co-
herence times of approximately 3–8 min allowing the forma-
tion of synthetic apertures of about 900 m at 400 Hz.17 The
correspondence between maximum horizontal aperture and
maximum guide-source–target cross-range separation is not
rigorous; however, as the guide source algorithm exploits
signal coherence over the entire water column, the horizontal
array occupies a single depth. The exact allowable cross-
range separation of the guide and objective sources will de-
pend on the particular environment.

VI. NOISE

The noise performance of the virtual receiver has not
been analyzed, but some general observations can be made.
In applications where the guide source and objective source
are of similar strength, the algorithm of Eq.~2! will treat
noise nonlinearly, as it involves the product of the two sig-
nals. Assuming that the signal/noise ratio is large for both
signals, the signal–noise cross terms will dominate the
noise–noise term. In the bistatic sonar application, the direct
blast will in most cases be much larger than the target echo,

and the guide source noise component can be neglected. In
this case, the virtual receiver processor behaves linearly with
respect to noise and in a fashion identical to a matched-field
processor having the target echo as noisy input data and the
direct blast as noiseless replica data. Note that the equivalent
matched field processor has unequal source and replica loca-
tions; the former is at the guide source location and the latter
is at the target location. Thus the noise at the output of the
virtual receiver has been subjected to spatial and temporal
filtering, with both filters matched to the guide source signal.
If the output of the virtual receiver is subjected to further
processing for the purpose of source localization, the noise
output of the single hydrophone matched-field processor will
also be linear in the input noise. In this case, there are two
stages to the analysis of noise:~1! determination of the vir-
tual receiver output noise, and~2! determination of the effect
of this virtual receiver noise on the output of the single hy-
drophone matched-field processor.

VII. DISCUSSION AND CONCLUSIONS

This paper has addressed two concerns, multipath dis-
tortion and source localization in lossy range-dependent shal-
low water environments. For situations where the details of
the environment are not well known, a broadband guide
source can be used to construct a virtual receiver. The nu-
merical results show that when the guide source is near the
objective source, the virtual receiver output has reduced mul-
tipath effects, as would be expected from a nearby true re-
ceiver. For source localization, use of the single guide source
to create a virtual receiver can reduce the environmental mis-
match problem and effectively localize targets. Mode cou-
pling and lossy propagation, which are concerns relevant to
shallow water acoustics, have been considered. The results
for the virtual receiver algorithm seem promising for the
typical shallow water geometries given here. The combina-
tion of strong mode coupling and loss can reduce the quality
of the virtual receiver as compared with a true receiver at the
same location. This was illustrated in the numerical results
for acoustic simulation over an obstruction producing strong
mode coupling. When modes have been cut off, such as for
upslope propagation, the virtual receiver may represent a
mode filtered version of the true field. This can, in some
cases, improve suppression of multipath arrivals.
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An oil immersion ultrasonic method used for measuring elastic and viscoelastic properties of
materials versus temperature is presented. From velocity and amplitude measurements, the complex
viscoelastic tensor can be entirely determined from room temperature to temperatures near the glass
transition temperature of the material. This tensor permits the computation of velocities and
attenuations of heterogeneous or homogeneous modes in any direction of wave propagation. A
micromechanics model is used to compare experimental results with theoretical ones and to analyze
anisotropic elastic and viscoelastic behavior of composite materials. ©1997 Acoustical Society of
America.@S0001-4966~97!01112-0#

PACS numbers: 43.35.Cg, 43.35.Mr@HEB#

INTRODUCTION

Composite materials made of long fibers and a polymer
matrix are commonly used in the aerospace, automotive, or
naval industry. To predict the mechanical behavior, it is
mandatory to measure the stiffness of these anisotropic ma-
terials. In the last two decades, ultrasonic methods have been
shown to be appropriate for measuring the real1 or complex2

stiffness tensor of composites in their initial states or dam-
aged states. Contact or water immersion methods provide
precise measurements of the components of the tensor. Im-
mersion methods are useful when the sample is unique and
anisotropic. Noncontact methods using laser3 or air-coupled
transducers4–6 are still in development and not yet easily
adaptable for industrial applications.

The nondestructive measurement method presented here
is a variation of the immersion ultrasonic method. A low-
viscosity oil is used as the coupling medium instead of water.
This method permits one to measure velocities and ampli-
tudes of bulk waves propagating inside the material as tem-
perature changes.

After describing the laboratory techniques, the proce-
dures used to recover the elastic and viscoelastic properties
of materials are presented. Preliminary stiffness measure-
ments of the matrix used in composite materials will then be
presented and used as the basic data in a micromechanics
model.7,8 Temperature-dependent composite material proper-
ties obtained experimentally will then be compared with the
micromechanics model predictions.

I. MATERIALS AND APPARATUS

Two materials are used in this study. The first one is a
polymer matrix and the second one is the same matrix rein-
forced with long unidirectional glass fibers. The first material
is assumed to be representative of the matrix used in the

composite material. The composite sample has 32 plies. Its
density is 1.8 g/cm3, and its thickness is 5.72 mm. The ma-
trix sample has a density of 1.20 g/cm3. Its thickness is 6.90
mm. The volume fraction of fibers in the composite material
is 0.448.

Both samples are absorbent. Their mechanical properties
can be represented by the complex viscoelastic tensor9

Ci j* 53
C11* C12* C13* 0 0 0

C22* C23* 0 0 0

C33* 0 0 0

C44* 0 0

Sym C55* 0

C66*

4 ,

where @Ci j* #5@Ci j8 #1 i @Ci j9 # . ~1!

The real partsCi j8 of the tensor are the elastic moduli.
The imaginary partsCi j9 are the viscoelastic moduli and rep-
resent the attenuative properties of the material. The signal
reduction arising from diffraction is supposed to be negli-
gible in the frequency domain were the wavelength is longer
than the fibers size and ply thickness. These properties in-
clude viscoelasticity effects from the matrix and losses due
to diffraction from the fibers. The attenuation is assumed to
be small so thatCi j9 !Ci j8 .

When the orthotropic symmetry is assumed, nine moduli
are independent and the material has three planes of mirror
symmetry.10 In the case of a unidirectional composite, only
five moduli are independent due to transverse isotropy.
These moduli areC11* , identified from axis 1~see Fig. 1!;
C66* , identified from P12 plane; andC33* , C55* , and C13* ,
identified fromP13 plane. TheP12 plane is quasi-isotropic,
while P13 is highly anisotropic~Fig. 1!. The isotropic sym-
metry of polymer materials is represented by only two
moduli: C11m* andC66m* .a!Electronic mail: hosten@lmp.u-bordeaux.fr
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To measure these quantities by the immersion technique,
wave velocity and amplitudes are measured in several direc-
tions in the sample. The material properties are related to the
acoustic parameters by complex Christoffel’s equations:

u* G i j ~* Ci j ,* Si* Sj !2rd i j u50, ~2!

where* G i j is expressed as a function of* Ci j and complex
slowness vector components2 andr is the mass density. The
measurement method uses ultrasonic bulk waves transmitted
in normal and oblique incidence through the sample im-
mersed in a fluid. A plane wave propagating in the liquid
generates three bulk modes in an anisotropic material at the
liquid/solid interface and only two~QL: quasi-longitudinal
and QT: quasi-shear modes! in a plane of symmetry.9

The usual fluid, water, is replaced by oil. This modifi-
cation allows for measurements near the glass transition
('130 °C) of materials. A commercial regulation system
suppresses temperature gradients in the tank. The stability of
the velocity measurement in normal incidence, through the
sample, attests that the sample is at the fluid temperature.
Typically, this is reached in a few minutes and all of the
measurements are done in a few hours. The sample is sup-
ported by a goniometer that allows one to change the angle
of incidence ~Fig. 2!. The wave transmitted through the
sample is received by a second transducer that is translated at
the Snell’s law position to minimize the effect of the limited
size of the transducer. Both transducers can withstand tem-
peratures up to 250 °C and are broadband in frequency (n
50.5– 5 MHz).

A signal, called the reference signalr (t), corresponds to
the wave transmitted without the sample between the trans-
ducers. Signalssi(t) correspond to the waves transmitted
through the sample for several angles of incidenceu i . The
experiment is repeated for temperatures from 40 °C to
130 °C.
A transfer functionHi(n) can be computed for each angleu i

from the relation Hi(n)5Si(n)/R(n)5Ai(n)exp„iw i(n)…,
whereSi(n) andR(n) are the Fourier transforms ofsi(t) and
r (t), respectively.Ai(n) is the amplitude of the transfer
function. The slope of the phasew i(n) furnishes the time of
flight t i . The wave velocityVi in the sample can be deter-
mined fromt i and e, the thickness of the sample, with the
following equation:

Vi5
Vo

A11Vot i /e~Vot i /e22 cosu i !
. ~3!

To use this relation, the wave velocityVo in the incident
medium~oil! needs to be known.

The incident wave is assumed to be a plane wave. Its
displacement fieldUW is given by UW 5PW exp i(2pnt*SW.MW ),
where PW is the polarization vector andMW is the position
vector. The slowness complex vector* SW is composed ofSW 8,
the propagation vector~its modulus is the inverse of the
phase velocity!, and SW 9, the damping vector, such that* SW

5SW 82 iSW 9. Since the incident medium is assumed to be a
nonlossy material, Snell’s law implies thatSW 9 is perpendicu-
lar to the interface~Fig. 3! and the propagating wave inside
the material is heterogeneous.2

From the amplitude lossAi(n) of the signal, it is pos-
sible to know the wave attenuation. This attenuation is ex-
pressed with the modulus damping vector of heterogeneous
modes:

Si9~n!52
1

2pne
lnS Ai~n!

Ti8
D . ~4!

The transmission coefficientTi8 of bulk modes through the
two interfaces at the angleu i is computed from the velocities
of the QL and QT modes.2

The projectionSi9 cos(ur) of this vector can be related to
the classical attenuation coefficient11–13 a i(n)
52pnSi9 cos(ur). This coefficient is nearly linear versus fre-
quency. However, if a linear curve is used to fit experimental
data, then the fitted curve does not go through the origin. To
avoid this problem at the origin, a second-order polynomial

FIG. 1. Planes and axes of symmetry in a unidirectional composite.

FIG. 2. System schematic diagram.

FIG. 3. Wave conversion at fluid/solid interface.
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is used to model the attenuation coefficient versus frequency
~Fig. 4!. So,S9 has small dependence on the frequency~Fig.
5!.

Silicone oil, low in viscosity, is used as the coupling
medium. The phase velocity of the oil needs to be known as
a function of temperature. To make this measurement, a
glass sample is placed in the tank. Longitudinal and trans-
verse wave velocities in glass were previously measured at
several temperatures, in a water tank. These velocities were
found to be temperature independent. Once these parameters
are known, Eq.~3! is used to expressVo as a function ofVi .
Performing this procedure for different temperatures, one ob-
tains the variation ofVo as a function of temperature~Fig. 6!.

The relation Vo(mm/mS)51.6620.0034T is obtained
by a linear fit of experimental data and is used in Eq.~3!. In
the same way, the temperature dependence of the attenuation
of oil is measured. Above 40 °C, it is negligible in compari-
son to the attenuation of the tested materials. The good re-
producibility of the oil property measurements is a good
check for the temperature stability.

The immersion technique with oil is first performed on
the isotropic polymer. At 40 °C, the wave velocities of lon-
gitudinal and transverse modes in the matrix alone are mea-
sured in water and oil. Figure 7 shows very good agreement

between both measurements for longitudinal waves as well
as for transverse ones. Velocities are also measured in this
material at 120 °C, with the oil coupling medium. The isot-
ropy is preserved at 120 °C, which is near glass transition
temperature. These results indicate that the immersion tech-
nique with oil can produce valid measurements in this range
of temperatures. The attenuation curves presented in Fig. 8
for longitudinal and transverse modes at 40 °C are obtained
from measurements~points! and computations~solid lines!.
The attenuations are calculated for any angle of incidence
from the values ofCi j* ~Sec. II!.

II. COMPLETE VISCOELASTIC CHARACTERIZATION
OF THE MATRIX

A. Procedure of Cij* identification and precision of
results

Once the acoustic parameters of materials are measured
in several propagation directions, the complex Christoffel
equations@Eq. ~2!# permit us to link them with the material
properties of the medium.14 When the propagation is along a
symmetry axisi , the attenuationS9(n) is related to the vis-
coelastic moduliCii9 and the loss tangent tandii by the equa-
tion

FIG. 4. Attenuation coefficient versus frequency in the matrix at 40 °C.

FIG. 5. Magnitude of the damping vector versus frequency in the matrix, at
40 °C. 3: experimental data. ———: fit curve.

FIG. 6. Sound speed in the immersion medium versus temperature.

FIG. 7. Phase velocities in matrix.h: velocities measured in oil~40 °C!. d:
Velocities measured in water~40 °C!. n: Velocities measured in oil
~120 °C!. Solid lines: Velocities computed fromCi j8 , identified from data.
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2S9

S8
5

Cii9

Cii8
5tan d i i . ~5!

Since it is difficult to identify 9 complex coefficients~18 real
coefficients!, the Ci j8 are first identified from the real part
measurement of the slowness vector by the following mini-
mization procedure described in Appendix.

Let P¢ be a vector composed ofpi ( i P@1,...,n#) un-
known Ci j8 . Along an axis of symmetry,P¢ has only one
component. For example, in direction 1~defined in Fig. 1!,
P¢ 5@C118 #. In a plane of symmetry, there are three unknown
components: inP12, P¢ 5@C228 ,C668 ,C128 #, and in P13, P¢

5@C338 ,C558 ,C138 #. Since hexagonal symmetry is assumed for
unidirectional composites,C128 52* C668 2C118 and C118
5C228 , which means that only five independent moduli exist.

The real part of the data vector* SW̃ 5@* S̃k# is then computed
from theCi j8 . The components lying in the interface also are
computed from Snell’s law.

The imaginary parts of the viscoelasticity tensor are
measured with a procedure similar to the one used for the
real part. Only the imaginary component ofS9 perpendicular
to the interface is measured. The unknown vectorP¢ is si-
multaneously equal to@C119 # in direction 1,@C229 ,C669 ,C129 # in
the planeP12, and@C339 ,C559 ,C139 # in the planeP13. Like S9,
the Ci j9 also have small frequency dependence. Therefore,
Ci j9 and tandij will be specified for a specific frequency.

The upper bounds of the relative errors1r i for each of
those parameters are then computed from the insensitivity
matrix I ik ~see the Appendix!:

1r i<(
k

uI ikeku. ~6!

The termsek are the computed differences between the mea-
surements and the computed values from identified param-
eters. From the* Ci j and the Christoffel equations, it is pos-
sible to compute the values ofS9 for heterogeneous or
homogeneous modes.2 From the values ofS9, the attenuation
in each direction of the wave propagation in the material
may be determined.

B. Viscoelastic moduli of the matrix as a function of
temperature

The measurement and identification procedures are per-
formed for several temperatures between 40 °C and 130 °C
for the matrix. The changes in the elastic moduli are shown
in Fig. 9.

Like the velocities, these moduli decrease as tempera-
ture increases. The errors specified on the graph are com-
puted by the previous procedure and represent only a few
percent of each value. The two curves are fitted with a poly-
nomial forC11m8 , and a linear curve forC66m8 , with the result

C11m8 57.71~3.831023!T2~2.431024!T2 GPa,

C66m8 52.12~1.231022!T GPa.

Similarly, the changes in the loss tangent, tandii , are
shown in Fig. 10. The comparison between these curves and
classical curves of loss tangent in polymers15 suggests that
the glass transition temperature is not reached, as curves
grow without arriving at any peak. The most pronounced
variation is of tand66m . This amount of loss is expected
since this loss tangent is related to the transverse mode,
which is often more attenuated than the longitudinal one.
The variations ofC11m9 and C66m9 give two equations as a
function of temperature.

III. HASHIN’S MODEL FOR THE PREDICTION OF
VISCOELASTIC MODULI

Several models16,17 have been tested to predict the vis-
coelastic complex moduli of composite materials. Hashin’s

FIG. 8. Damping vector versus incidence angles in the matrix at 40 °C.s:
experimental data. —: computedS9 from Ci jm* values.

FIG. 9. Elastic moduli of the matrix versus temperature.

FIG. 10. Matrix loss tangents versus temperature.
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micromechanics model7,8 seems to be the one that gives the
best matching with experimental values of composite mate-
rial properties. To use this model the previous equations of
C11m8 (T), C66m8 (T), C11m9 (T), andC66m9 (T) are introduced in
the model as matrix data. Fibers’ characteristics are also
needed and are given by the manufacturer. They are assumed
to be elastic and independent of temperature.

The main hypotheses made when using Hashin’s model
is that the matrix is the only source of attenuation in the
composite. These assumptions are true to a good approxima-
tion for the frequency range used here to characterize
materials.18,19

Hashin’s model is expressed in terms of the following
constants:k is the plane strain bulk modulus,El is the
Youngs modulus in the fiber direction,Gl is the axial shear
modulus,Gt is the transverse shear modulus, andn1 is the
axial Poisson ratio. All these parameters are expressed as a
function of matrix and fiber constants, denoted below by the
subscripts ‘‘m’’ and ‘‘ f ; ’’ respectively.

k5km~kf1Gm!Vm1kf~km1Gm!Vf /„~kf1Gm!Vm

1kf~km1Gm!Vf…, ~7!

Gl5Gm„GmVm1Gf~11Vf !…/„Gm~11Vf !1GfVm…,
~8!

El5EmVm1EfVf14VmVf~v f2vm!2/

~Vm/kf
1Vf /km

11/Gm!, ~9!

v15vmVm1v fVf1VmVf~v f2vm!~1/km21/kf !/

~Vm/kf
1Vf /km

11/Gm!, ~10!

Gt5Gm

1
Vf

1/~Gf2Gm!1~km12Gm!Vm/2~km1Gm!Gm
,

~11!

whereVf andVm(512Vf) represent the volume fraction of
fiber and matrix, respectively.
The five independent complex viscoelastic moduli of the
composite are computed using the following relations:

C115k1Gt , C665Gt , C1352v1k,
~12!

C3354v1
2k1E1 , C555G1 .

IV. RESULTS AND DISCUSSION

A. Elastic moduli of the composite versus
temperature

The real parts of slowness vectors are measured in vari-
ous directions of propagation, in each plane of the sample
and for several temperatures. In theP13 plane~Fig. 11!, the
slowness vectors change with propagation direction. This an-
isotropy increases with temperature. From these measure-
ments, it is possible to deduce the elastic moduli. Results of
measured and predicted elastic moduli for the glass–epoxy
composite are presented for bothP12 andP13 planes in Figs.
12 and 13. The rate of change in moduli with temperature is
anisotropic. TheC338 modulus does not vary much with tem-
perature. This result is expected since the modulus is mainly
due to the fibers. Since good agreement seems to exist be-
tween measurements and predictions, the micromechanics
model may be extended to viscoelastic composite moduli.
Error bars shown on the graph correspond to a few percent
for most of the values. Errors also exist on the predicted
results since measured properties of the matrix are used for
those predictions. For clarity, these errors are not reported in
the predicted results, but it is clear that measurements and
predictions agree over the range of temperature. Relative
changes in the Young’s moduli are plotted in Fig. 14. Since
the modulus transverse to fibersET8 is more influenced by the
matrix properties variations, it changes more with tempera-
ture than the modulus parallel to the fibersEL8 does.

FIG. 11. Real part of slowness vector in plane P13. ---: QL modes.s:
120 °C. ——: QT modes.d: 100 °C.h: 40 °C.

FIG. 12. Comparison between measured and computed elastic moduli in
quasi-isotropicP12 plane~dashed lines: model; points: measurements!.
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B. Viscoelastic moduli of the composite as a function
of temperature

The damping vectors of the composite material are mea-
sured for quasi-longitudinal and quasi-transverse modes at
several temperatures. From these measurements, theCi j9 are
computed at 2 MHz and the damping vectors of the associ-
ated homogeneous modes are computed for each propagation
angle. Figures 15 and 16 show these computed damping vec-
tors for quasi-longitudinal and quasi-transverse modes as
functions of the propagation angle. The attenuation is aniso-
tropic for quasi-longitudinal modes as well as for quasi-
transverse modes in the anisotropicP13 plane of the compos-
ite. Figure 16 shows that as the temperature increases, the
anisotropy of quasi-transverse modes becomes more pro-
nounced. As expected, transverse modes are more attenuated
than longitudinal ones.

On both graphs, a range of refraction angles are notified.
In this range, the attenuation of quasi-longitudinal modes
~Fig. 15! is the highest and the attenuation of quasi-
transverse modes~Fig. 16! is the lowest for an angle of re-
fraction u r which depends on the temperature. At a fixed
temperature, this angle is observed to be different for quasi-
longitudinal and quasi-transverse modes. The computed po-
larization of both modes at this angle is about 45° to the
fibers. These features need more explanations in a future
work.

Comparisons also are performed between the measured
and predicted values of the composite loss tangent for each
plane of the composite~Figs. 17 and 18!. In the P12 plane,
good agreement between measurements and computations is
obtained for tand11 whatever the temperature. In that direc-
tion, attenuation in the composite is essentially controlled by
the matrix, and this corresponds very well to the hypothesis
made in the micromechanical model. For tand66, some dis-
crepancies can be observed as temperature grows. In both
planes, the most pronounced variations are the ones of the
loss tangent tand66 and tand55, which correspond to trans-
verse modes, as in the matrix. These curves may be related to
the changes of the elastic and viscoelastic properties of the
composite with temperature in a given direction. Possible
errors on viscoelastic moduli are added to elastic ones, so
this could be a reason for the discrepancies.

Good agreement can be observed in theP13 plane, with
the exception of tand33. In this case, the predicted results
are much lower than measurements. This difference can be

FIG. 14. Young’s moduli of the composite material versus temperature.

FIG. 15. Imaginary part of the slowness vector for quasi-longitudinal modes
in the P13 plane.

FIG. 16. Imaginary part of the slowness vector for quasi-transverse modes
in the P13 plane.

FIG. 13. Comparison between measured and computed elastic moduli in the
anisotropicP13 plane~dashed lines: model; points: measurements!.
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due to the hypothesis made in the model, which does not
take into account the effect of fibers in the attenuation pro-
cess.

V. CONCLUSION

From an engineering point of view, it is interesting to
measure material properties as a function of temperature.
The immersion method permits one to measure complex vis-
coelastic properties of composite materials with varying tem-
perature. Symmetries other than the transversely isotropic
one have been tested successfully.

Relative errors are computed for measured results and
permit one to have an estimation of the precision. The mea-
surements of complex viscoelastic moduli are precise enough
to be used to investigate the attenuation in composite mate-
rials that is intricate because it depends on the direction of
propagation, nature of the mode, frequency, temperature, etc.
All the phenomena related to the attenuation process are not
explained yet, and the interpretation of the attenuation results
in composite materials is still an open problem.

The micromechanics-model-based predictions are in
good agreement with elastic material constants results and
with some of the viscoelastic constants. It is possible that the
hypothesis used in the model calculation of attenuation has
to improved. More comparisons at different frequencies are
still to be done for a better understanding of the composite
materials attenuation.

APPENDIX: INSENSITIVITY MATRIX AND ERRORS

Let Ṽk51,...,m denotem experimental values~velocities,
slowness, attenuations, etc.!. Ṽk is the true valueVk plus an
experimental errorDVk :Ṽk5Vk1DVk .

Let P¢ be a vector composed ofpi ( i P@1,...,n#) un-
known components that we want to identify from the vector
Ṽk51,...,m , with m@n. According to the classical Newton–
Raphson procedure, the inverse problem consists of finding
the best estimateP¢ of the pi parameters that minimizes a
quadratic, positive form:

F~P¢̃ !5 (
k51

m

~Ṽk2V~P¢̃ !uk!
2, ~A1!

where P¢̃ 5P¢ 1]P¢ 5@pi1]pi # is the best estimated
vector solution plus an error vector]P¢ . HereV is a func-
tion of the unknown components that is given by the solution
of the forward problem. At the minimum of this function, the
vector gradW

P
¢ (F)5@]F/]pi # is null. Consequently,

gradWP
¢̃ ~F !50W1H ]P¢ , ~A2!

where the operatorH is defined by the matrix:@H#
5@]2F/]pi ]pj #. Therefore, the optimization step is given
by

]pi5F ]2F

]pi ]pj
G21 ]F

]pj
. ~A3!

The minimization algorithm provides the best estimation
of the parametersp̃i5pi1Dpi with the errorsDpi . Then,

V~P¢̃ !uk5V~P¢ !uk1(
i

]V~P¢ !

]pi
U

k

Dpi . ~A4!

Between the forward solutions and the measurements, we
can compute the differences

ek5Ṽk2V~P¢̃ !uk5DVk2(
i

]V~P¢̃ !

]pi

U
k

Dpi . ~A5!

Let us introduce the absolute error vector,

EW 5@DVk2ek#, ~A6!

the sensitivity vector ofV to the parameterpi ,

SW i5Fpi

]V~pi !

]pi
U

k
G , ~A7!

the sensitivity matrix (m* n),

@S#5@SW i #, ~A8!

the relative error vector,

rW5FDpi

pi
G . ~A9!

With these definitions, the previous relations become

@E#5@S#@r #. ~A10!

We havem equations to findn parameters. So,

FIG. 17. Measured and computed viscoelastic moduli in theP12 plane~solid
lines: model; points and dashed lines: measurements!.

FIG. 18. Measured and computed viscoelastic moduli in theP13 plane~solid
lines: model; points and dashed lines: measurements!.
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@S# t@E#5@S# t@S#@r # . ~A11!

The matrix@M # (n* n) is defined by

@Mi j #5(
k

SikSjk and thus @r #5@M #21@S# t@E#.

~A12!

The inverse of the sensitivity matrix is called theinsensitiv-
ity matrix:

@ I #5@@S# t@S##21@S# t, or @ I #5@M #21@S# t and
~A13!

I ik5 (
j 51,...,n

M i j Sjk .

The insensitivity vectors are defined by@ I #5@ IW i #, and
^IW i ,SW j&50 if iÞ j and 51 if i 5 j . A larger insensitivity
results in an increasing relative error:

@r #5@ I #@E#. ~A14!

The computed differenceek is the difference between the
absolute errorDVk of the measured data and the term

S i@]V(P¢̃ )/]pi #ukDpi , which includes the unknown errors
Dpi . The purpose of the minimization procedure is to obtain
values ofp̃i which make these terms as small as possible and
smaller thanDVk in Eq. ~A2!. The errorDVk includes the
measurement errors and the model errors. Consequently, for
a large number of data,DVk is the main term in the errorek .
Both termsDVk andek have statistically the same sign and
each component of vectorEW is such thatuEku5uDVk2eku
,ueku. Therefore, the upper bounds of the relative errorsr i

may be computed from the insensitivity matrix as follows:

1r i<(
k

uI ikeku . ~A15!
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Comparison of elastic constant determination in anisotropic
materials from ultrasonic group and phase velocity data
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A comparative analysis of elastic constant determination from the angular dependence of group and
phase velocity data in orthotropic and transversely isotropic materials is performed. A nonlinear
least-squares optimization procedure is used for inversion. The method allows the use of group
velocity data in a cuspidal region, where for a given ray direction there are more than three distinct
wave modes propagating with different velocities. Exact analytical equations are derived relating
group velocities to elastic constants for arbitrary planes in transversely isotropic materials.
Approximate relations for nonsymmetry planes in orthotropic materials are obtained. The procedure
is generalized for determination of elastic constants from group velocities measured in arbitrary
incident planes in orthotropic materials. ©1997 Acoustical Society of America.
@S0001-4966~97!01312-X#

PACS numbers: 43.35.Cg, 43.35.Yb@HEB#

INTRODUCTION

Ultrasonic measurements are widely used for elastic
constant determination of anisotropic materials. If the
samples can be cut in predetermined directions, elastic con-
stants can be determined from velocity data in these direc-
tions with the number of measurements equal to the number
of unknown independent elastic constants.1,2 The accuracy of
elastic constant measurement can be maximized by choosing
an appropriate propagation direction and polarization. Six
elastic constants of an orthotropic material can be deter-
mined from measurements along symmetry axes. Three oth-
ers are obtained on samples which are cut in the off-axis
directions.2 Since velocities are stationary1 along axes of
symmetry, smaller measurement errors are associated with
material axes misorientation. These traditional methods re-
quire access to different sample surfaces and sample cutting,
thus they are inherently destructive. Often ultrasonic access
is limited to one or two sides of the sample, normally in the
through-thickness direction of the plate or shell and thus only
measurement at one axis of symmetry can be done. Also it is
often necessary to accompany measurements with sample
scanning, so mapping of the elastic constants can be done. In
this case special nondestructive ultrasonic velocity measure-
ment techniques are required.

Most nondestructive techniques utilize obliquely inci-
dent phase velocity measurements3,4 because it is easier to
determine the elastic constants5 from phase velocity than
from group velocity. However, group velocity data can also
be used to recover elastic constants. The data can be obtained
using, for example, a point source–point receiver technique6

which allows one to measure group velocities in different
directions including those in a cuspidal region.7 The advan-
tage of this technique is that it does not require a sample
rotation for velocity measurements in different directions.
Also techniques with one-sided access to the sample can be
utilized.8 However, these group-velocity-measuring tech-

niques require accurate determination of the group velocity
propagation direction.

Several methods to determine elastic constants from
group velocity data have been proposed. Every and Sachse9

use nonlinear least squares to determine three independent
elastic constants of a cubic material from group velocity data
outside cuspidal regions. Kim10 shows that mixed-index elas-
tic constantsC12, C13, andC23 in orthotropic materials can
be determined by measuring the group velocity of a quasi-
longitudinal or quasishear wave propagating obliquely in the
symmetry plane assuming that pure-index elastic constants
are known from measurements along symmetry axes. Kim
et al.11 apply this approach to determine all nine elastic con-
stants of an orthotropic plate. Minachiet al.8 use a perturba-
tion method and a nonlinear least-squares procedure for a
transversely isotropic material to determineC11 and C13

from measurements at oblique incidence in the symmetry
plane, while the other elastic constants~C33, C44, andC55!
are assumed to be known from normal incidence measure-
ments. In these techniques some or all pure-index elastic
constants are determined from measurements along acoustic
axes. As we mentioned above these measurements may not
be always possible, as, for example, measurements along
symmetry directions in the plane of a composite plate. For
shear modulus measurement in the direction normal to the
plate surface one needs to use a shear wave. Although it can
be excited using electromagnetic transducers for metals in
scanning modes, shear wave measurements using contact
transducers are difficult to implement for scanning when
nondestructive mapping of elastic constants is required.
Therefore oblique excitation of shear waves is required.

In this paper we describe a method to determine the
elastic constants of an orthotropic material from group ve-
locity data of longitudinal and shear waves in different di-
rections of symmetry and nonsymmetry planes using a non-
linear least-squares algorithm which minimizes the
difference between experimental and calculated group veloc-
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ity data. No elastic constants except one~determined from
the longitudinal wave at normal incidence! are assumed to be
known from measurements along symmetry axes. It is shown
that experimental data in a cuspidal region can be utilized for
the inversion. This eliminates the necessity of obtaining qua-
sishear wave data away from folded regions. The reconstruc-
tion is performed for synthetic sets of experimental data cor-
responding to materials with different degrees of anisotropy.
The results are compared to those obtained from phase ve-
locity measurements also using nonlinear least-squares mini-
mization as described in Ref. 12.

Seven of nine elastic constants for an orthotropic me-
dium can be determined from group or phase velocity data in
two symmetry planes perpendicular to the specimen plane.
To determine the remaining two elastic constants velocity
data in a nonsymmetry plane must be used. Such determina-
tion from phase velocity data is discussed in Ref. 13. Here
we demonstrate that group velocity data can be used for this
purpose. Also it is shown that the five independent elastic
constants of a hexagonal material can be determined from
group velocity data corresponding to one incident plane.
Simple analytical formulas are presented for this case. It is
also demonstrated that they provide good approximations for
wave velocities in nonsymmetry planes of weakly orthotro-
pic ~with respect to transverse isotropy! materials.

I. PHASE AND GROUP VELOCITIES IN SYMMETRY
PLANES OF ORTHOTROPIC MATERIALS

The phase velocity of a wave propagating in a generally
anisotropic medium is governed by the well-known Christ-
offel equation:11–14

@Ci jkl ninl2rVp
2d jk#Pk50, ~1!

where theCi jkl are the elastic constants,n is the wave nor-
mal,P is the polarization unit vector, andr is the density. To
have nontrivial solutions the determinant of Eq.~1! must
vanish

uCi jkl ninl2rVp
2d jku50. ~2!

For a given propagation direction there are three solutions of
Eq. ~2!, which represent one quasilongitudinal and two qua-
sitransverse waves. The corresponding polarizations can be
found from Eq.~1!. The group velocity of the wave with
known phase velocity (Vp) and polarization~P! is deter-
mined from

Vgi5
Ciml j Pl Pmnj

rVp
. ~3!

Using Eqs.~2! and~3! one can show that the phase velocity
is the projection of the group velocity onto the wave normal
n ~Ref. 15!

Vg–n5Vp . ~4!

Kim10 derived closed-form analytical formulas for group ve-
locities of quasilongitudinal and quasitransverse waves in
symmetry planes of orthotropic materials. Below we present
the resulting formulas for group velocities using a different
form which makes them more convenient for subsequent use
in the inversion method.

We consider wave propagation in the 1-3 symmetry
plane of an orthotropic material~Fig. 1!. In this case Eq.~2!
has the following form:

UG112rVp
2 0 G13

0 G222rVp
2 0

G13 0 G332rVp
2
U50, ~5!

where

G115C11 sin2 u1C55 cos2 u,

G335C55 sin2 u1C33 cos2 u,
~6!

G135~C131C55!sin u cosu,

G225C66 sin2 u1C44 cos2 u.

The angleu is between the direction of propagation and the
3-axis ~Fig. 1!. Equation~5! decomposes to a linear part for
a pure transverse wave (T) and a quadratic part for quasi-
longitudinal ~QL! and quasishear~QT! waves. These solu-
tions are

rVp~QL!
2 5

G111G33

2
1

A~G112G33!
214G13

2

2
,

rVp~QT!
2 5

G111G33

2
2

A~G112G33!
214G13

2

2
, ~7!

rVp~T!
2 5G22

and the polarizations of these waves are

P~QL!5H ~0,0,1!T,
~1,0,0!T,

S 1

A11j~L !
2

,0,
j~QL!

2

A11j~QL!
2 D T

,

P~QT!55
~1,0,0!T, for u50°,
~0,0,1!T, for u590°,

S 1

A11j~QT!
2

,0,
j~QT!

2

A11j~QT!
2 D T

, otherwise,

P~T!5~0,1,0!T,

where

FIG. 1. ~a! Wave propagation in the 1-3 symmetry plane of the orthotropic
material; wave normal and group velocity directions.
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j~QL!,~QT!5
rVp~QL!,~QT!

2 2G11

G33
. ~8!

Due to symmetry the group velocity vectors of all three
waves lie in the same 1-3 plane. The nonzero components of
the group velocity vectors for QL and QT waves~Fig. 1! are

Vg1~QL!,~QT!

5
~C11P1

21C55P3
2!sin u1~C131C55!P1P3 cosu

rVp~QL!,~QT!
,

~9!
Vg3~QL!,~QT!

5
~C131C55!P1P3 sin u1~C55P1

21C33P3
2!cosu

rVp~QL!,~QT!
,

whereP5(P1 ,P2 ,P3)T is the polarization vector for QL and
QT waves, respectively. For the pure transverse wave the
nonzero group velocity components are

Vg1~T!5
C66 sin u

rVp~T!
,

Vg3~T!5
C44 cosu

rVp~T!
. ~10!

The group velocity direction is defined by the anglez be-
tween the vectorVg and the 3-axis~Fig. 1!. This angle equals

z5H tan21S Vg1

Vg3
D , when Vg3Þ0,

90°, when Vg350.

~11!

Equation~4! becomes

Vg cos~z2u!5Vp . ~12!

As one can see the QL and QT phase and group wave ve-
locities depend on four elastic constants, namelyC11, C33,
C13, and C55, and both velocities of the pure transverse
wave depend onC44 andC66. It will be shown in the next
section that from group velocity measurements on QL and
QT waves in the 1-3 plane one can determineC11, C33,
C13, andC55.

Wave propagation in the 2-3 symmetry plane is de-
scribed by equations similar to Eqs.~5!–~12! with the index
substitution 1↔2, 55↔44. From group or phase measure-
ments in the 2-3 plane it is possible to determineC22, C33,
C23, andC44. From measurements in the 1-3 and 2-3 sym-
metry planes one can determine seven of the nine elastic
constants of an orthotropic material~all exceptC12 andC66,
which can be determined from measurements in a nonsym-
metry plane assuming that the other elastic constants are al-
ready known!.

II. PHASE AND GROUP VELOCITIES IN
NONSYMMETRY PLANES OF ORTHOTROPIC AND IN
TRANSVERSELY ISOTROPIC MATERIALS

In the case of wave propagation in a nonsymmetry plane
the cubic Christoffel equation~2!, presented in the coordi-
nate system related to acoustical axes, cannot be decomposed
in lower-order terms as was done for a plane of symmetry in

the previous section. But if the material is transversely iso-
tropic, there exists a symmetry plane associated with any
direction of wave propagation. If we consider the rotated
coordinate system associated with this plane, the Christoffel
equation can be decomposed into linear and quadratic parts.
This factorization is well known in crystal acoustics15,16 for
hexagonal symmetry. A simple factorization method and
analytical formulas for phase velocities and polarizations
were derived by Chuet al.13 In this section we review such a
factorization and also present formulas for group velocities.
The exact relation for transversely isotropic materials also
provides a very good approximation for nonsymmetry planes
in orthotropic materials.

Consider the 2-3 plane to be the plane of symmetry for
the transversely isotropic material@Fig. 2~a! and ~b!#. For a
wave propagating in an arbitrary direction, the wave vector
is characterized by polar angular coordinatesw and u @Fig.
2~a!#:

n5~cosw sin u,sin w sin u,cosu! ~13!

and the energy propagation direction is

N5~cosF sin Q,sin F sin Q,cosQ!. ~14!

The incident plane as shown in Fig. 2~b! is not a symmetry
plane. To simplify the wave propagation description let us
introduce the rotated coordinate system (18,28,38) as shown
in Fig. 2~b!. It is associated with the symmetry plane~18-38
plane in the rotated system! containing axis of symmetry 1
and wave normaln. Due to symmetry the group velocity
vector N also lies in this plane. The 38 axis of the rotated
system is along the wave-vector direction. The 28 axis is
perpendicular to the 18-38 plane. The solution of the Christ-

FIG. 2. ~a! Ray ~N! and wave normal~n! vectors for an arbitrary wave
propagation direction.~b! Orientation of the rotated coordinate system.
18-38 is the plane of symmetry for transversely isotropic material.
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offel equation for the ultrasonic phase velocities and their
associated polarization unit vectorsP in the rotated coordi-
nate system 182838 are given by13

rVQL
2 5C338 1

C338 2C558

2
f ~j2!,

rVQT1
2 5C558 2

C338 2C558

2
f ~j2!, ~15!

rVQT2
2 5C448

and

PQL5H p

A11p2
, 0,

1

A11p2J T

;

PQT15H 1

A11p2
, 0,

2p

A11p2J T

, ~16!

PQT25$0, 1, 0%T,

where the functionf , polarization factorj, and polarization
componentp are defined as

f ~j2!5sgn~C338 2C558 !A11j221, ~17!

j5
2C538

uC338 2C558 u
. ~18!

p5
j

sgn~C338 2C558 !1A11j2
~19!

andCi j8 are elastic constants in the rotated~prime! coordinate
system~see the Appendix!. The sign function sgn(x) is de-
fined by

sgn~x!5 H 21, x,0,
1, x.0. ~20!

The group velocities are derived from Eq.~3!:

VgQL5H C158 p21~C138 1C558 !p1C358

~11p2!rVQL
, 0, VQLJ T

,

VgQT15H C158 2~C138 1C558 !p1C358 p2

~11p2!rVQT1
, 0, VQT1J T

,

~21!

VgQT25H C468

rVQT2
, 0,

C448

rVQT2
J T

,

and the angular deviationc of the group velocity vector from
the wave vector is

c5tan21S Vg1

Vg3
D . ~22!

If the material is slightly anisotropic in the 2-3 plane,
Eqs. ~15!–~21! can be used as approximations, where exact
equations for elastic constantsCi j8 ~see the Appendix! for the
orthotropic material in the rotated coordinate system are
used. The ray vector in this case will deviate slightly from
the 18-38 plane. The difference between ray and phase di-

rections can be characterized by in-plane~a! and out-of-
plane~b! components:

a5tan21S N18

N38
D , b5sin21 N28 , ~23!

where N5(N18 ,N28 ,N38)
T is the energy ~group velocity!

propagation direction in the rotated coordinate system. We
call such materials weakly orthotropic. A wide range of ma-
terials including unidirectional composites possesses this
property.

To investigate the accuracy of the approximation, we
calculate phase and group velocities for graphite/epoxy com-
posite. The elastic constants of the composite are taken from
those of a transversely isotropic composite. The composite
orthotropy is produced by decreasingC22, C12, andC66 by
10% and increasingC33, C13, and C55 by 10% ~C22

'0.8C33, C12'0.8C13, andC66'0.8C55!. Figure 3 shows
the comparison for phase~a! and group~b! velocities. As one
can see, the agreement between exact and approximate solu-
tions is very good.

III. DETERMINATION OF ELASTIC CONSTANTS
FROM GROUP VELOCITY DATA IN A SYMMETRY
PLANE

A schematic of the possible through-transmission ar-
rangement for group velocity measurement is shown in Fig.
4. The ray~group velocity! direction jexp is measured from
the receiver position and group velocityVg

exp from time of
flight of the ultrasonic signal. The measurements described
by Kim and Sachse7 and by Minachiet al.8 were performed
by slightly different techniques.

From experimental QL and QT group velocity data
$Vg

exp(zexp)% in the 1-3 plane four unknown elastic constants
can be determined. Figure 5 shows a flow chart of the inver-
sion procedure used in this study for elastic constant deter-
mination from group velocities. It is based on the nonlinear
least-squares optimization algorithm. Initial guesses of the
elastic constants are used to determine the wave normal di-
rections $u% corresponding to the measured group velocity
directions$zexp% by solving Eq.~11!:

Vg1~u!

Vg3~u!
5tan~zexp!, ~24!

whereVg1 andVg3 are calculated from initial guesses~9!, on
the intervaluP@2p/2,p/2#. The phase velocity can now be
determined for this propagation angle using the initial guess
of the elastic constants.

For a QT wave the solution of Eq.~11! is not unique in
cuspidal regions, which means that there are several quasi-
transverse waves propagating in the same direction with dif-
ferent velocities and wave normals. When Eq.~11! has mul-
tiple solutions (u1 ,u2 ,u3) for the wave normal direction
~this happens in a cuspidal region!, we choose the one which
gives the smallest deviation between the calculated phase
velocity Vp(u i) and the projection of the experimental group
velocity on this directionVg

exp cos(zexp2ui) ~for the exact set
of elastic constants these values are equal according to Eq.
~12!, which represents the fact that the projection of the
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group velocity on the wave normal direction is equal to the
phase velocity!. We call this solution the calculated wave
normal angle (ucalc):

$ min
i 51,...,3

„Vg
exp cos~zexp2u i !2Vp~u i !…%

→Vg
exp cos~zexp2ucalc!. ~25!

Knowing the wave normal direction, the group velocity can
be determined from Eq.~9!. Repeating this procedure for
each experimental group velocity direction we obtain the cal-
culated set of group velocity data$Vg

calc(jexp)% for a given set
of initial guesses of the elastic constants.

Now, considering the elastic constants as variables in a
four-dimensional space a nonlinear least-squares minimiza-

tion of deviations between calculated and experimental
group velocities is performed to determine the required set of
elastic constants:

min
C11 ,C33 ,C13 ,C55

1

2 (
i 51

m

~Vgi
exp2Vgi

calc!2, ~26!

wherem is the number of velocity measurements for differ-
ent directions, andVg

exp and Vg
calc are the experimental and

calculated group velocities, respectively. Equations~7!, ~9!,
~11!, and~12! are used to computeVg

calc.

IV. COMPARISON OF THE RECONSTRUCTION
RESULTS FROM GROUP AND PHASE VELOCITY
DATA IN SYMMETRY PLANES

As an example elastic constants which correspond to
zinc crystal ~hexagonal! and graphite/epoxy composite
~orthotropic! were used to simulate both QL and QT wave
synthetic group@Vg

exp(jexp)# and phase@Vp
exp(u)# velocity data

for the 1-3 plane. These elastic constants are referred as
‘‘original values.’’ Different levels of noise were introduced
in the synthetic group and phase velocities and group veloc-

FIG. 3. Comparison of exact~solid line! and approximate~dashed line!
ultrasonic~a! phase and~b! group velocities for graphite/epoxy composite in
a nonsymmetry planew545° for weakly orthotropic material.

FIG. 4. Schematic of through-transmission technique for group velocity
measurements.

FIG. 5. Flow chart of the inversion procedure for determination of elastic
constants from group velocity data in the 1-3 symmetry plane of an ortho-
tropic material.
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ity directions to simulate the effect of random scattering in
measurements. It was assumed that wave normal and propa-
gation directions can be determined with high precision.
Four elastic constants~C11, C33, C13, and C55! are deter-
mined from velocity data in the 1-3 plane.C33 can be deter-
mined from longitudinal wave velocity at normal incidence
and then fixed for further reconstruction of the remaining
three elastic constants. But our simulation results indicate
that this does not improve the accuracy in determination of
C33 itself, as well as of other elastic constants. Thus we
consider simultaneous determination of all four elastic con-
stants and sinceC33 is effectively decoupled in the equa-
tions, it is found most precisely.

For the zinc crystal, the angular range and the number of
points for the group velocity data as well as original values
for the elastic constants are taken from Ref. 7. Synthetic sets
of group velocity ‘‘experimental’’ data with 1% scattering in
both velocity values and directions of propagation were gen-
erated together with corresponding phase velocity data with
1% scattering. Here for simplicity we assume that the angle
and the group velocity data have the same error. However, in
an actual experiment the group velocity angle is difficult to
measure accurately. In contrast to the group velocity mea-
surement method, the wave normal angle is accurately deter-
mined from the incident angle in the phase velocity
measurements.12 Synthetic velocity data are presented in Fig.
6@~a! group and~b!: phase#. The angular range and the num-
ber of ‘‘experimental’’ points for the graphite/epoxy com-
posite are chosen such that the corresponding phase velocity
data range is experimentally available using the double
through-transmission technique described in Ref. 4. As an
example simulated sets of group and phase ‘‘experimental’’
velocity data with 1% scattering for graphite/epoxy compos-
ite are presented in Fig. 7~a! and ~b!. Note that for both
materials the group velocity data include a cuspidal region.

For each group velocity set of ‘‘experimental’’ data the
reconstruction is performed using the procedure described
above. The initial guess is taken to be 20% from the original
elastic constants. One hundred inversions~runs! were made
for randomly synthesized velocity data sets to compute the
standard deviation of the reconstructed moduli from actual
values. A similar reconstruction was performed from the
phase velocity data. Several sets of the synthesized velocity
data with scattering levels of 0.5%, 1%, 2%, and 5% were
used. The standard deviation of the recovered elastic con-
stants from the original ones is shown in Fig. 8~a! ~zinc
crystal! and~b! ~graphite/epoxy composite!. We see that the
accuracy of determination of elastic constants from phase
and group velocities is approximately the same for both the
zinc crystal and the graphite/epoxy composite.

V. RECONSTRUCTION FROM VELOCITY DATA IN
NONSYMMETRY PLANES

In the nonsymmetry plane the ray vector deviates from
the incident plane. The group velocity measurements can be
performed by scanning the receiver to find the energy propa-
gation direction and measuring the time of flight.

Here we demonstrate that for transversely isotropic ma-
terial all five elastic constants can be determined from ex-

perimental QL, QT1, and QT2 group velocity data
$Vg

exp(Fexp,Uexp)% in one incident plane~nonsymmetry 3-38
plane! as shown in Fig. 2~b!. It was shown in Ref. 13 that
similar reconstruction of nine elastic constants of an ortho-
tropic material is not stable to scatter and selection of initial
guesses. However, one can determine the remaining two
elastic constants~C12 and C66! assuming that seven elastic
constants~C11, C22, C33, C13, C23, C44, and C55! were
found from measurements in the 1-3 and 2-3 symmetry
planes.

The inversion procedure is similar to the one described
in Sec. III for determination of elastic constants from veloc-
ity data in symmetry planes. First, given the experimentally
measured energy propagation direction (Fexp,Uexp) and an

FIG. 6. ~a! Group and~b! phase velocity computer-generated ‘‘experimen-
tal’’ data for zinc crystal.
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initial guess for the elastic constants we determine the wave
normal direction (f,u) by solving the system of equations:

Vg3~f,u!

uVg~f,u!u
5cosQexp,

~27!
Vg2~f,u!

Vg1~f,u!
5tan Fexp

on the intervalfP@0,p#, uP@2p/2,p/2#. If the solution is
not unique we choose the one which produces the smallest
difference between calculated and experimental group veloc-
ity.

After the wave normal direction is found we employ
nonlinear least-squares minimization, described in Sec. III.

To calculate group velocities we use the analytical formulas
in the rotated coordinate system, given in Sec. II for trans-
versely isotropic materials, and the exact equation~3! for
orthotropic materials.

As an example, we consider the determination of elastic
constants from the synthetic velocity data in thew545°
plane in the ceramic composite material, which is assumed
transversely isotropic. The range for the QL wave is 0°–50°,
for QT1 35°–75°, and for QT2 30°–70° in terms of the angle
u which characterizes the wave normal direction. The energy
propagation directionN does not lie in thew545° @Fig.
2~b!# plane and is computed to produce a synthetic set of
experimental data$Vg

exp(Fexp,Uexp)%. Synthetic group veloc-
ity data used for inversion are shown in Fig. 9. Open circles
represent the data with ray direction angleF<45° and
closed circles correspond to the data withF.45°. The total
number of experimental points is 71. Scattering of 0.5%, 1%,
2%, and 5% is introduced into the group velocities using a
random function generator. It is assumed that the energy
propagation direction (Fexp,Uexp) is known precisely. The
inversion procedure described in the previous section is ap-
plied. The results of elastic constant determination from syn-
thetic group velocity experimental data with different scat-
tering levels for a transversely isotropic ceramic matrix
composite are presented in Table I and compared with the
reconstruction from phase velocity data$Vp

exp(uexp)%, which is

FIG. 7. ~a! Group and~b! phase velocity computer-generated ‘‘experimen-
tal’’ data for graphite/epoxy composite.

FIG. 8. Standard deviation of the reconstructed elastic constants from the
original ones for~a! zinc crystal and~b! graphite/epoxy composite.
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described in Ref. 13. Again we see that the accuracy of elas-
tic constant determination from group and phase velocities is
approximately the same.

In another example we determine two elastic constants
(C12 and C66! from the synthetic velocity data in thew
545° plane in the ceramic composite material, which this
time is assumed orthotropic. The orthotropy is introduced by
decreasingC22, C12, andC66 by 10% and increasingC33,
C13, andC55 by 10%. It is assumed that other elastic con-
stants are known from measurements in the~1-3! and ~2-3!
symmetry planes. The angular ranges and number of experi-
mental points are taken the same as in the previous example.
The inversion is performed from synthetic group velocity
data using exact~Sec. I! and approximate~Sec. II! equations
for group velocities. The reconstruction results are summa-

rized in Table II. The inversion results using approximate
equations are comparable with those using the exact ones.

VI. CONCLUSION

An inversion procedure based on a nonlinear least-
squares method was used to determine elastic constants from
group or phase velocity data in orthotropic and transversely
isotropic materials. The algorithm described can utilize
group velocity data in a cuspidal region. It was shown that
for orthotropic material seven elastic constants~all except
C12 andC66! can be determined from group velocity data in
symmetry planes. The remaining two elastic constants of
orthotropic materials can be determined from measurements
in a nonsymmetry plane using approximated~closed-form
expressions for velocities and polarizations in transversely
isotropic materials! or exact equations. For hexagonal mate-
rial all five independent elastic constants can be determined
from a nonsymmetry plane.

It was found that for the same accuracy in phase and
group velocity data the same accuracy in the elastic constants
determined has been achieved. This conclusion assumes that
the group velocity direction can be determined with the same
precision as time delay measurements. However, in actual
experiments the determination of the group velocity propa-
gation direction requires scanning of the transmitted fields by
the receiver. The error of angle determination in such experi-
ments could be significant in this case. In phase velocity
measurements, using, for example, the double through-
transmission technique, the wave normal direction is calcu-
lated from Snell’s law and thus is determined very precisely.
The issue of propagation direction determination for phase
and group velocity needs to be carefully considered when
one selects a method for elastic constant measurement.

APPENDIX: ELASTIC CONSTANTS Cij8 IN THE
ROTATED COORDINATE SYSTEM FOR
TRANSVERSELY ISOTROPIC MATERIALS

The elastic constantsCi j8 used for the calculation of the
phase and group velocities in transversely isotropic material
~Sec. II! in the rotated coordinate system (182838) are given
by

C118 5C11c1
41C33s1

412~C1312C55!s1
2c1

2, ~A1!

FIG. 9. Computer-generated ‘‘experimental’’ group velocity data in thew
545° incident plane for the transversely isotropic ceramic composite. Data
with angleF<45° are shown by open circles and data withF.45° by
closed circles.

TABLE I. Standard deviations of the reconstructed elastic constants from
the actual were computed using 100 runs for each level of velocity data
scatter. The elastic constants were determined from group and phase veloc-
ity data in thew545° plane@Fig. 2~b!# for a transversely isotropic ceramic
composite@Ci j (reconstructed)5Ci j (exact)6s#.

Elastic constant
~exact value, GPa!

Type of
velocity data

Standard deviations, GPa

0.5%
scatter

1.0%
scatter

2.0%
scatter

C11 phase 1.28 2.51 4.20
~150! group 1.38 2.66 5.62

C33 phase 0.12 0.31 0.56
~100! group 0.15 0.33 0.54

C13 phase 0.39 0.78 1.53
~32! group 0.45 0.86 1.83

C55 phase 0.31 0.69 1.00
~36! group 0.13 0.25 0.50

C23 phase 0.29 0.59 0.91
~36! group 0.19 0.39 0.75

TABLE II. Standard deviations of the reconstructed elastic constants from
the actual were computed using 100 runs for each level of velocity data
scatter. The elastic constants were determined from group velocity data in
the 45° plane for an orthotropic ceramic composite. Exact and approximate
equations for group velocities were used in the inversion procedure
@Ci j (reconstructed)5Ci j (exact)6s#.

Elastic constant
~exact value, GPa!

Type of
velocity data

Standard deviation, GPa

0.5%
scatter

1.0%
scatter

2.0%
scatter

C12 exact 1.67 2.89 3.45
~25.6! approximate 2.38 3.32 5.86

C66 exact 1.23 1.68 2.56
~28.8! approximate 1.78 2.37 3.87
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C338 5C11s1
41C33c1

412~C1312C55!s1
2c1

2, ~A2!

C138 5~C111C33!s1
2c1

21C13~s1
41c1

4!24C55s1
2c1

2, ~A3!

C448 5C44c1
21C66s1

2, ~A4!

C558 5~C111C33!s1
2c1

222C13c1
2s1

21C55~s1
22c1

2!, ~A5!

C158 5C11s1c1
32C33s1

3c11~C1312C55!s1c1~s1
22c1

2!,
~A6!

C538 5C11s1
3c12C33s1c1

31~C1312C55!s1c1~c1
22s1

2!,
~A7!

C468 5~C552C44!s1c1 , ~A8!

where

s15cosw sin u, c15A12s1
2. ~A9!

The anglesu and w characterize the wave-vector direction
@Eq. ~13!# and are shown in Fig. 2.

The rotated elastic constantsC338 , C558 , C538 , andC448 for
an orthotropic material are given in Ref. 13. Here we pro-
vided the additional three elastic constants (C138 ,C158 ,C468 )
which are used in the approximate Eqs.~15!–~21!:

C138 5C11s1
2c1

21C12~s1
41c1

4!s2
21C13~s1

41c1
4!c2

2

1C22s1
2s2

4c1
21C33s1

2c1
2c2

412~C2312C44!

3c2
2s1

2c1
2s2

224C55s1
2c1

2c2
224C66s1

2c1
2s2

2, ~A10!

C158 5C11s1c1
31C12~s1

3c12s1c1
3!s2

21C13~s1
3c1c2

2

2s1c1
3c2

2!2C22s1
3c1s2

422C23s1
3c1s2

2c2
2

2C33s1
3c1c2

424C44s1
3s2

2c2
222C55~c1

22s1
2!s1c1c2

2

12C66~s1
22c1

2!s1c1s2
2, ~A11!

C468 52C12s1c1
2s2c21C13s1c1

2s2s21C22s1c1
2s2

3c2

1C23~s1c1
2s2c2

32s1c1
2s2

3c2!12C44~c2
22s2

2!

3s1c1
2s2c21~C552C66!~c1

22s1
2!s1s2c2 , ~A12!

wheres1 andc1 are given by Eq.~A9! and

c25cosu/c1 , s252sin u sin f/c1 . ~A13!
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Determination of elastic moduli, density, attenuation, and
thickness of a layer using ultrasonic spectroscopy at two angles
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An ultrasonic method for determination of the complete set of acoustical and geometrical properties
of an isotropic layer embedded between two known materials~similar or dissimilar! is described.
The method allows simultaneous determination of the layer thickness, density, elastic moduli, and
attenuation~longitudinal and shear! from normal and oblique incidence reflection~transmission!
frequency spectra. Reflection~transmission! from the layer is represented as a function of six
nondimensional parameters which are determined from the two experimentally measured spectra:
one at normal and one at oblique incidence. The introduction of the set of nondimensional
parameters allows one to transform the reconstruction process from one search in a six-dimensional
space to two searches in three-dimensional spaces~one search for normal incidence and one for
oblique!. Thickness, density, and longitudinal and shear elastic moduli of the layer are calculated
from the nondimensional parameters determined. The sensitivity of the method to individual
properties and its stability against experimental noise are studied and the inversion algorithm is
accordingly optimized. Experimental examples are given for a layer immersed in water and for a
thermoplastic joint. ©1997 Acoustical Society of America.@S0001-4966~97!01012-6#

PACS numbers: 43.35.Ns, 43.35.Zc, 43.20.Gp, 43.60.Pt@HEB#

INTRODUCTION

Ultrasonic spectroscopy has long been thought promis-
ing for characterization of thin layers immersed in water or
embedded between two known materials~similar or
dissimilar!.1 The interphase layer between two substrates is
usually used for their joining as, for example, in adhesive
joints. Ultrasonic signals reflected from the front and back
surfaces of a thin layer usually overlap in the time domain
and interfere. Changet al.2 and Flynn3 determined ultrasonic
velocity and attenuation from the ultrasonic reflected signal
and correlated them with the joint cohesive strength. The
influence of frequency-dependent attenuation on amplitude
and phase spectra of the signal reflected from the joint bond-
line was studied in Ref. 4. An ultrasonic technique for the
determination of elastic constants of anisotropic plates with
thickness less than the ultrasonic wavelength is described in
Ref. 5. An algorithm for determination of the moduli and
thickness of a weak boundary layer is proposed in Ref. 6.
Through-thickness resonance measurements were used in
Refs. 7 and 8 to calculate both the thickness and the modulus
of an adhesive layer. Inversion of leaky Lamb wave disper-
sion curves was used in Ref. 9 to determine the longitudinal
and shear wave velocities and thickness of an adhesive layer
inside a joint. A low-frequency through-transmission ultra-
sonic technique was proposed in Ref. 10 to determine the
thickness or density of a thin layer. Normalized amplitude

spectra were used in Ref. 11 to measure attenuation. A com-
prehensive review of adhesive joint testing is given in Ref.
12.

A detailed analysis of application of the ultrasonic
method for measurements of thin layer properties and adhe-
sive joints was given by Kinraet al. in Refs. 13–17. The
analysis was performed for an ultrasonic wave normally in-
cident on the layer. The main attention was given to deter-
mination of one of the four properties of a thin plate~wave
velocity, density, thickness, or attenuation! from the spec-
trum of the normally reflected or transmitted ultrasonic
signal.14,15

In this paper we propose an ultrasonic method for simul-
taneous determination of all properties of the layer: density,
thickness, and longitudinal and shear moduli and attenua-
tions using ultrasonic measurements at only two angles: nor-
mal and oblique incidence. We assume the bond between the
layer and substrates is perfect, the substrate properties are
known, and the layer is isotropic. In the first section the
ultrasonic wave interaction with a layer is described by six
nondimensional parameters. This allows one to reduce the
number of parameters to be measured. In the second section
a two-step inversion algorithm to determine the layer prop-
erties is introduced. The algorithm is based on two consecu-
tive inversion searches in two three-dimensional spaces of
the layer parameters. The sensitivity of the algorithm to the
layer parameters and stability against random noise is stud-
ied. Experimental techniques are described in Sec. III and the
results of experiments to validate the method in Sec. IV.

a!Now with United Technologies Research Center, 411 Silver Lane, MS
129-86, East Hartford, CT 06108.
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I. PROBLEM STATEMENT AND THEORETICAL
BACKGROUND

A. Effect of layer properties on reflection and
transmission at normal incidence

It is well known that it is impossible to determine modu-
lus, density, thickness, and attenuation of an elastic layer
using only ultrasonic measurement at normal incidence. To
illustrate this let us consider a layer between two substrates
indicating the substrates and layer, respectively, by sub-
scripts 1 and 2. At normal incidence only longitudinal waves
are present in this system. Reflection and transmission coef-
ficients for the layer are given by18

R5
R12~12R12e

2ik lh!

12R12
2 e2ik lh

, ~1!

T5
R12e

2ik lh

12R12
2 e2ik lh

, ~2!

wherekl5kl81 ik l9 is the wave number,h is the layer thick-
ness, andR125(Z22Z1)/(Z21Z1) is the coefficient of re-
flection from the adherend/adhesive interface. HereZ2

5rv/k is the complex impedance. Attenuation inside the
substrates is taken to be zero since it has negligible effect on
the spectra; thus the substrate impedanceZ1 is real.R andT
depend on four independent layer properties: modulus (l
12m), densityr, thicknessh, and attenuationa l . The num-
ber of independent parameters can be reduced. The reflection
and transmission coefficients~1! and~2! can be rewritten so
that they depend only on three nondimensional layer param-
eters:

R5
ZN21/ZN11~12ZN21/ZN11e2iw h̄~11 ia l!!

12~ZN21/ZN11!2e2iw h̄~11a l!
, ~3!

T5
ZN21/ZN11e2iw h̄~11 ia l!

12~ZN21/ZN11!2e2iw h̄~11 ia l!
, ~4!

where impedance ratioZN , nondimensional thicknessh̄, and
attenuationa l are given by

ZN5
Z2

Z1
, ~5!

h̄l5
h

Vl
v0 , ~6!

a l5kl9/kl8 . ~7!

Here Vl5@(l12m)/r#1/2 is the longitudinal velocity in the
adhesive layer. We choosev051 MHz since for conve-
nience we useh in mm andV in km/s. The reflection and
transmission from the adhesive layer at normal incidence are
functions of frequency and three independent nondimen-
sional parameters:ZN , h̄l , anda l .

Figure 1 shows the effect ofZN and h̄l on reflection
spectrum at normal incidence. Calculations are done using
parameters typical for an Al-to-Al adhesive joint. The
minima observed in the reflection spectra are due to destruc-
tive interference of the wave reflected from the front surface

of the adhesive layer and waves multiply reflected inside the
layer. The minima will reach zero when zero attenuationa l

is used. One can see that for fixeda l and h̄l increase of the
impedance ratioZN results in reflection amplitude decrease
@Fig. 1~a!#. At fixed a l andZN nondimensional thicknessh̄l
increase results in resonance minima shifts towards lower
frequency@Fig. 1~b!#. The h̄l increase does not change the
maxima and minima amplitudes. The sensitivity of measure-
ment is higher forh̄l than for ZN . Attenuation does not
change the position of the minima and maxima but it influ-
ences their depth and width and affects areas beyond
antiresonance.19

It will be shown below that all three nondimensional
parameters@ZN , h̄l , anda l given by~5!, ~6!, and~7!# can be
determined from the reflection or transmission frequency
spectrum at normal incidence. HoweverZN and h̄l are func-
tions of three dimensional parameters: modulus (l12m),
densityr, and thicknessh, and thus cannot be determined

FIG. 1. Effect of~a! the impedance ratioZN5Z2 /Z1 and~b! the nondimen-
sional thicknessh̄l5h/Vl•v0 ~v0 is constant! on reflection from the adhe-
sive layer inside the joint. Parameters used for calculation areZN50.131,
h̄l50.045, anda l50.01.
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uniquely from Eqs.~5! and ~6!. In some practical applica-
tions, one of the dimensional properties of the layer can be
known: for example, the density of a properly cured adhesive
layer inside an adhesive joint. In this case the layer thickness
and modulus can be determined fromZN andh̄l using~5! and
~6!. However, if none of the layer properties is known in
advance, the nondimensional parameters cannot be deter-
mined: this is the principal limitation of normal incidence
measurement. To find all four-dimensional properties@(l
12m), r, h, anda l# we propose to use an additional mea-
surement at oblique incidence. In addition, the use of oblique
incidence allows one to determine shear modulusm and
shear wave attenuationa t , thus all six ~longitudinal and
shear! layer properties can be determined. This issue is ad-
dressed in the following sections.

B. Definition of the unique set of material parameters

At oblique incidence both longitudinal and shear waves
are excited inside the adhesive layer. Reflection and trans-
mission coefficients depend on six layer parameters: elastic
moduli, thickness, density, and longitudinal and shear wave
attenuations:

l12m, m, r, h, a l , a t . ~8!

As shown in the previous section the reflection and
transmission coefficients at normal incidence depend only on
three nondimensional independent variablesZN , h̄l , anda l
given by Eqs.~5!, ~6!, and ~7!. It is convenient to use the
same nondimensional parameters also to describe oblique in-
cidence reflection and transmission. A full set of nondimen-
sional parameters defining oblique incidence reflection and
transmission includesZN , h̄l , anda l and three more nondi-
mensional parameters: nondimensional thicknesses at ob-
lique incidence,

h̄u l5
h cosu l

Vl
v0 , ~9!

h̄ut5
h cosu t

Vt
v0 , ~10!

and shear wave attenuation

a t5kt9/kt8 , ~11!

whereVt5@m/r#1/2 is the shear wave velocity in the adhe-
sive layer,u l andu t are longitudinal and shear wave propa-
gation angles inside the layer, andv0 is a normalization
constant. All six nondimensional parameters,

ZN , h̄l , h̄u l , h̄ut , a l , a t , ~12!

can be found from two measurements: one at normal and the
other at oblique incidence, as will be shown below. Four
nondimensional parameters from the set~12! (ZN , h̄l , h̄u l ,
h̄ut) fully define the dimensional parameters from the set
~12!:

l12m5
ZNZ1

j0

Ah̄l
22h̄u l

2

h̄l

, ~13!

m5
ZNZ1

j0

h̄lAh̄l
22h̄u l

2

h̄l
22h̄u l

2 1h̄ut
2

, ~14!

r5ZNZ1j0

h̄l

Ah̄l
22h̄u l

2
, ~15!

h5
Ah̄l

22h̄u l
2

j0v0
, ~16!

wherej05sinu0 /V0, and u0 and V0 are propagation angle
and wave velocity in water. Attenuationsa l anda t are part
of both sets~12! and ~8!. Instead of elastic moduli longitu-
dinal and shear wave velocities,Vl and Vt , can be used.
They are related to the nondimensional parameters by

Vl5
Ah̄l

22h̄u l
2

j0h̄l

, Vt5
Ah̄l

22h̄u l
2

j0Ah̄l
22h̄u l

2 1h̄ut
2

. ~17!

II. INVERSION ALGORITHM, ITS ANALYSIS, AND
VALIDATION

A. Inversion algorithm

As discussed in the previous section, the reflection spec-
trum at normal incidence is fully defined by two nondimen-
sional parameters,ZN andh̄l ~and attenuation!, which can be
determined from experimental data by inversion.ZN and h̄l
are functions of three dimensional parameters:l12m, h,
and r. Two of them can be determined only if the third is
known: this is the main limitation of using only normal in-
cidence measurements for the layer characterization. To de-
termine all layer properties~8!, oblique incidence measure-
ments are also required.

Our goal is to determine six layer properties without any
prior knowledge, as is often required in practice, using mea-
surements of both normal and oblique incidence reflection
~transmission! spectra. Oblique incidence reflection~trans-
mission! coefficients depend on six layer parameters@~8! or
~12!#. One finds that all six parameters cannot be recon-
structed from a single oblique incidence measurement with
reasonable precision. Also, one can try to determine six di-
mensional parameters from simultaneous least square mini-
mization of the data for normal and oblique incidence. This
requires search in a six-dimensional space which complicates
finding the unique solution.

For the nondimensional set of parameters~12! the prob-
lem is factorized~decomposed! and a two-step algorithm for
determination of the adhesive layer properties~Fig. 2! in a
three-dimensional space of parameters can be used. First, we
determine three nondimensional parameters,ZN , h̄l , anda l ,
from reflection ~transmission! spectra at normal incidence.
Next, consideringZN , h̄l , anda l as known, three more non-
dimensional parametersh̄u l , h̄ut , and a t are determined
from oblique incidence data~reflection or transmission!. The
corresponding dimensional parameters~8! are calculated us-
ing Eqs.~13!–~16!.

Our algorithm assumes that the top and bottom sub-
strates are much thicker than the interface layer and thus
signal interference in the substrate is not considered. This is
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correct for the impulse regime when different reflections in
the substrates are time resolved~the opposite case has been
studied and results will be published elsewhere!. The re-
flected signal from the interface layer is much longer than
the incident signal due to multiple reflections in the layer
~the signal ringing!. For thinner substrates the signal doubly
reflected in the substrate may interfere with the ringing part
of the interface signal, thus appropriate gating of the inter-
face signal should be made~Sec. III D!. This is accounted for
in our algorithm for normally reflected signals by selecting a
limited number of the reverberations in the interface layer.
For the oblique incident signal, due to increase in the acous-
tic path and the use of an incident shear wave~slower wave
velocities! such an interference does not occur and does not
need to be accounted for.

The frequency range for the experiment and calculations
is selected based on the sensitivity analysis as discussed in
the next section. Bandwidth is limited by the transducer
characteristics and is carefully established in the experi-
ments.

For inversion we employ the least squares method for
the minimization of the sum of squared deviations between
the calculatedRc and the experimentalRe reflection~trans-
mission! coefficients considering nondimensional parameters
~12! as variables in a multidimensional space:

min
XiPR

n

1

2 (
i 51

m

~ uRi
eu2Ri

cu!2. ~18!

Here, Xi are nondimensional parameters~12!, n53 is the
number of parameters to be found,m is the number of data
points at different frequencies, andRe andRc are the experi-
mental and calculated reflection~transmission! coefficients,
respectively. An approach for calculation of reflection and
transmission coefficients is briefly discussed in the Appen-
dix.

B. Sensitivity of the reflection coefficient to the layer
properties

In general, the inverse problem iswell posedif its solu-
tion ~a! exists,~b! is unique, and~c! is stable, i.e., to small
changes of experimental data~input! correspond small
changes of the solution~output!. If the solution does not

satisfy these conditions, the problem is calledill posed and
its treatment requires special methods. The main focus of our
further discussion is to demonstrate that the layer properties
can be found using the proposed algorithm from the mea-
sured spectra at normal incidence and one at oblique inci-
dence angle. We take a pragmatic approach. We consider the
inverse solution unique if the least-squares minimization
converges, whatever the initial guess, to the same solution.
We consider the solution stable if it is weakly dependent on
random scatter of the experimental data. Another stability
consideration is the reflection~transmission! coefficient sen-
sitivity to a parameterp of the layer. Let us assume explicit
dependence of reflection~transmission! coefficient on the
layer parameterp, R5R(p). Then the relative errors inp
andR, eR5duRu/uRu, ep5dp/p, are related by

ep5eR /XR,p , ~19!

whereXR,p is the sensitivity ofR to p; it is defined as

XR,p5
p

uRu
]uRu
]p

. ~20!

If uXR,pu!1, then an amplification of error occurs. Thus, the
sensitivity parameter is a good indicator of inversion stabil-
ity. This is in line with the intuitive notion that if the reflec-
tion ~transmission! coefficient is weakly dependent on one of
the layer parameters, this parameter is difficult to find from
the reflection~transmission! coefficient measurement.

Figure 3 shows spectra of a polystyrene film in water
~dashed line! and between aluminum semispaces~solid line!.
Sensitivities of the reflections toZn , h̄l , anda l are given in
Fig. 4~a! and~b!. Several conclusions can be drawn based on
the figures presented.

First, the reflection coefficient is most sensitive toh̄l .
XR, h̄ l

has a distinctive frequency dependence with the sensi-
tivity changing sign atf min and highest sensitivity in the
vicinity of the minimum.

Second, the sensitivities toZN and a l are significantly
smaller and have, at first sight, similar frequency dependen-
cies. An important difference between them is thatXR,ZN

has

FIG. 2. Schematic of the algorithm for determination of adhesive layer
properties from normal and oblique incidence reflection~transmission! spec-
tra.

FIG. 3. Reflection spectra for a polystyrene film between aluminum semi-
spaces~solid line! and in water~dashed line!.
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the same sign for any frequency whileXR,a l
has opposite

signs near minima and maxima. This is important for sepa-
ration of the parameters during the inversion procedure.

Third, the sensitivity of the reflection from the film in
water is significantly higher than that for the film between
aluminum semispaces@Fig. 4~a! and~b!#, which is explained
by a much smaller impedance ratio for polystyrene/water
than for polystyrene/aluminum. When the impedance ratio is
small, uRu is small resulting in a largeXR,p @Eq. ~20!#. This
fact only reflects the effect on the relative error. However, in
some cases, the absolute error is important, which is defined
not byXR,p @Eq. ~20!#, but by the derivative]uRu/]p. It must
be noted here that the sensitivity parameter~20!, although
being a good indicator of the algorithm stability, does not
fully reflect the accuracy of the reconstructed parameters.
Other factors such as signal-to-noise ratio, transducer spec-
trum shape, and bandwidth used for reconstruction can sig-
nificantly affect the result. In addition, since three parameters
are being reconstructed simultaneously, the error in determi-

nation of the one with the lowest sensitivity affects the other
parameter errors.

Analogous trends are also observed for oblique inci-
dence spectra. Reflectivity spectra and sensitivities toh̄u l ,
h̄ut , anda t are shown in Fig. 5~a! and ~b! for the incident
angleu0517°. Hereu0 is the angle of ultrasonic wave inci-
dence from water onto the aluminum plate; 17° is higher
than the first critical angle of 13.7° and thus only a transverse
wave propagates in aluminum and impinges on the embed-
ded polymer film. At absolute measurements above the criti-
cal angle one should account for phase change20 of the trans-
mission coefficient. In current experiments we deconvolved
the reflected signal from the interface layer with the signal
from the bottom surface of the top plate~in the unbonded
region!, thus accounting for the possible phase change. Our
analysis shows that atu0517° the spectral minima are
deeper and sensitivities to nondimensional parameters higher
than at greateru0 ~for example,u0520°!. Although it can be
concluded that for reconstruction of nondimensional param-

FIG. 4. Sensitivities of the reflection coefficient toZN , h̄l , anda l calcu-
lated for polystyrene film~a! between aluminum plates and~b! immersed in
water.

FIG. 5. Reflection from a polystyrene film between aluminum plates atu0

517°: ~a! reflection spectrum and~b! sensitivities of h̄u l , h̄ut , and a t

determination.
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eters measurement at 17° is preferable, the issue is more
complicated for the dimensional parameters~8! which are
calculated using Eqs.~13!–~16!. This is discussed in the next
section.

C. Stability of the inversion algorithm to the scatter
in the experimental data

To take into account several factors affecting errors in
the reconstructed layer parameters, the following numerical
procedure is used to study the stability of the inversion algo-
rithm. A set of polymer film properties~‘‘original set’’ ! is
used to generate numerically synthetic reflection spectra at
normal and oblique incidence. The spectra are overlapped
with a typical transducer spectrum. A backward FFT proce-
dure is used to calculate the corresponding synthetic time-
domain signal. Next, different levels of random noise are
introduced into the time-domain signals@Fig. 6~a!# to simu-
late possible experimental noise. A forward FFT procedure is
applied to the ‘‘noisy’’ time-domain signals and decon-

volved with the transducer spectrum to obtain synthetic
‘‘noisy’’ reflection spectra@Fig. 6~b!#. These spectra are used
to determine the elastic constants by the nonlinear least-
square optimization method discussed previously. The spec-
tral data from 5–10 MHz for normal incidence and from
3–12 MHz for oblique incidence are used for reconstruction
which corresponds to the spectral minima position in our
experiment~see below!.

Due to the introduced noise the reconstructed set of the
polymer film properties is not exactly equal to the original
set. It is compared to the original set to study the effects of
the noise level and initial guesses. For each noise level and
initial guess the procedure is repeated 400 times, the recon-
structed parameters~dimensional and nondimensional! are
normalized to the original value, and averagep̄ and standard
deviationsp are calculated for the normalized values.

As an illustration, the results of (l12m) reconstruction
from synthetic ‘‘noisy’’ spectra are presented as histograms
in Fig. 7~a! and~b!. Each vertical line represents a number of
reconstructed values in an interval ofs (l12m)/3; a corre-

FIG. 6. ~a! Typical synthetic time-domain signals at normal incidence with
5% noise and~b! corresponding frequency spectrum.~Solid line corresponds
to the spectrum without noise.!

FIG. 7. The results of (l12m) reconstruction from a synthetic ‘‘noisy’’
spectra with~a! 1% noise and~b! 5% noise.
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sponding normal distribution is shown by a solid line in the
interval ~l12m23sl12m , l12m13sl12m!.

The effect of the initial guess on the results of recon-
struction were studied for two different noise levels~for ex-
ample, 5% noise level in the signal is illustrated in Fig. 6!.
The results for normal incidence are presented in Table I.
One can see that for initial guesses within620% of the
originals, the results of inversion are practically identical.
This indicates that the nonlinear least-square optimization is
not affected by the initial guesses. The conclusion is valid
even for 5% noise@Fig. 6~a!# which is unlikely for experi-
mental data. The independence of the reconstruction results
of the initial guesses suggests that the nonlinear least-square
optimization procedure leads to unique values for the layer
properties.

The results of the numerical simulations are summarized
in Table II. This table presents statistics of the nondimen-
sional ~12! and dimensional~8! parameters reconstructed by
the algorithm proposed earlier~Fig. 2!. For completeness,
results for longitudinal and shear wave velocities,Vl andVt ,
are included. The results are presented for two oblique inci-
dence angles~u050° and 20°! for 1% noise. In addition, the
results foru050° and 5% noise are presented. One can see
that the error in nondimensional parameter determination
~upper part of the table! is relatively small. The error forZN

determination is larger than that forh̄l , h̄u l , andh̄t ~param-
eters responsible for minima positions! which correlates with
the sensitivity curves presented in Fig. 4. Theh̄ut is deter-
mined with better precision from the data measured at 17°
than at 20°, again in accordance with corresponding sensi-
tivities.

The error for dimensional parameters~lower part of the
Table II! is several times larger than that for nondimensional
parameters due to their recalculation by Eqs.~13!–~16!. The
source of the error increase is inAh̄l

22h̄u l
2 , whereh̄l andh̄u l

are close to each other. The error inr andh determination is
smaller when spectral data atu0520° are used due to the
larger difference betweenh̄l and h̄u l at 20° as compared to
17°. The error inm determination is however larger foru0

520° due to the larger error inh̄ut . In general, the relative
error of nondimensional parameter determination is close to
relative data scatter. At 5% noise level~which is an overes-
timation for actual experimental measurement! the largest
error for density is 3.7% and attenuations 5.4% and 6.5%.
When spectral data atu0520° are used~column 2 in Table

II !, an additional error is observed due to shift of the average
from the original parameter value. The most pronounced ef-
fect is observed fora t . For this reason measurements atu0

517° were performed in the actual experiment.

III. EXPERIMENTAL TECHNIQUES

A. Angle–beam reflection technique

The angle–beam reflection measurements were per-
formed using a specially developed ultrasonic goniometer,21

which can focus an obliquely incident ultrasonic wave on the
adhesive–adherent interface by shifting the position of the
adhesive joint along the cylinder radius@Fig. 8~a!#. The go-
niometer is unique in its ability to measure reflected interfa-
cial signals at various incident angles with only one trans-
ducer. We used the angle of wave incidence on the water/
aluminum interface greater than the first critical angle of
13.8°, thus only transverse waves propagated inside the joint.
The diameter of the focusing point is a few millimeters.

The experiments have been done using a computer-
controlled system. The reflected ultrasonic signals were am-

TABLE I. Results of nondimensional parameter (ZN ,h̄l ,a l) reconstruction using simulated ‘‘noisy’’ spectral
data with different noise levels and initial guesses for a reflection from a polystyrene film between aluminum
plates.e is a standard deviation of the normalized parameter. Original values of the nondimensional parameters
areZN

0 50.126,h̄l
050.0688, anda l

050.040.

Noise Initial guess ZN /ZN
0 eZN h̄l /h̄l

0 e h̄ l a l /a l
0 ea l

120% 1.000 0.4% 1.000 0% 1.001 1.2%
1% 0% 1.000 0.4% 1.000 0% 1.001 1.0%

220% 1.000 0.4% 1.000 0% 1.001 1.1%

120% 1.003 1.7% 1.000 0.2% 0.998 5.4%
5% 0% 1.001 1.9% 1.000 0.2% 0.998 5.4%

220% 1.001 1.8% 1.000 0.2% 0.997 5.1%

TABLE II. Results of reconstruction using simulated ‘‘noisy’’ spectral data
with different noise levels for a reflection from a polystyrene film between
aluminum plates.e is a standard deviation of the normalized parameter.
Original values of the parameters are (l12m)054.464 GPa, m0

50.841 GPa, r051.054 g/cm3, h50.142 mm, Vl52.058 km/s, Vt

50.893 km/s,a l
050.040, anda t

050.063.

Noise

u0520° u0517°

1% 1% 5%

ZN /ZN
0 (eZN

) 1.000 ~0.4%! 1.000~0.4%! 1.001~1.9%!

h̄l /h̄l
0 (e h̄ l

) 1.000~0.0%! 1.000~0.0%! 1.000~0.2%!

h̄u l /h̄u l
0 (e h̄u l

) 0.998~0.1%! 1.000~0.1%! 0.999~0.5%!

h̄ut /h̄ut
0 (e h̄ut

) 1.003~0.2%! 1.000~0.1%! 1.001~0.5%!

S l12m

~l12m!0D ~el12m! 1.007~0.4%! 1.000~0.4%! 1.005~2.1%!

m/m0 (em) 1.001~0.5%! 1.000~0.4%! 1.003~2.0%!

r/r0 (er) 0.994~0.6%! 1.001~0.7%! 0.998~3.7%!

h/h0 (eh) 1.007~0.4%! 1.000~0.5%! 1.004~2.3%!

Vl /Vl
0 (eVl

) 1.007~0.4%! 1.000~0.5%! 1.004~2.3%!

Vt /Vt
0 (eVt

) 1.004~0.3%! 1.000~0.4%! 1.003~1.8%!

a l /a l
0 (ea l

) 1.001~1.0%! 1.001~1.0%! 0.998~5.4%!

a t /a t
0 (ea t

) 1.085~1.9%! 1.005~1.3%! 1.016~6.5%!
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plified, digitized, averaged by a HP 54504A 400-MHz digital
oscilloscope, and collected by an IBM AT through an IEEE-
488 interface. The data is then processed in the frequency
domain using a FFT program and deconvolved with a refer-
ence signal taken from the aluminum–air interface~for the
deconvolution a special sample with air gap was used!. The
rotation of the transducer, i.e., change of incident angle, and
position of a sample using a translation table are controlled
by a PC AT through an RS-232 interface using a CTC-283
DC Motor Controller, manufactured by Micro Kinetics Co.
Resolution for the rotation table is 0.01° and for the transla-
tion table is 0.01 mm. The whole apparatus was immersed in
water with temperature stabilized at 29.860.02 °C using a
Fisher Isotemp Circulator~Model 730!.

B. Measurements of transmission

Normal and oblique incidence transmission spectra were
measured in the experimental setup shown schematically in
Fig. 8~b!. Data acquisition and analysis were done by the
same system as for the reflection measurement experiments.

C. Effect of pulse gating

Equations~1! and ~2! and the general equations in the
Appendix describe reflection and transmission for a plane
harmonic wave. The equations account for an infinite num-
ber of reverberations inside the adhesive layer. In practice
experiments are performed using pulse signals excited by an
ultrasonic transducer. The pulse is characterized by a time
domain signal and a corresponding spectrum. A signal of
interest must be gated in the time domain to separate it from
nonrelevant reflections inside the adherends. This is demon-
strated in Fig. 9. One can see that only three~not an infinite
number! signals reverberating inside the adhesive layer can

be separated and related to the interface layer interactions.
The rest of the signal due to interference with doubly re-
flected signal in the substrate is masked. The dashed line in
the time domain signal shown in Fig. 9 indicates schemati-
cally the overlapping portion of the signal. This part of the
signal is excluded by gating.

The effect of the number of reverberations gated is illus-
trated in Fig. 10. An experimentally measured transmission
signal with only two reverberations gated is shown in Fig.
10~a!. The solid line is calculated taking into account two
reverberations inside the layer. We incorporate the number
of reverberations into the inversion algorithm~Fig. 2! to ob-
tain better fitting of the experimental data. The calculated
results for two, four, and infinitely many reverberations are
shown in Fig. 10~b!. The spectra for four reverberations and
for the complete signal are very close, indicating that Eqs.
~1! and ~2! can be used in this case.

D. Sample preparation

Al-to-Al joints were prepared using thin polystyrene lay-
ers as a bonding material. Polystyrene was chosen because
its properties were not expected to change significantly due
to applied pressure and heat during joint preparation. In ad-
dition, the polystyrene film can easily be extracted from the
joint and its properties measured directly and compared to
the ultrasonic measurement results.

The joints were prepared using 6.4-mm-thick aluminum
alloy coupons (933 cm) and 0.25-mm-thick polystyrene
film. Prior to bonding the aluminum adherent surfaces were
sandblasted and washed with acetone~AR, Mallinckrodt!.
The coupons were bonded by the polystyrene film: samples
were heated in 15 min to 170 °C, then held at this tempera-
ture for 30 min under pressure. Spacers 0.127 mm were used
to ensure homogeneous thickness of the polystyrene layer.
Then, the specimen was slowly cooled to room temperature
and the pressure was released.

FIG. 8. Arrangement for ultrasonic measurements.~a! Schematic of ultra-
sonic reflection goniometer and~b! normal and oblique incidence transmis-
sion measurement.

FIG. 9. Illustration of pulse gating for measurement of transmission through
an adhesive layer.
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IV. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed method was applied for characterization
of a thin polystyrene film and a polystyrene layer inside the
Al-to-Al joint prepared as described in the previous section.
After the ultrasonic measurement the film was extracted from
the joint by peeling and its properties measured directly. The
results of the ultrasonic measurements were also compared to
the properties of the thick polystyrene plate exposed to the
same heat treatment as during the joint preparation.

A. Determination of the polystyrene film properties in
fluid at normal incidence

As mentioned above, in some practical applications one
of the dimensional properties of the layer can be known. One
example is given in this section: a thin polystyrene film
whose thickness is measured to be 0.25 mm. TheZN , h̄l ,
anda l of the film were determined by inversion of the mea-
sured normal incidence reflection only. The normal inci-
dence reflection spectrum of the film is shown in Fig. 11.

The experimental points are shown together with theoretical
curves calculated using determined film properties. Since the
film thickness is known, the film modulus, density, and at-
tenuation can be determined fromZN and h̄l using ~5! and
~6!.

For comparison the elastic properties of a thick plate of
the same material were determined from ultrasonic velocity
angular dependence measured by a self-reference bulk wave
method~SRBW! developed in our laboratory.22,23Longitudi-
nal wave attenuation was estimated from the ratio of the
amplitudes of the signals normally reflected from the front
and back surfaces of the specimen. The polystyrene film
properties determined are compared to the thick plate prop-
erties in Table III. The properties are in good agreement.

B. Determination of the full set of properties of a
polystyrene film embedded between two solids

The polystyrene film properties inside the prepared Al-
to-Al joint were determined using a combination of normal/
oblique incidence measurements. The reflection coefficients
were measured in two different locations~L and C! at 0°
~normal incidence! and at 17° and 18°~oblique incidence!.
Figure 12 shows examples of the measured spectra. Since
relatively thick adherends were used for the joint preparation
~6.4 mm! the signals of interest were well separated in the
time domain from the reverberations inside the adherends
and thus they were treated as an interference of an infinite
number of reverberations inside the polymer layer. Three
nondimensional parameters,Zn , h̄l anda l , were determined
from the reflection spectra at normal incidence. Three more
nondimensional parameters,h̄u l , h̄ut , and a t , were deter-
mined from the oblique incidence data~reflection or trans-
mission! with ZN , h̄l , and a l taken as known. The corre-

FIG. 10. Spectra of signals transmitted through an adhesive layer. Signal is
gated with two reverberations in the layer:~a! points are measurements,
solid line is theory.~b! Calculated transmitted signal with two~dashed line!,
four ~points!, and infinite number~solid line! reverberations.

FIG. 11. Reflection spectrum of a 0.25-mm polystyrene film.

TABLE III. Comparison of elastic properties of bulk and film polystyrene.

l12m ~GPa! r a l

Bulk 4.90 1.072 .012
Film 4.98 1.07 0.10
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sponding dimensional parameters~8! were calculated using
Eqs.~13!–~16!. The solid lines in Fig. 12~a! and~b! represent
spectra calculated from the parameters determined. Similar
results were obtained for 17° and 18° incidence angles; av-
eraged data is presented in Table IV for the two positions: L
and C. The results for the two positions are very similar.

After experiment the polystyrene film was extracted
from the joint and its densityr and thicknessh measured
directly. To determine (l12m) a normal incidence mea-

surement was performed and the position of the first spectral
minimum f min determined. The modulus is then calculated
from l12m54h2

•r• f min
2 .

Table IV compares the film properties determined ultra-
sonically inside the joint to the extracted film properties and
to the heat-treated thick polystyrene properties~measured by
SRBW method!. The data measured directly~i.e., thickness
measured by micrometer and density by a water displace-
ment method! is marked by an asterisk~* !. Relative error for
direct density measurement is estimated to be 0.3%
(60.003 g/cm3), for thickness22% (63 mm). This results
in more than 4% error in the (l12m) for the film extracted
from the joint ~or 60.2 GPa!. An additional source of error
is in the nonhomogeneous thickness of the layer: up to 5mm
difference in the ultrasonic beam diameter circle of'4 mm.
Taking this into account the (l12m) values measured in-
side and outside the joint are in good agreement. The shear
modulus values are reasonably close to those of the heat-
treated bulk polystyrene. The film thickness and density are
in good agreement with the directly measured values. The
properties measured for the two points~L and C! are close to
each other with the difference attributed to variation of prop-
erties from point to point and to experimental error.

V. SUMMARY AND CONCLUSIONS

This paper describes an ultrasonic method for determin-
ing the properties of an isotropic layer embedded between
two known materials~similar or dissimilar!. The method al-
lows simultaneous determination of all properties—
thickness, density, longitudinal and shear elastic moduli and
attenuations—from two measured reflection spectra: one at
normal and one at oblique incidence.

By introducing nondimensional parameters the number
of parameters describing the normal incidence reflection
~transmission! coefficient is reduced from four to three. The
minimal set of six nondimensional parameters formed from
the layer properties fully describes the reflection~transmis-
sion! at oblique incidence. To simplify the inversion the
problem was decomposed by replacing an inversion in a six-
dimensional space for the six parameters by two consecutive
inversions in three-dimensional spaces: for three parameters
from the normal incidence data and for the remaining three
parameters from the oblique incidence data. The thickness,
density, and elastic moduli of the layer are calculated from
the nondimensional parameters determined using simple ana-
lytical expressions.

FIG. 12. Reflection from the polystyrene layer~point C! inside the Al-to-Al
joint at ~a! 0° and~b! 17°.

TABLE IV. Comparison of elastic properties of the film polystyrene inside the joint and extracted from the joint, and heat-treated bulk polystyrene.

l12m ~GPa! m ~GPa! r (g/cm3) h ~mm! a l a t

Polystyrene film
inside joint

Point L 4.43 0.833 1.06 0.141 0.040 0.063

Point C 4.50 0.860 1.08 0.140 0.038 0.045

Polystyrene film
extracted from joint

Point L 4.54 1.072* 0.143*

Point C 4.41 1.072* 0.145*
Heat-treated polystyrene 4.69 0.828 1.072*

*Direct measurement.
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The sensitivity of the proposed method to the individual
properties and the stability of the method against experimen-
tal noise are studied and the algorithm is optimized accord-
ingly. It is shown that the results of reconstruction do not
depend on the initial guess. For a randomly selected noise
level in the time-domain signal in the65% range~which
overestimates the actual noise in experimental measurement!
the standard deviation of a relative error for the elastic
moduli determined is about 2%, for the layer thickness 2.3%,
for density 3.7%, and for longitudinal and shear wave attenu-
ation 5.4% and 6.5%. Thus magnification of the random
scatter in the data inversion process does not occur.

It is shown that the effect of time gating has to be taken
into account for joints with relatively thin adherends. The
proposed method is validated experimentally using a poly-
styrene layer immersed in water and thermoplastic joint. The
polystyrene film properties determined ultrasonically and by
direct measurement are in good agreement.

APPENDIX: REFLECTION AND TRANSMISSION
THROUGH THE LAYER

To calculate the ultrasonic longitudinal or shear wave
reflection ~transmission! from a multilayered structure, we
use a matrix algorithm described in Refs. 24 and 25. The
matrix equation for reflection and transmission coefficients
can be written in the form

F Al

Rl

At

Rt

G5@D#F Tl

0
Tt

0
G , ~A1!

whereRl andRt are the reflection coefficients of the longi-
tudinal and transverse waves respectively,Tl andTt are the
corresponding transmission coefficients andAl andAt are the
normalized potential amplitudes of the incident longitudinal
and transverse waves:Al51 andAt50 for longitudinal in-
cident wave andAl50 andAt51 for transverse. The matrix
D is

@D#5@B~n11!#@a~n!#@a~n21!#•••@a~2!#@a~1!#@A~0!#.
~A2!

The matricesA(0) and B(n) relate to the solid semispaces.
Isotropic and anisotropic layers are represented by 434 ma-
trices @a( i )# ~i 51,...,n, where n is the number of layers!
whose elements are given in Refs. 24 and 25. In this paper
we consider an adhesive joint consisting of two solid semis-
paces and an adhesive layer~i.e., n51! perfectly bonded to
the adherends.
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Why fluid loading has an opposite effect on the velocity
of dilatational waves in thin plates and rods
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From almost every respect, the lowest-order dilatational waves in thin plates and rods are very
similar. Therefore, it is rather intriguing that fluid loading increases the phase velocity of such waves
in a plate, but decreases it in a rod. Although this difference can be easily demonstrated by
inspection of the well-known exact dispersion equations, the underlying physics remains somewhat
obscure. Simple physical models are introduced for thin immersed rods and plates that provide a
better insight into the fundamental difference causing the opposite behavior of these otherwise
analogous modes of wave propagation. It is shown that the inverse effect of fluid loading is caused
by the fact that the radiation impedance exerted by the fluid on plates is purely real while it is
dominantly imaginary in the case of thin rods. ©1997 Acoustical Society of America.
@S0001-4966~97!01212-5#

PACS numbers: 43.35.Pt@HEB#

INTRODUCTION

At low frequencies, only the lowest-order symmetric
longitudinal and antisymmetric flexural modes can propagate
in thin plates. In rods a dispersion-free torsional mode can
also propagate in addition to the longitudinal and flexural
modes. The lowest-order longitudinal modes in thin plates
and rods are physically very similar. Figure 1 shows the
schematic diagram of a thin plate and a rod along with the
coordinate system to be used in our analysis and the defor-
mation pattern caused by the lowest-order dilatational mode.
At sufficiently low frequencies, the displacement along the
propagation (x) direction dominates the vibration. In a thin
plate the Poisson effect causes a weaker transverse vibration
perpendicular to the surface of the plate, which is less than
the longitudinal displacement by a factor proportional to
vdn/(12n), wherev denotes the angular frequency,d is
the thickness of the plate, andn is the Poisson ratio. In other
words, the Poisson effect causes the plate to breathe in a
direction perpendicular to the direction of wave propagation
as shown in Fig. 1~b!. The lowest-order axisymmetric mode
propagating in a thin rod exhibits a similar breathing behav-
ior. The displacement along the axis of the rod dominates the
vibration while the radial displacement caused by Poisson’s
effect is less than the longitudinal displacement by a factor
proportional tovan, wherea is the radius of the rod. The
only minor difference between these two modes is that in the
case of a plate the Poisson effect is restricted to only one
dimension normal to the plate, therefore, the dilatational
wave velocity isA1/(12n2)'1.05 times higher in a plate
than in a rod. As the frequency increases, in both cases the
phase velocity first drops proportionally to the square of fre-
quency and then asymptotically approaches the Rayleigh ve-
locity. In spite of these common features of the dilatational
vibrations in thin plates and rods, the effect of fluid loading
on the phase velocity of these two modes is quite different.
Although the magnitude of the relative change in the phase
velocity due to fluid loading is very small and practically

negligible compared to the much stronger attenuation effect
in both cases, the very fact that the sign of this velocity
change is opposite deserves some attention. This fundamen-
tal difference in the effect of fluid loading on thin plates and
rods can be easily demonstrated by inspection of the well-
known exact dispersion equations found at numerous places
in the scientific literature. Although the change in velocity is
usually neglected, there are many indications that fluid load-
ing causes the phase velocity of the lowest-order symmetric
mode in a thin plate to slightly increase while the phase
velocity of the lowest-order axisymmetric mode in a thin rod
drops due to fluid loading. We will demonstrate these effects
using both numerical solutions of the exact dispersion equa-
tions and simplified approximate models to understand the
physical differences between the two cases that lead to such
an opposite behavior.

I. DISPERSION EQUATIONS AND NUMERICAL
SOLUTIONS

First, we will demonstrate by numerically solving the
respective exact dispersion equations that fluid loading has
an opposite effect on the velocity of longitudinal waves in
thin plates and rods. Wave propagation in fluid-loaded plates
has been widely investigated. Schoch,1 Osborne and Hart,2

Merkulov,3 Viktorov,4 Pitts et al.,5 and Selezovet al.6 have
studied the effect of water loading on plates under a variety
of conditions. Their results indicated that most modes are
strongly attenuated by leaking into the fluid but their phase
velocity is essentially unaffected. More recent studies by
Nayfeh and Chimenti7 and Rokhlinet al.8 showed that in
some special cases of significant importance in nondestruc-
tive characterization of composite laminates, when the den-
sity ratio between the solid and the fluid is relatively low, the
change in the phase velocity of the lowest-order symmetric
mode is not negligible and, in extreme cases, even the topol-
ogy of the mode structure might change.
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The exact dispersion equation describing normal mode
propagation in an unbounded, isotropic plate immersed in a
fluid is given in Refs. 2–5. For the symmetrical mode, the
equation can be written as follows:

~k22ks
2!2 cotS kd

d

2 D14k2kskd

3cotS ks

d

2 D2 i
rkdks

4

k f
50, ~1!

where ks5Aks
22k2, kd5Akd

22k2, k f5Akf
22k2, ks

5v/cs , and kd5v/cd are the wave numbers of the shear
and longitudinal waves in the solid, andkf5v/cf is the
wave number of the compressional wave in the fluid. Here
r5r f /rs is the ratio of the fluid density to the density of the
solid andd is the thickness of the plate. When numerically
solving the dispersion equation, due care must be taken in
choosing the physically allowable square root fork f ~the
signs of kd and ks do not affect the results!. Using the
ei (kx2vt) convention, the attenuation coefficient of the
guided wave isa5Im $k%, i.e., the imaginary part ofk must
be positive. In contrast, the leaky field in the fluid must ex-
ponentially increase away from the plate, therefore the
imaginary part ofk f must be negative. Figure 2 shows a plot
of the relative change in the phase velocity of the lowest-
order symmetric mode in an aluminum plate immersed in
water as a function of normalized frequency. The solid line
represents the relative change in the phase velocity due to
fluid loading as obtained by numerically solving the exact
dispersion equation given in Eq.~1!. The density and com-
pressional wave velocity for water were taken asr f

51000 kg/m3 andcf51500 m/s, respectively. The density

and longitudinal and shear wave velocities for aluminum
were taken asrs52770 kg/m3, cd56323 m/s, andcs

53100 m/s, respectively. The relative velocity change is de-
fined as the difference between the phase velocities of the
fluid-loaded and free plates normalized to that of the low-
frequency asymptotic value of the phase velocity in the free
plate, i.e.,c05AE/@rs(12n2)#5csA2/(12n), whereE de-
notes Young’s modulus. Figure 2 clearly shows that, al-
though the effect is obviously very small, the phase velocity
of the lowest-order symmetric Lamb mode increases as a
result of fluid loading on the plate.

Somewhat less attention has been given to the case of
wave propagation in fluid-loaded rods. Most of the theoreti-
cal work in this area considered the more general cases of
clad rods consisting of an isotropic core and an arbitrary
number of isotropic coatings9 or cylindrical shells.10,11 Sim-
mons et al.12 studied both leaky and true axisymmetric
modes in infinitely clad isotropic rods. Their results were
adapted to fluid-loaded isotropic rods by Nagy and Kent in
order to assess the leaky attenuation in immersed fibers and
wires.13 Recently, Liuet al.14 presented a viscoelastic model
for the coupled motion in a thin solid rod and an infinite
viscous medium surrounding it.

The characteristic equation of the axisymmetric longitu-
dinal mode of an immersed rod can be derived from the more
general case of an isotropic rod embedded in a solid
matrix12,13,15

~ks
222k2!2J~akd!14k2kd

2J~aks!2ks
2kd

2

2 1
2ra2ks

4kd
2H~ak f !50, ~2!

where

J~j!5jJ0~j!/@2J1~j!#, H~j!5H0
~1!~j !/@jH1

~1!~j !#,

andJ0 , J1 , H0
(1) , andH1

(1) are first-kind Bessel and Han-
kel functions of the zeroth and first order, respectively. Fig-
ure 3 shows a plot of the relative change in the phase veloc-
ity of the lowest-order axisymmetric mode in an aluminum
rod immersed in water as a function of normalized fre-
quency. The solid line represents the relative change in the
phase velocity due to fluid loading as obtained by numeri-

FIG. 1. The schematic diagram of a plate and a rod with the associated
coordinate system~a! and the deformation pattern caused by the lowest-
order dilatational mode~b!.

FIG. 2. Relative change in the phase velocity of the lowest-order symmetric
Lamb mode propagating in a thin aluminum plate immersed in water.
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cally solving the exact dispersion equation given in Eq.~2!.
The same material parameters were used as before, however
the velocity change caused by fluid loading was normalized
to the low-frequency asymptotic value of the phase velocity
in the free rod, i.e.,c05AE/rs5csA2(11n). Figure 3
clearly shows that the phase velocity of the lowest-order axi-
symmetric rod mode decreases as a result of fluid loading.

II. LOW-FREQUENCY ASYMPTOTES

Although the opposite effect of fluid loading on the
phase velocity of dilatational waves in thin plates and rods
can be easily demonstrated by inspection of the respective
exact dispersion equations given in Eqs.~1! and~2!, the un-
derlying physics remains somewhat hidden. A better under-
standing can be gained by considering the low-frequency
asymptotic behavior of the modes. For low frequencies,
cot ~j! may be approximated by 1/j. Substituting this
asymptotic value along with the expressions fork f , ks , and
kd into Eq. ~1! yields

f '4k2~kd
22ks

2!1ks
42 i

rdks
4~kd

22k2!

2Akf
22k2

50. ~3!

We can rewrite this approximate characteristic equation
as f 5 f 02 i f l , where

f 0'4k2~kd
22ks

2!1ks
4 ~4!

is the low-frequency asymptotic characteristic equation of
the true mode in the free plate and

f l'
rdks

4~kd
22k2!

2Akf
22k2

~5!

is the correction term which accounts for the loss via leakage
into the fluid. When this leakage is weak, the characteristic
equation can be approximated as follows:

f ~k!' f ~k0!1~k2k0! f 8~k0!, ~6!

where the prime indicates differentiation with respect tok,
k05v/c0 denotes the wave number of the true lowest-order
symmetric Lamb mode in the free plate, andc0

5AE/@rs(12n2)#5csA2/(12n) is the low-frequency
asymptotic value of the phase velocity in the free plate. Sub-
stitution of f 5 f 02 i f l into Eq. ~6! gives

f 0~k0!2 i f l~k0!1~k2k0!@ f 08~k0!2 i f l8~k0!#50, ~7!

where f 0(k0)50. Equation~7! can be solved for (k2k0) as

k2k05
i f l~k0!

f 08~k0!2 i f l8~k0!
. ~8!

The relative change in the phase velocity can now be written
as

D5
cphase2c0

c0
'2

1

k0
Re $k2k0%

'
1

k0
Im H f l~k0!

f 08~k0!2 i f l8~k0! J . ~9!

Sincef l(k0) in the numerator is pure real, the imaginary part
of the right side of Eq.~9! is due to the small imaginary part
of its denominator. After some algebra, Eq.~9! can be further
approximated to give

Dplate'
1

k0

f l~k0! f l8~k0!

f 08
2~k0!

. ~10!

Using Eqs.~4!, ~5!, and~10! we can obtain a low-frequency,
weak-loading asymptote for the relative change in the phase
velocity of the lowest-order symmetric mode in a plate as

Dasympt'
r2d2ks

4n2

64

~2kf
22kd

22k0
2!

~kf
22k0

2!2 . ~11!

If we further assume thatcf,c0,cd , which is usually the
case, the above expression simplifies to

Dsimpl'
1

32 F rdnvcf

cs
2 G2

. ~12!

The predictions of Eqs.~11! and ~12! are also plotted in the
previously shown Fig. 2. Because of the neglected terms in
the simplified approximation, it underestimates the relative
change in the phase velocity by approximately 10% in the
case of an aluminum plate immersed in water. Clearly, these
asymptotic approximations capture the main features of fluid
loading quite well at low frequencies and at the same time
they provide simple explicit formulas for the relative veloc-
ity change in terms of the principal parameters involved. The
change in velocity is proportional to the square of the density
ratio between the fluid and the solid, indicating that the phe-
nomenon is only a second-order effect which is negligible
for most fluid–solid combinations. Osborne and Hart2

showed that a first-order approximation predicts that the
phase velocity of the lowest-order symmetric Lamb mode is
not affected by fluid loading but properly predicts the attenu-
ation due to leakage of energy into the surrounding fluid. It
should be mentioned that Viktorov4 presented a weak-
loading approximation for the relative change in the phase
velocity of different Lamb modes. As an example, for the
lowest-order symmetric mode in a thin aluminum plate im-
mersed in water he cited a relative velocity change ofD

FIG. 3. Relative change in the phase velocity of the lowest-order axisym-
metric mode propagating in a thin aluminum rod immersed in water.
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'20.0005d̄2, whered̄5ksd/2. For this case, Eq.~11! can
be written as

Dasympt'
1.1

8 F rncf

cs
G2

d̄250.00049d̄2. ~13!

Although, after rounding, Eq.~13! predicts the same value
for the magnitude of velocity change caused by the fluid
loading as given by Viktorov, the sign is opposite. We will
confirm later via an independent physical model that the ve-
locity change caused by fluid loading is actually positive as it
is also shown elsewhere in the literature~see, for example,
Fig. 5 in Ref. 8!.

A similar asymptotic analysis can be carried out to ob-
tain an explicit approximation for the relative change in
phase velocity caused by fluid loading in a thin rod. For low
frequencies, the exact dispersion equation given in Eq.~2!
can be approximated by using J(j)'1 and
H(j)'2 ln(j).16 Substituting these asymptotic values into
Eq. 2 yields

f '~ks
222k2!22kd

2~ks
224k2!1 1

2ra2ks
4kd

2 ln~ak f !,
~14!

which can be separated, as we did for the case of the plate
above, to the free and fluid-loading terms

f 05~ks
222k2!22kd

2~ks
224k2!, ~15!

f l5 i 1
2ra2ks

4kd
2 ln~ak f !. ~16!

For a rodf l(k0) is essentially imaginary andf l8(k0) is neg-
ligible with respect tof 08(k0) in the denominator of the right
side of Eq.~9!, which simplifies the expression for the rela-
tive change in phase velocity to

D rod'
1

k0
ImH f l~k0!

f 08~k0! J , ~17!

wherec05AE/rs in this case. Here, the denominator is pure
real and the numerator can be made pure imaginary by tak-
ing the real part of the complex logarithmic function as
Re$ln(akf)%5 ln(uakfu). Substituting Eqs.~15! and ~16! into
Eq. ~17!, and after some further algebraic manipulation, we
obtain a low-frequency, weak-loading asymptote for the case
of a thin rod immersed in fluid as

Dasympt'
ra2v2n2

2cs
2~11n!

ln~ uak f u!, ~18!

where we can recognize the denominator as the square of the
rod velocity, i.e.,c0

2.
The prediction of Eq.~18! is also plotted in the previ-

ously shown Fig. 3. Again, the asymptotic approximation
captures the main features of fluid loading quite well at low
frequencies and provides a simple explicit formula for the
relative velocity change in terms of the principal parameters.
The change in velocity is linearly proportional to the density
ratio between the fluid and the solid indicating that the phe-
nomenon is a first-order effect which can be much stronger
than the previously found second-order effect in the case of
plates. More importantly for our immediate purposes, be-
cause of the logarithmic term, the change in velocity is al-
ways negative at low frequencies.

From many points of view, the above derived low-
frequency asymptotic approximations provide a deeper in-
sight into how fluid loading affects the velocity of the dila-
tational wave in thin plates and rods. In contrast to the
implicit exact dispersion equations, these results clearly
separate the roles of the various parameters involved in the
velocity change. In both cases, the magnitude of the velocity
change is roughly proportional to the square of the charac-
teristic dimension, frequency, and Poisson ratio. The only
significant difference, beside of course the opposite sign, was
found in the dependence on the density ratio between the
fluid and the solid, which indicated that the fluid loading
produces a first-order perturbation of the dilatational wave
velocity in thin rods but only a second-order effect in thin
plates.

III. PHYSICAL MODELS AND RADIATION IMPEDANCE

In order to obtain a better understanding of these differ-
ences, in this section we are going to introduce simple physi-
cal models that can directly relate the apparent change in the
effective stiffness of thin plates and rods to the radiation
impedance presented by the fluid loading. First let us con-
sider how the effective complex stiffnessẼ5sx /«x and the
radiation impedance are related for a thin plate immersed in
fluid. For an isotropic solid, the constitutive equations are
given as

«x5
sx

E
2

sy

E
n2

sz

E
n, ~19a!

«y52
sx

E
n1

sy

E
2

sz

E
n, ~19b!

«z52
sx

E
n2

sy

E
n1

sz

E
. ~19c!

In the case of an infinite plate we have«z50 and sy

52p, wherep denotes the pressure in the fluid so that Eq.
~19c! givessz5(sx2p)n. The pressure in the fluid can be
expressed in terms of the radiation impedanceZrad as fol-
lows:

p52 ivZraduyuy5d/252 i 1
2v«yZradd. ~20!

Combining Eqs.~19! and~20! with the expression forsz we
get the complex stiffness as

Ẽplate5
E

12n2

12~12n2!if

12@2n2/~12n!# if
, ~21!

wheref5vZradd/2E. The first term is the well-known ef-
fective stiffness of the free plate while the second term is a
weak perturbation caused by the fluid loading. The radiation
impedance of a plate immersed in fluid isZrad5r fv/k f ,
which is essentially real in the case of weak loading and can
be approximated asZrad'r fcf / cos (u), where sin (u)
5cf /c0 .17 For cf!c0 , Zrad can be further approximated as
r fcf . Equation~21! is the effective complex stiffness in the
low-frequency and weak-loading approximation. Since the
radiation impedance of the plate is pure real, in a first-order
approximation fluid loading does not affect the real part of
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the effective stiffness, i.e., the velocity of the dilatational
mode in the plate. In order to assess the velocity change in a
thin plate due to fluid loading, a second-order approximation
must be obtained by expanding Eq.~21! for small arguments
using 1/(11x)'12x1x210(x3). After some algebraic
manipulations, we can write the effective stiffness in the gen-
eral form of

Ẽ'
E

12n2 ~11j1 ih!, ~22!

where the real and imaginary parts of the correction term are

j5F12
2n2

12nGn2f2 ~23a!

and

h52n2
11n

12n
f, ~23b!

respectively. The relative change in the phase velocityD can
be calculated from the effective stiffness as follows:

D5
1

Re $ 1/A11j1 ih %
21'

j

2
1

3h2

8
. ~24!

From Eqs.~23a! and~23b! we notice thatj andh2 are of the
same order inf, therefore both terms must be retained in Eq.
~24!. When combined with Eqs.~23a! and ~23b!, Eq. ~24!
gives the relative change in the phase velocity for the lowest-
order symmetric Lamb mode of a thin plate immersed in
fluid as

D5
d

32 F nvrdcf

cs
2 G2

, ~25!

where d5(428n13n2)/@4(12n)2#. For aluminum of
n50.34, d'0.93, i.e., very close to unity. A Taylor series
expansion ofd in terms of the Poisson ratio yieldsd51
2n2/42n3/210(n4), i.e., d approaches unity for low Pois-
son ratios. Retaining only the leading term ind reduces the
expression for the relative phase velocity change given by
Eq. ~25! to that of Eq.~12! derived from a low-frequency,
weak fluid-loading asymptotic analysis of the exact disper-
sion equation for a plate immersed in fluid. This result shows
that, due to the pure real nature of the radiation impedance,
fluid loading increases the effective stiffness of the plate. Our
model also indicates that a second-order approximation is
necessary to account for the change in velocity of the lowest-
order symmetric Lamb mode in an immersed plate.

Similar calculations can be made to assess the effect of
radiation loading on the effective stiffness of an immersed
rod. For a fluid-loaded rod,sy5sz52p and the pressure in
the fluid is given asp52 iva« rZrad. Substituting these
equations into Eq.~19a! and assuming« r'2n«x , one can
write the effective complex stiffness for a thin rod immersed
in fluid as

Ẽrod5ES 12
2n2

E
ivaZradD . ~26!

The radiation impedance of a pulsating cylinder is given as18

Zrad52 i
vr f

kf

H0
~1!~k fa!

H1
~1!~k fa!

52 ivr faH~k fa!. ~27!

At low frequencies, the radiation impedance can be approxi-
mated by

Zrad' ivr fa ln ~k fa!. ~28!

The real and imaginary components of the radiation imped-
ance can be separated by using ln (kfa)5 ln (uakfu)
1i arg (ak f). At low frequencies, the dominating imaginary
part is always negative corresponding to the positive acces-
sion massma'2r fa ln (uakfu) of the fluid. Of course the
real part of the radiation impedance2vr fa arg (ak f) is
positive since the argument of the complexk f is always
negative, as it was pointed out before. Since the radiation
impedance is essentially pure imaginary, the relative change
in the phase velocity can now be written as

D'Re HAẼ

E
J 21. ~29!

Using Eqs.~26!, ~28!, and~29! we get

D'
n2r fv

2a2

E
ln ~ uak f u!, ~30!

which is the same as the low-frequency, weak-loading
asymptotic expression previously given in Eq.~18!. this re-
sult shows that, due to the essentially imaginary nature of the
radiation impedance, fluid loading decreases the effective
stiffness of the rod.

In summary, it is well understood why transverse dis-
placements due to the Poisson effect reduce the effective
stiffness in a rod with respect to a plate and even more with
respect to an infinite medium. It is also clear how mass load-
ing reduces the effective stiffness of an immersed rod,
thereby reducing the velocity of the longitudinal mode. It is
less obvious why resistive loading increases the phase veloc-
ity of the longitudinal mode of a plate via a small imaginary
component in the effective stiffnessẼ'E(12 ih). The lack
of lucidity is due to the fact that since resistive loading does
not affect directly the wave velocity we had to consider
second-order perturbation to determine the change in phase
velocity. It further complicates the physical interpretation
that this change can be attributed to the sum of two small
effects. First, the velocity~or wave number! of an attenuated
wave is inherently complexc5AẼ/r5cr1 ic i , therefore its
phase velocitycphase'cr1ci

2/cr is always higher than the
real part of the velocity. Second, the real part of the complex
velocity itself increases in the second order because of the
square-root relationship between the complex velocity and
the complex stiffnessAE(12 ih)'AE(12 ih/21h2/8•••).

IV. CONCLUSIONS

In spite of the fundamental similarities between the di-
latational vibrations of thin plates and rods, fluid loading
exerts an opposite effect on their respective phase velocities.
Although the magnitude of the relative change in the phase
velocity due to fluid loading is usually very small and prac-
tically negligible compared to the much stronger attenuation
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effect in both cases, the very fact that the sign of the velocity
change is opposite motivated our effort. Both numerical and
asymptotic analytical inspection of the known exact disper-
sion equations revealed that at low frequencies fluid loading
slightly increases the phase velocity of the lowest-order sym-
metric Lamb mode propagating in a thin plate, while it de-
creases that of the lowest-order axisymmetric mode of a thin
rod. These conclusions were also confirmed by a physical
analysis that showed that the somewhat unexpected opposite
effect of fluid loading on immersed rods and plates is caused
by the different nature of radiation loading. First-order ap-
proximation of the effective complex stiffness, and therefore
the relative change in the phase velocity, is sufficient in the
case of a rod, whereas a second-order approximation is nec-
essary to account for this effect in the case of a plate. This is
due to the fact that, at very low frequencies, the rod pos-
sesses a complex radiation impedance with a dominating re-
active part in contrast to the essentially resistive radiation
impedance of a plate.
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A simplified model for linear and nonlinear processes in
thermoacoustic prime movers. Part I. Model and linear theory
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A simplified quasi-one-dimensional model of thermoacoustic devices is formulated by averaging the
conservation equations over the cross section. Heat transfer and drag effects are introduced by
means of suitable coefficients. While the primary motivation for this work is the development of a
model approximately valid in the nonlinear regime, the focus of this paper is the proper formulation
of the transfer coefficients and the analysis of the linear problem. The accuracy of the model is
demonstrated by comparison with existing more precise theories and data. Examples of devices with
variable cross section demonstrate the flexibility of the approach. ©1997 Acoustical Society of
America.@S0001-4966~97!01412-4#

PACS numbers: 43.35.Ud@HEB#

INTRODUCTION

In recent years there has been a renewal of interest in
thermoacoustic devices, both prime movers and heat pumps
~for reviews see Wheatley, 1986; Swift, 1988!. The founda-
tions of the linear theory were firmly established in a well-
known series of papers by Rott~1969, 1976, 1980, 1983, and
others! and further developed by a number of authors
~Merkli and Thomann, 1975; Yazakiet al., 1980, 1987; Ar-
nott et al., 1991, 1992 1996; Atchley, 1992, 1994; Atchley
and Kuo, 1994; Atchleyet al., 1990a, 1990b, 1992; Olson
and Swift, 1994; Raspetet al., 1993; Swift, 1992; Swift and
Keolian, 1993; Wheatleyet al., 1983!. As a consequence of
this work, the linear analytical theory of such devices is now
well developed although, due to the complexities of the pro-
cess, it appears doubtful that much progress can be made into
the nonlinear realm along similar lines~Gaitan and Atchley,
1993!.

Progress in the direction of nonlinear phenomena clearly
requires a time-domain formulation. For this purpose, we use
a method very common in the study of nonlinear compress-
ible flows and shock waves, namely the integration of the
governing equations over the cross section of the device~see,
e.g., Crocco, 1958; Landau and Lifshitz, 1959!. This proce-
dure leads us to a quasi-one-dimensional model that, al-
though approximate, appears useful to further an understand-
ing of thermoacoustic devices in the nonlinear regime.

Briefly, the novelty of the model described in this paper
consists in:~i! its nonlinear nature;~ii ! its formulation in the
time domain necessary for the study of nonlinear effects; and
~iii ! its ability to account for changes of the cross section of
the device also in the nonlinear regime.

In spite of its approximate nature, the present model is
still very complex and its full study is a nontrivial matter. In
the present paper we consider the prime mover case. We
develop the model and compare it with the existing linear
theory. Part II of this study~Yuanet al., 1997! addresses the

issue of the numerical integration of the nonlinear problem
and presents some results. Future work will be devoted to
improved approximations, the weakly nonlinear regime, the
refrigerator case, and other related topics.

I. SIMPLIFIED MODEL OF THERMOACOUSTIC
DEVICES

Most thermoacoustic devices consist of an acoustic reso-
nator containing different heat transfer components~stack,
heat exchangers, etc.!. Typically the dimensions along the
direction of the particle displacement, the resonator ‘‘axis,’’
is much longer than the transverse one and this circumstance
suggests the basis for our approximation. We recast the gov-
erning equations in an integrated form over the cross section
of the device thus reducing the model to one dimension in
space~along the tube axis! and time. Effects taking place in
the orthogonal directions~friction, heat transfer, etc.! are to
be accounted for approximately by the introduction of suit-
able terms in the equations.

Consider a thermoacoustic device consisting of a duct of
variable areaS(x). The coordinatex is taken along the axis
of the device that is not necessarily straight. Upon integrat-
ing the equation of continuity over the volume delimited by
two neighboring cross sectionsS(x) and S(x1dx) we find
the well-known relation

]^r&
]t

1
1

S

]S^ru&
]x

50, ~1!

wherer is the gas density,u the velocity in thex direction,
and the angle brackets indicate the cross sectional average,

^•••&5
1

S~x!
E

S~x!
dS~••• !. ~2!

The vanishing of the exact normal velocity on the lateral
walls of the duct has been applied to obtain~1!.

Similarly, the momentum equation in thex direction be-
comes

a!Present address: Department of Mechanical Engineering, Kyushu Univer-
sity, 5-10-1 Hakozeki, Higashi-ku, Fukuoka, Japan 812.
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]^ru&
]t

1
1

S

]

]x
~S^ru2&!1

]^p&
]x

1
1

S
~^p&2 p̄!

dS

dx

52
P

S
~t–n!x . ~3!

Here,p is the gas pressure,t the viscous stress tensor, and
the overline denotes the average over the ‘‘wetted perim-
eter’’ L, i.e., the lines along which the cross-sectionS is cut
by solid boundaries,

p̄5
1

P
R

L

p dl, ~4!

whereP is the length ofL. The unit normaln is directed
into the fluid region. The viscous componenttxx has been
neglected in deriving~3!.

Before turning to the energy equation we introduce an
assumption widely used in gas dynamics~see e.g., Crocco,
1958 for a discussion!, namely that the fields are approxi-
mately uniform over the cross section.@The assumption of
uniform pressure over the cross section has already been
used in thermoacoustics, e.g., by Tominaga~1995! and can
be traced at least as far back as Lord Rayleigh.# As a conse-
quence of the cross-sectional uniformity,^p&. p̄ and we
may disregard correlation terms writing the average of prod-
ucts as products of averages. This approximation is ad-
dressed quantitatively in Sec. IV. The effects of nonunifor-
mities, such as wall drag, are accounted for in an
approximate manner. For the wall shear stress we write

P

S
~t–n!x[D~u!, ~5!

whereD is a suitable operator the exact form of which can
only be found in the linear case as shown later in Sec. III, Eq.
~45!. As made evident from this relation, in the linear do-
main,D(u)/^u& is a complex, frequency-dependent quantity.
The first feature implies that the wall drag has a component
in phase with the velocity and one in phase with the accel-
eration, while the second one implies that an exact represen-
tation of the action ofD(u) requires a convolution integral
in time. The latter feature would render the integration of the
equations over the many thousands of cycles necessary to
reach steady state completely impractical. We are therefore
forced to neglect memory effects assuming the form

D~u!5rDF11uVS ]

]t
1^u&

]

]xD G^u&, ~6!

whereD anduV are quantities to be specified later. The latter
parameter accounts for the phase relation between velocity
and acceleration. Truncated to the linear terms, this form
approximates the correct action ofD in the case of single-
frequency oscillations. The convective term̂u&]^u&/]x is
an educated guess of a form suitable for the nonlinear re-
gime. With these assumptions, and the omission henceforth
of explicit indication of cross-sectional averages, the conti-
nuity ~1! and momentum~3! equations become

]r

]t
1

1

S

]

]x
~Sru!50, ~7!

]ru

]t
1

1

S

]

]x
~Sru2!1

]p

]x
52D~u!. ~8!

The cross-sectional averaging procedure applied to the
energy equation of a perfect gas gives

]

]t F 1

g21
p1

1

2
ru2G1

1

S

]

]x FuSS g

g21
p1

1

2
ru2D G

5
P

S
q–n, ~9!

whereq is the heat flux andg is the ratio of specific heats.
The most intense heat transfer occurs in the directions nor-
mal to x and, accordingly, the effect of axial conductionqx

has been disregarded. This approximation is of course in-
valid at the ends of the tube. We return on this point below.
Note also that the viscous dissipation term has been ne-
glected here because it is small in comparison with the wall
heat transfer.

Similar to ~5!, we introduce two heat transfer operators
H, Q by writing

P

S
q–n[H~Tw2T!2

dTw

dx
Q~u!, ~10!

whereTw(x) is the temperature of the solid structure~e.g.,
the stack plates! at x. In this paper this quantity is taken to be
prescribed, e.g., on the basis of experiment. A refinement of
the model enablingTw to be calculated will be presented in a
future paper. The second term in~10! accounts for the dis-
tortion of the temperature distribution due to the flow in the
presence of a mean temperature gradient. This ansatz is sug-
gested by the structure of the temperature distribution given
by the exact linear theory as will be seen below in connec-
tion with Eq. ~51!. As for D , the form for the operatorsH,
Q assumed here is

H~Tw2T!5rcpHF11uTS ]

]t
1u

]

]xD G~Tw2T!, ~11!

Q~u!5rcpQF12uQS ]

]t
1u

]

]xD Gu, ~12!

wherecp is the gas specific heat at constant pressure. The
time derivatives have been introduced for the same reason as
previously in connection withD(u), i.e., to account for
phase relations. The convective derivative in~11! is taken to
operate onTw2T, rather thanT alone, as what matters
physically is the temperature difference between the fluid
particle and the solid structure it is in contact with. If a
particle has moved fromx to x1udt, it will ‘‘see’’ a tem-
peratureTw(x1udt) rather thanTw(x). The determination
of the parametersH, Q, uT , anduQ will be considered in
Sec. III.

Now, upon using~7! and ~8! to eliminate the time de-
rivatives ofr andu, the energy equation~9! becomes
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]p

]t
1u

]p

]x
1

gp

S

]

]x
~Su!

5~g21!FH~Tw2T!2
dTw

dx
Q~u!1uD~u!G . ~13!

The third term in the right-hand side represents the rate of
conversion of mechanical to thermal energy by friction.

The last step to close the system~7!, ~8!, ~13! is to
specify an equation of state. We assume that the averaged
variables are related by the perfect gas equation

p5RrT, ~14!

where R is the universal gas constant divided by the gas
molecular mass.

In Part II of this study~Yuan et al., 1997!, devoted to
the nonlinear problem, it will prove desirable to change
slightly the form of H shown above by adding a second-
order spatial derivative. In this way it will be possible to
bring the spectra of the approximate and exact linear prob-
lems in better agreement, which is important when nonlin-
earities cause a mixing of different modes. Since the remain-
der of this paper is devoted to the linear case, and for brevity,
we postpone the discussion of this point until then.

In the present paper we consider only the prime mover
problem in which the end walls of the tube are fixed. There-
fore, we must require that the velocity vanish atx50 and
x5L. As a consequence of~8!, this implies

]p

]x
50 ~15!

as well. Equations~7! and~13! written at the end points give
then

F]r

]t
1r

]u

]xG
x50,L

50, ~16!

F]p

]t
1gp

]u

]x
5g

p

T
HS 11uT

]

]t D ~Tw2T!G
x50,L

. ~17!

Upon eliminating]u/]x one finds

F ]

]t
1HS 11uT

]

]t D G
x50,L

T

5Fg21

g

T

p

]p

]t
1HS 11uT

]

]t DTwG
x50,L

. ~18!

This relation shows that a knowledge ofp at the boundary
completely specifies the gas temperature perturbation pro-
vided Tw is known, as assumed in this paper. No additional
boundary conditions are therefore necessary. In order to un-
derstand this result it may be useful to rewrite it in the ex-
actly equivalent form

]

]t S T

pg21/gD5
1

pg21/g HS 11uT

]

]t D ~Tw2T!, ~19!

which shows that the gas would behave adiabatically ifH
vanished, i.e., in the absence of heat exchange with the wall.

It is evident that, in general, the relation~18! implies a
temperature jump at the left and right boundaries from theT
given by this relation to the end-wall temperatures. This is a
consequence of the neglect of axial conduction in the deri-
vation of the energy equation~9!. Axial conduction would
introduce a term]2T/]x2, important only near the end walls,
the role of which would be to reestablish continuity of tem-
perature by means of a thin boundary layer. The temperature
in this layer would adjust itself so as to match the value
given by ~18!. This is an essentially passive process with
negligible effects on the temperature distribution elsewhere
in the device and can therefore be disregarded. Alternatively,
the value ofH at x50, L can be adjusted to account for heat
transfer with the terminations of the tube.

II. LINEARIZATION

The model described by Eqs.~7!, ~8!, ~13!, and ~14! is
general. For the rest of this article we focus, however, only
on its linear aspects.

We assume that, at equilibrium, the device contains gas
at a uniform pressurep0 and in thermal equilibrium with the
solid boundaries with which it is in contact, so that its tem-
perature isTw(x). Let now

p5p01p8, r5r01r8, T5Tw1T8, ~20!

where the subscript 0 and the prime indicate unperturbed and
perturbed quantities, respectively. The unperturbed quantities
satisfy the equation of state withp0 independent ofx so that
r05r0(x) must compensate for thex dependence ofTw .
Upon assuming a time dependence proportional to expivt
and neglecting quadratic and higher terms in the primed
quantities and inu, we readily find:

ivr81
1

S

d

dx
~r0Su!50, ~21!

r0ivu1
dp8

dx
52r0D~11 ivuV!u, ~22!

ivp81g
p0

S

d~Su!

dx

52g
p0

Tw
H~11 ivuT!T82~g21!r0cp

dTw

dx

3Q~12 ivuQ!u. ~23!

From the momentum equation~22! we have

u52
1

11~11 ivuV!~D/ iv!

1

r0iv

dp8

dx
, ~24!

and, upon substituting into the continuity equation~21!,

r852
1

v2S

d

dx F S

11~11 ivuV!~D/ iv!

dp8

dx G . ~25!

By substituting these relations into the energy equation~23!
and using the linearized form of the equation of state we find
the following equation for the pressure:
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dx G
1v2p81g

H

iv
~11 ivuT!

3H cI
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S
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dx F S

11~11 ivuV!~D/ iv!

dp8

dx G1v2p8J
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11~11 ivuV!~D/ iv!
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Q~12 ivuQ!

dp8
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50,

~26!

where

cA
25gRTw , cI

25RTw , ~27!

are the adiabatic and isothermal sound speeds, respectively.
The associated boundary conditions are the vanishing of the
first derivative at the two ends of the tube as given in Eq.
~15!.

If drag is disregarded so thatD50, the previous equa-
tion may be written in the time domain in the form

]

]t F1

S

]

]x S ScA
2 ]p8

]x D2
]2p8

]t2 G1gHS 11uT

]

]t D
3FcI

2

S

]

]x S S
]p8

]x D2
]2p8

]t2 G1~g21!cp

dTw

dx
Q

3S 12uQ

]

]t D ]2p8

]x ]t
50. ~28!

This equation may be considered as falling in the class of the
‘‘wave hierarchies’’ studied, among others, by Whitham
~1974!. This remark is, however, of limited usefulness as the
standard theory of wave hierarchies applies to propagating,
rather than standing, waves.

Once the pressure has been found, the temperature dis-
turbance can be calculated by eliminating](Su)/]x between
the continuity and the energy equation. The result is

F11
H

iv
~11 ivuT!GT8

5
p8

r0cp
1 i

u

v
@11Q~12 ivuQ!#

dTw

dx
. ~29!

With ~24! for u and ~25! for r8, the determination ofp8
gives then a complete solution of the problem.

It is evident from~28! that, if no heat transfer occurs so
that H50, Q50, the equation describes adiabatic sound
waves in an imposed temperature distribution. In the oppo-
site limit of very large heat transfer, but again withQ50, the
waves propagate isothermally in the sense that each fluid
‘‘slice’’ retains the temperature of the solid surface in con-
tact with it. More generally, Eq.~28! describes the competi-
tion of processes occurring on three time scales, the acoustic
one of the wave oscillation, that associated to heat transfer,
and that associated to convection. These time scales can be
estimated as follows. Let

c̄, H̄, T̄w ~30!

be suitable average values of the sound speed, heat transfer
coefficient, and gas temperature. Then the acoustic time scale
ta is of orderv21;L/ c̄, while for the thermal time scale,
from the coefficient of the second group of terms in~28!, we
have

th;
1

gH̄
. ~31!

From the definition~11! of H we can clearly write

rcpH̄DT;
1

l
k

DT

dK
, ~32!

whereDT is of the order of the temperature difference be-
tween gas and solid surfaces in the stack,k is the gas thermal
conductivity,dK defined by

dK5A2a

v
, ~33!

with a the thermal diffusivity of the gas is the thermal dif-
fusion length, andl is the plate spacing in the stack. Upon
substitution into~31! we thus have

th;
ldK

ga
, ~34!

The ratio of the thermal and acoustic time scales is then

th

ta
;

l

gdK
. ~35!

At low frequenciesdK is large and the motion in the stack is
dominated by the terms multiplied byH in ~28!. At high
frequencies, the terms in the first square brackets prevail.

For the coefficientQ, it is simple to obtain the estimate
Q;1 so that, in order of magnitude, the ratio between the
first and the last group of terms of~28! is

~g21!cpQ~dTw /dx!~]2p8/]x ]t !

cA
2~]3p8/]x2 ]t !

;
TH2TC

T̄w

L

LS

, ~36!

whereTH2TC is the temperature difference over the length
LS of the stack. This estimate indicates that this convective
term is not small in typical applications.

Viscous effects introduce an additional time scaletv
;1/D that affects equally the ‘‘isothermal’’ and the ‘‘adia-
batic’’ components. From the definition~6! we expect that
D;n/ ldV , wheren is the gas kinematic viscosity anddV the
viscous diffusion length defined by

dV5A2n

v
5AsdK , ~37!

with s the Prandtl number. The condition for viscous effects
to be negligible is thattvv!1, which is verified at low fre-
quencies. Since, for gases, diffusivities are of the order of the
speed of sound times the molecular mean free paths ~see,
e.g., Chapman and Cowling, 1952!, we have

vtv;
l

L

dV

s
. ~38!
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This quantity can assume a wide range of values depending
on pressure, temperature, and nature of the gas. The ratio of
th and tv is

th

tv
;

1

g

n

a

dK

dV
5

As

g
. ~39!

Since the Prandtl number has a value close to 1 for most
gases, this relation implies that viscous effects are normally
just as important as heat transfer ones.

III. DRAG AND HEAT TRANSFER PARAMETERS

In the linear regime, appropriate expressions for the drag
and heat transfer coefficients can be found from their defini-
tions ~6! and ~10! upon comparison with the exact linear
results.

Swift ~1988, Eq. A4! gives the following expression for
the velocity field in a plane channel of widthl :

u15
i

vr0

dp8

dx S 12
cosh~11 i !y/dV

cosh~11 i !l /2dV
D , ~40!

where y is measured from the center plane of the channel
and the diffusion lengthdV is given by~37!. From this equa-
tion we have

~t–n!x52m
]u1

]y U
y5 l /2

52
i ~11 i !m

vr0dV

dp8

dx
tanh

~11 i !l

2dV
.

~41!

The mean velocity in the channel~to be identified with our
u! is

u5
1

l E
2 l /2

l /2

u1 dy5
i

vr0
~12 f V!

dp8

dx
, ~42!

where

f V5
tanh~11 i !l /2dV

~11 i !l /2dV
. ~43!

From these two expressions we find

P

S
~t–n!x52 ivr0

f V

12 f V
u. ~44!

Comparison with~6! then gives

D~11vuV!5 iv
f V

12 f V
. ~45!

Upon separating real and imaginary parts, explicit expres-
sions forD anduV are readily obtained.

For later reference it is useful to note the following
asymptotic behaviors of the functionf V(h), with h
52dV / l , defined by~43!. In the thin viscous layer limit
h→0 and one has

f V. 1
2~12 i !h, ~46!

while, for dV@ l ,

f V.12
2i

3h22
8

15h4 . ~47!

With these results it is easy to establish the asymptotic be-
havior of

F5
i f V

12 f V
, ~48!

namely

F. 1
2~11 i !h1 1

2h
21 1

4~12 i !h3, h→0, ~49!

and

F.
3

2
h21

i

5
2

338

175

1

h2 , h→`. ~50!

Graphs of the real and imaginary parts ofF are shown in Fig.
1.

We now proceed in a similar fashion to calculate the
heat transfer coefficient. From Eq.~A10! in Swift ~1988!,
neglecting the small termes involving the conductivity and
heat capacity of the solid, we have the temperature perturba-
tion in the channel as

FIG. 1. The real,~a!, and imaginary,~b!, parts of the functionF(h) defined
in ~48!. The dashed line is the asymptotic approximation~50! for h→`, and
the dotted line the approximation~49! for h→0 truncated to the term linear
in h.
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T15
p8

r0cp
F12

cosh~11 i !y/dK

cosh~11 i !l /2dK
G

1
1

v2r0

dp8

dx

dTw

dx F s

s21

cosh~11 i !y/dV

cosh~11 i !l /2dV

2
1

s21

cosh~11 i !y/dK

cosh~11 i !l /2dK
21G , ~51!

where the thermal diffusion lengthdK has been defined in
~33!. The structure of this result, with dependence on bothdV

and dK , shows that the temperature disturbance is deter-
mined by both convection and conduction processes. This is
the reason for our ansatz~10! to express the mean energy
transport.

Using ~51!, we can calculate the mean ofT1 over the
channel width, to be identified with the temperature distur-
banceT8 of our theory:

T85~12 f K!
p8

r0cP
1

1

v2r0~12s!

3@s~12 f V!2~12 f K!#
dTw

dx

dp8

dx
, ~52!

where, as in~43!,

f K5
tanh~11 i !l /2dK

~11 i !l /2dK
. ~53!

Again from ~51!, one can calculate the heat flux into the
boundaries:

2q–n5
kl

dK
2 F i f K

p8

r0cp
1

f V2 f K

~12 f V!~12s!

dTw

dx
uG . ~54!

Upon using~42! and ~52!, we then find

2
P

S
q–n5

ivk

a

f K

12 f K
T81

k

a~12s!

dTw

dx

3S s211
1

12 f v
2

s

12 f K
Du, ~55!

from which, comparing with~11! and ~12!, we deduce

H~11 ivuT!5 iv
f K

12 f K
, ~56!

Q~12 ivuQ!5
1

12s S 1

12 f V
2

s

12 f K
D21. ~57!

The functionsf V , f K defined in~43!, ~53! are appropri-
ate for a plane channel geometry. As shown by Rott~1969!,
for a circular tube with radiusr 0 one has

f V52
J1„~ i 21!~r 0 /dV!…

~ i 21!~r 0 /dV!J0„~ i 21!~r 0 /dV!…
, ~58!

with a corresponding expression forf K . Asymptotic ap-
proximations for large and small tube radii now are, withh
52dV /r 0 ,

f V. 1
2~12 i !h, ~59!

and

f V.12
i

2h22
1

6h4 , ~60!

respectively. Note that the two asymptotic expressions for
small h are the same for the plane channel and the cylindri-
cal tube. More generally, the same expression holds provided
h is defined as the ratio of 2dV to the hydraulic radius.

Upon substituting~45!, ~56!, and ~57! into the wave
equation~26!, we find

1

S

d

dx F ~12 f V!S
dp8

dx G1
1

Tw

dTw

dx S 11
s f V2 f K

12s D dp8

dx

1
v2

cA
2 @11~g21! f K#p850. ~61!

If S is a constant, this equation is identical to that given by
Swift @1988, his Eq.~54!# provided his wall parameteres is
neglected and the gas is treated as perfect. If the spatial
variation ofS is retained, it coincides with a result given by
Rott @1976, his Eq.~6!#. With the choices~45!, ~56!, and
~57!, the present theory thus reproduces exactly the eigenfre-
quency and pressure eigenfunction of the standard linear
theory. The velocity and temperature eigenfunction are only
reproduced in the cross-sectional mean as indicated by~42!
and ~52!.

Upon substituting~45! for D into the expression~24! for
u, we recover~42! as expected. The expression~29! for the
~cross-sectional mean! temperature disturbance becomes

T85
12 f K

r0cp
p81

i

12s S 12 f K

12 f V
2s D u

v

dTw

dx

5
12 f K

r0cp
p82

1

r0v2 S 11
s f V2 f K

12s D dTw

dx

dp8

dx
, ~62!

while from ~25! for the density disturbance we find

r852
1

v2S

]

]x F ~12 f V!S
]p8

ax G . ~63!

Upon substitution of the expression~56! for the heat transfer
parameter into the linearized boundary condition~18! for the
temperature we find

T8

Tw
5~12 f K!

g21

g

p8

p0
. ~64!

This relation is identical to~62! evaluated at the end walls
whereu50.

When the stack plates are widely separated, from~43!
and ~53!, we havef V , f K.0 and as a consequence, from
~57!, Q.0. The temperature disturbance~62! becomes then

T85
1

r0cp
p82

1

r0v2

]Tw

]x

dp8

dx
. ~65!

Setting the right-hand side to zero we find the well-known
expression of the critical temperature gradient~see, e.g.,
Swift, 1988!:

dT̄w

dx
U

crit

5
v2p8

cp~dp8/dx!
. ~66!
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In general, however, only the component ofT8 in phase with
the second term of Eq.~62! can be made to vanish by a
suitable choice ofdTw /dx. The component in quadrature
with this term will not normally be zero. We conclude that,
in general, the gas temperature disturbance cannot vanish.

The procedure followed in this section has led to expres-
sions for the viscous and heat transfer terms of the approxi-
mate model that match those of the exact linear theory for
oscillations at one fixed frequency. Thus in the linear case
where the different modes can be considered independently
of each other, results such as Eq.~61! are exact. For ex-
ample, Eq.~61! can be solved exactly to produce eigenfre-
quencies and eigenfunctions for all the modes. If many
modes are present at the same time, as with a time-dependent
nonlinear calculation, the need to use one specific value for
each of the exchange parameters forces one to make some
compromises. It turns out that in most practical cases only
the lowest-frequency mode is unstable, and it is therefore
reasonable to use the frequency of this mode to evaluate the
parameters. The~real part of this! frequency can be approxi-
mated by

v̄5
c̄

L
, ~67!

wherec̄5(gRT̄w)1/2 and

T̄w5
1

L E
0

L

Tw~x!dx. ~68!

We will make use ofv̄ thus defined in some of the examples
that follow. An unwelcome feature of committing oneself to
one value of the frequency is, however, that the spectrum of
the linear problem is altered. We shall pursue this point in
Part II of this study devoted to the nonlinear problem~Yuan
et al., 1997!.

The dependence of the boundary layer thicknesses~37!,
~33! on Av implies that the diffusive transfers of momentum
and energy to the solid boundaries are affected by the history
of the flow and are therefore nonlocal in time. This feature is
of course well recognized in the literature~see, e.g., Achard
and Lespinard, 1981!. The representations of the exchange
operators assumed in~6!, ~11!, and~12! are local in time and
therefore can only be approximations. Conceivably, these ap-
proximations can be improved in the manner suggested by
Achard and Lespinard by introducing, in place of explicit
relations such as~10!, differential ones connecting the time
derivative ofq, in addition toq itself, to the quantities in the
right-hand side. In this way a nonlocal nature in time would
be reintroduced, if with a kernel different from the exact one.
This matter will be examined in a future study.

IV. CORRELATION TERMS

As pointed out in Sec. I, the major approximation un-
derlying the present model consists in the neglect of the cor-
relation terms, i.e., in setting the cross-sectional average of
the product of two quantities equal to the product of the
averages. Of course, the error associated with this procedure
only affects the nonlinear calculations to be reported in sub-
sequent papers as the choice of the drag and heat transfer

parameters made in the previous section insures that the lin-
ear results are reproduced exactly. Nevertheless this remains
an important point that we can examine approximately using
exact linear-theory results such as~40! and ~51!.

The most interesting quantity to consider is the product
u1T1 as it enters in the expression for the energy flow in the
device~see, e.g., Rott, 1975; Swift, 1988!. In the special case
of s51, dTw /dx50, the result of this calculation also gives
the correlation term foru1

2. It may be noted that the neglect
of correlation terms can be expected to be much more accu-
rate for products involving the pressure field as, contrary to
velocity, temperature, and density, the latter does not have a
boundary layer structure.

By using ~40! and ~51!, a straightforward calculation
gives

^u1T1&[
1

l E
0

l

dy u1~y!T1~y!

5
i

vr0
2cp

p8
dp8

dx
Fe~z,s!

1
i

~12s!v3r0
2 S dp8

dx D 2 dTw

dx
Ce~z,s!, ~69!

where

z5
l /2

dV
~70!

is the ratio of the channel half-width to the boundary layer
thickness and

Fe511
s f V2 f K

12s
, ~71!

Ce512s1
1

2
s

523s

12s
f V2

1

12s
f K

2
s

2 cosh2~11 i !~ l /2dV!
. ~72!

Here f V and f K are as defined in the previous section, Eq.
~43!, and we use the subscripte to indicate that these are
exact expressions.

By taking the product of the averages~42! and~52! of u
andT8 we find an expression with the same structure as~69!,
but with the following approximate values ofF andC:

Fapp5~12 f V!~12 f K!, ~73!

Capp5~12s1s f V2 f K!~12 f V!. ~74!

It may be noted that, fors50, the boundary layer structure
of the velocity field disappears and the exact and approxi-
mate expressions ofF andC become identical for anydK .

Figures 2 and 3 show the real and imaginary parts of the
ratios Fe /Fapp and Ce /Capp for s50.71 ~helium! and s
50.392~60% helium and 40% argon mixture!, respectively,
as functions ofz5( l /2)/dV . The range of interest ofz for
existing thermoacoustic engines with a gas medium is typi-
cally from a low value of 4 to 5 in the stack region to many
tens or more away from the stack. The figures show that,
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over this range, the moduli of the approximate and exact
expressions differ by less than 6% and the phases by less
than 5°.

These results suggest that the negative impact of cross-
sectional averaging is limited. In particular, the model should
be able to reproduce correctly the trends of real thermoa-
coustic prime movers resulting from different values of pa-
rameters or operating conditions.

V. NUMERICAL RESULTS

We now turn to some numerical results obtained from
the linearized equations of Sec. II. The expressions for the
drag and heat transfer parameters found in Sec. III are used
throughout. Although obtained from the linear theory, results
of the type considered here do not seem to have been shown
before. Most of the previous studies, and in particular the
analysis of data that we consider here, have been based on
approximations rather than on the exact theory.

As another point, we want to demonstrate the ability of
the model to deal with devices with a variable cross section.
By assuming a linear growth of the cross-sectional area with
distance fromx50, we could readily adapt our model to the
case of a cylindrical resonator. Since, however, a cylindrical
system can be treated exactly by separation of variables, as

recently demonstrated by Arnottet al. ~1996!, we prefer to
focus on cases for which no exact method is available to
demonstrate the specific strengths of our approach in this
particular respect. For this reason, we consider a linear de-
vice with a contraction or expansion at its midsection.

We start by comparing the results of the model with the
data of Atchley~1992! who measured the damping of oscil-
lations in a thermoacoustic tube for different values of the
imposed temperature difference across the stack. His results
are expressed in terms of the inverse quality factor 1/Q of the
oscillations that is related to the real and imaginary parts of
the eigenfrequencyv appearing in our analysis by

1

Q
52

Im v

Re v
. ~75!

Below the stability threshold 1/Q is positive, while it be-
comes negative above. At the threshold, 1/Q50.

The gas used in the experiment was helium. Over the
temperature range of interest here, from 300 to 650 K, we fit
thermal conductivity data~Vargaftik, 1975! by a linear func-
tion of temperature ask50.15113.22831024(T2300),
with k in W/m K andT in K, which provides a better fit than
a power law. We have included this effect in our calculation
as the value ofk determines the boundary layer thickness,

FIG. 2. The ratiosFe /Fapp, ~a!, and Ce /Capp, ~b!, of the correlation
coefficients appearing in the approximate and exact expressions of the
velocity-temperature correlation~69! as functions of the ratio of the viscous

penetration lengthdv to the channel half-width
1
2l for s50.71~helium!. The

solid lines are the modulus and the dashed lines the argument in degrees.
The range of interest of the ratio (l /2)/dv for existing thermoacoustic en-
gines with a gas medium is typically from a low value of 4 to 5 up.

FIG. 3. The ratiosFe /Fapp, ~a!, andCe /Capp, ~b! of the correlation co-
efficients appearing in the approximate and exact expressions of the
velocity-temperature correlation~69! as functions of the ratio of the viscous

penetration lengthdv to the channel half-width
1
2l for s50.392 ~60% he-

lium and 40% argon mixture!. The solid lines are the modulus and the
dashed lines the argument in degrees. The range of interest of the ratio
( l /2)/dv for existing thermoacoustic engines with a gas medium is typically
from a low value of 4 to 5 up.
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and therefore the heat transfer parameters. For the specific
heat we use the constant value 5.2 kJ/kg K andg55/3, s
50.71.

For Atchley’s experiment, the tube length was 99.87 cm,
its radius was 3.82 cm, the stack lengthLS53.5 cm, and the
stack was positioned atxS587.95 cm from the cold end. The
cold heat exchanger, consisting of two equal parts separated
by 1.04 mm and 10.2-mm long, is to the left of the stack and
the hot heat exchanger, 7.62-mm long, to the right. The com-
bined cross-sectional area of the stack plates was 3.1 cm2,
i.e., 27% of the entire cross section. Atchley reports that the
temperature was approximately constant and equal to its cold
and hot values to the left and right of the stack, respectively,
and linear in the stack so thatT5TC for 0<x<xS , T5TH

for xS1LS<x<L, and

T5TC1
x2xS

LS
~TH2TC!, ~76!

for xS,x,xS1LS .
To solve Eq.~61! numerically we multiply byS and

discretize by centered differences on an equispaced grid.
This procedure requires the values of (12 f V)S at the half-
integer nodes, that are calculated as simple arithmetic aver-
ages. Typically 2000 cells were used along the tube length,
with approximately 100 in the stack region. The eigenvalues
were searched by the inverse iteration method~Presset al.,
1992!.

The specification of the cross-sectional area and wall
temperature according to the data given before leads to
strong spatial discontinuities of the cross section and heat
flux. In principle this causes no difficulties, as Eq.~61! is in
conservation form and the corresponding jump conditions on
p8 are automatically satisfied. However, such discontinuities
cannot give a realistic representation of the actual physical
situation. Small-scale thermal transport processes~conduc-
tion between the stack ends and the heat exchangers, natural
convection, etc.! must cause the wall temperature distribu-
tion to become smoother than the mathematical idealization
given by ~76!. Similarly, flow separation phenomena must
prevent the streamlines from precisely expanding to follow
the discontinuities of the cross-sectional area mentioned be-
fore. Unfortunately the published information does not give a
characterization of the system sufficiently precise to enable
us to use more realistic distributions. Therefore we decided
to mimic the action of these unknown, but certainly present,
diffusive processes by smoothing the discontinuous distribu-
tions of S(x) andTw(x). We accomplish this by effecting a
series of sweeps in whichSi andTwi , the values ofS(x) and
Tw(x) at the nodexi , are replaced by

1
4~Si 1112Si1Si 21!, ~77!

and similarly forTw . The same prescription is applied to the
exchange parametersD, H, Q, uV , uK , anduQ . It will be
seen that this smoothing procedure has a rather strong impact
on the final results. A comparison between the smoothed and
nonsmoothed distributions is shown graphically in Part II for
one example. It may be remarked that something correspond-
ing to our smoothing operation is implicit in all earlier treat-

ments of the problem where it is introduced~with limited
control! through the spatial discretization.

Figures 4 and 5 show 1/Q versus the temperature differ-
enceDT5TH2TC along the stack for pressures of 170 and
500 kPa, respectively. The data are shown by circles. The
solid lines are the result given by the full solution of the
eigenvalue problem associated with Eq.~61! with the discon-
tinuous area and temperature distributions as mentioned be-
fore. The dashed lines are the results corresponding to
smoothed distributions with the smoothing procedure ex-
plained before applied 50 times in Fig. 4 and 200 times in
Fig. 5.

Since Eq.~61! coincides with the exact linear theory,
these results are to be considered exact solutions to the prob-
lem. In the past, the same data had only been analyzed on the
basis of approximations to the eigenfunction and real part of
the eigenfrequency~Atchley, 1992!. It can be seen that, par-
ticularly in the unstable region where the temperature differ-

FIG. 4. 1/Q versus the temperature differenceDT5TH2TC along the stack
for an undisturbed pressure of 170 kPa. The circles are the data of Atchley
~1992!. The solid line is the result for discontinuous cross-sectional area and
wall temperature distributions given in the text. The dashed line is the result
with the same quantities smoothed by effecting the operation~77! 50 times.

FIG. 5. 1/Q versus the temperature differenceDT5TH2TC along the stack
for an undisturbed pressure of 500 kPa. The circles the data of Atchley
~1992!. The solid line is the result for discontinuous cross-sectional area and
wall temperature distributions given in the text. The dashed line is the result
with the same quantities smoothed by effecting the operation~77! 200 times.

3492 3492J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Watanabe et al.: Thermoacoustic prime movers. Model and theory



ence is large, the smoothing has a significant effect on the
results. By smoothing only the wall temperature or only the
cross-sectional area, it is found that the latter affects theQ
value more than the former. In both figures, and particularly
at the higher pressure and temperatures, the data lie above
the Q values calculated from the discontinuous distributions
~solid lines!. The smoothed distributions~dashed lines! give
instead largerQ values and results generally closer to the
data. The implication is that the thermoacoustic energy con-
version process is stronger in the case of sharp discontinui-
ties. At the higher pressure the density is larger and the effect
of area discontinuities on the mass flux correspondingly
greater. Of course, our smoothed profiles are simply a con-
jecture about the conditions prevailing in the experiment.
Other causes may produce a largerQ, i.e., a greater damp-
ing. One may mention the mismatch between the number of
plates in the heat exchangers and in the stack, or other factors
as discussed by Atchley~1992!. In spite of these elements of
uncertainty, however, theory and experiment seem to be in
good overall agreement. Only smoothed distributions are
used in the calculations shown in the rest of the paper.

Figures 6 and 7 show the real and imaginary part of the
normalized pressure and velocity eigenfunctions forDT
5350 K, p05500 kPa. The quantities plotted are

p8~x!

p8~0!
,

u8~x!r* c*
p8~0!

5
p0

p8~0!
A g

RTC
u8~x!. ~78!

The real part ofp8 ~solid line, Fig. 6! and the imaginary part
of u8 ~solid line, Fig. 7! are very close to the corresponding
results for an unobstructed isothermal tube. The quantity af-
fected most is the velocity, where the fluctuations in the
stack region correspond to the rapid area variations. The
imaginary part ofp8 and real part ofu8 ~dashed lines! are
much smaller.

Figure 8 is the real part of the eigenfrequency Rev/2p
as a function of the position of the cold end of the stack, at a
pressure of 170 kPa forDT5300 K. The solid line is the
exact value, and the dashed line the value calculated by ap-
proximating the exchange coefficients in terms of the effec-
tive angular frequencyv̄ defined in~67!. The approximation
is seen to be quite good. The significant change in the fre-
quency is due to the fact that, in this calculation, the gas
temperature has been taken equal toTH in the entire region
to the right of the stack.

Information on Imv as a function of the stack position
is given in Fig. 9 in the form of a graph of 1/Q for 170 and
500 kPa andDT5300 K. The solid lines are the exact results
and the dashed lines those obtained by usingv̄ in the ex-
change coefficients. The system is seen to be most unstable
for a stack position in the neighborhood of the 3/4 point as is
well known ~see, e.g., Swift, 1988!. For this example, the
lower pressure leads to a stronger maximum growth rate of
the instability.

We now turn to a system with a cross-sectional area
given by

S~x!5S0F11C cos2 pS 2x

L
21D G2

,

for 1
4 L<x< 3

4 L, ~79!

FIG. 6. Real~solid line! and imaginary part of the pressure eigenfunction
for DT5350 K, p05500 kPa, and the situation of Atchley’s~1992! experi-
ment.

FIG. 7. Imaginary~solid line! and real part of the normalized velocity eigen-
function for DT5350 K, p05500 kPa, and the situation of Atchley’s
~1992! experiment. The oscillations in the stack region occur in correspon-
dence of the area changes.

FIG. 8. Real part of the eigenfrequency of the fundamental modef 1

5Rev/2p as a function of the position of the cold end of the stack at 170
kPa for DT5300 K. Other conditions as in Atchley’s~1992! experiment.
The gas temperature equalsTC in the entire region to the left of the stack
andTH to the right. In the stack region a linear dependence is assumed. The
solid line is the exact result. The dashed line is obtained by using the ap-
proximation~67! for the parameterv̄ entering the expression of the expres-
sion of the exchange coefficientsD, H, andQ.
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while S5S0 elsewhere other than in the stack region which
is the same as before. WithS0524 cm2 andC50, this is the
same system considered up to now. WithC.0, the tube’s
cross section is thicker in the central region, and withC
,0 it is thinner. The stack region has the same geometry as
before independently of the value ofC. Figures 10–12 show
the effect of the cross-sectional area change on theQ value
of the fundamental mode, the first, and the second harmonic.
In all the figures, the dashed line is forC50, the dotted line
for the smallest value ofC considered,C520.4, and the
dash- dot line for the largest one,C50.4. It is seen that
thicker and thinner cross sections, respectively, increase and
decrease the frequency of the fundamental and second har-
monic, while they have the opposite effect on the first har-
monic. The dependence of the corresponding frequencies on
the temperature difference along the stack is rather weak,
increasing with the order of the harmonic.

The Q value tends to become negative, implying insta-

bility, at smallerDT’s for a thickening cross section than for
a thinning one for the fundamental and first harmonic mode.
A thickening cross section, however, has a stabilizing effect
on the third harmonic at the higherDT’s. These results can
be interpreted by considering the eigenfunctions, two ex-
amples of which are shown in Figs. 13 and 14 for the fun-
damental mode. In all cases, the pressure distribution~solid
line, left vertical scale! is very similar to the usual sinusoidal
one. There is, however, a marked effect on the velocity dis-
tribution ~dashed line, right vertical scale! as a consequence
of the constraint arising from mass conservation. With a nar-
rowing tube, the velocity is relatively large in the narrow part
and has a long distance over which to decrease to zero at the
left and right boundaries. It is therefore small in the stack
region with a consequent reduction in the thermoacoustic
effect. For a thickening cross section, on the other hand, the
velocity starts decreasing closer to the ends, and therefore it
is larger in the stack region. Another feature evident from
these figures is the asymmetry, caused by the stack, of the

FIG. 9. 1/Q as a function of the stack position at two pressures from the
exact linear theory withDT5300 K for Atchley’s ~1992! experiment. The
dotted lines are the approximations due to the use ofv̄ defined in~67! in the
expressions of the exchange coefficientsD, H, andQ. The system is most
unstable for a stack position in the neighborhood of the 3/4 point. The pair
of lines with the smallest oscillation is for 500 kPa, the other pair for 170
kPa.

FIG. 10. Effect on the damping parameter 1/Q1 of the fundamental mode of
a narrowing or expanding cross section of the tube.——— C50, constant
cross section; – –C50.2; –• –• C50.4; --- C520.2; ••••• C520.4.

FIG. 11. Effect on the damping parameter 1/Q2 of the first harmonic mode
of a narrowing or expanding cross section of the tube.——— C50, con-
stant cross section; – –C50.2; –• –• C50.4; --- C520.2; ••••• C
520.4.

FIG. 12. Effect on the damping parameter 1/Q3 of the second harmonic
mode of a narrowing or expanding cross section of the tube.——— C
50, constant cross section; – –C50.2; –• –• C50.4; --- C520.2;
••••• C520.4.
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velocity eigenfunction with respect to the tube’s midpoint. It
is found that, the largerDT, the steeper the eigenfunction
near the hot end. Similar trends are found in the eigenfunc-
tions of the first harmonic mode. For the second mode, how-
ever, the stack is close to the optimal position of 1/4 wave-
length from the velocity node. Therefore forDT greater than
about 500 K, the thickening of the cross section causes the
antinode to move toward the stack thus decreasing the mag-
nitude of the thermoacoustic destabilization. Conversely,
narrowing the cross section displaces the antinode in the fa-
vorable direction and decreases the damping. The opposite
occurs at lowerDT’s due to interplay between this effect and
the asymmetrical nature of the eigenfunction.

As a final item of interest we show in Fig. 15 the ratios
f 2 / f 1 ~solid line! and f 3 / f 1 as a function of the cross-
sectional area parameterC in Eq. ~79! for DT5300 K and a
pressure of 500 kPa. For a straight tubeC50 and these
ratios are extremely close to 2 and 3, respectively. Evidently,
the detuning of the system resulting from the presence of the
stack and of the heated region has a very small effect on the
harmonic structure of the modes. Area changes do, however,

result in a considerable detuning, with contractions relatively
more effective than expansions.

VI. CONCLUSIONS

We have presented an approximate theory of a thermoa-
coustic prime mover based on a quasi-one-dimensional ap-
proximation. Primarily, the theory differs from available
ones in the following respects:

~1! It is nonlinear in nature.
~2! It is formulated in the time domain.
~3! It can readily account for changes of the device’s

cross section in the direction normal to the wavefronts also
in the nonlinear case.

This paper has dealt with the linear version of the model
and has shown that, in those situations where the exact
theory available in the literature applies, the approximate
theory gives results for the pressure eigenfunctions and fre-
quency eigenvalues that are identical to the exact ones. The
cross-sectional averages of the other primary fields—
velocity, temperature, and density—are reproduced exactly,
but not the pointwise structure in the cross section. As a
consequence, the mean value of fields nonlinear in the pri-
mary ones, such as the energy flux, is not reproduced exactly
in the model. A preliminary analysis given in Sec. IV would
seem to indicate that this error is not serious in many cases.

We have applied the theory to data that had, in the past,
only been examined on the basis of an approximate model
and we have found a very good agreement. We have also
shown some results for tubes of axially varying cross section
finding a tendency to greater instability for a tube that wid-
ens in its midsection.

The present model can be made more realistic by includ-
ing heat conduction in the stack and other effects. Further-
more, it can equally well be adapted to the refrigerator case.
Work in these directions is currently under way.

The study of the nonlinear regime with the present
model still remains a rather complex matter and will be car-
ried out in subsequent papers. Some results are shown in Part
II of this work ~Yuan et al., 1997!.

FIG. 13. Real part of the pressure eigenfunction~solid line, left vertical
scale! and imaginary part of the normalized velocity eigenfunction~dashed
line, right vertical scale! for a thickening tube withC50.2; DT5350 K and
p05500 kPa.

FIG. 14. Real part of the pressure eigenfunction~solid line, left vertical
scale! and imaginary part of the normalized velocity eigenfunction~dashed
line, right vertical scale! for a thickening tube withC520.2; DT5350 K
andp05500 kPa.

FIG. 15. Ratiosf 2 / f 1 ~solid line! and f 3 / f 1 of the first and second har-
monic frequencies to the fundamental as a function of the cross-section
parameterC, Eq. ~79! for DT5300 K, p05500 kPa. PositiveC corre-
sponds to an area increase.
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A simplified model for linear and nonlinear processes in
thermoacoustic prime movers. Part II. Nonlinear oscillations

H. Yuan, S. Karpov, and A. Prosperetti
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The simplified quasi-one-dimensional model of thermoacoustic devices formulated in Part I
@Watanabeet al., J. Acoust. Soc. Am.102, 3484–3496~1997!# is studied in the nonlinear regime.
A suitable numerical method is described which is able to deal with the steep waveforms that
develop in the system without inducing spurious oscillations, appreciable numerical damping, or
numerical diffusion. The results are compared with some experimental ones available in the
literature. Several of the observed phenomena are reproduced by the model. Quantitative agreement
is also reasonable when allowance is made for likely temperature nonuniformities across the heat
exchangers. ©1997 Acoustical Society of America.@S0001-4966~97!01512-9#

PACS numbers: 43.35.Ud@HEB#

INTRODUCTION

The literature contains evidence of the presence of non-
linear processes in thermoacoustic devices already at rela-
tively low oscillation amplitudes~Atchley et al., 1990a,
1990b!. The available linear theory, although quite well de-
veloped~see, e.g., Rott, 1980; Wheatley, 1986; Swift, 1988!,
is incapable of dealing with these phenomena, nor does its
extension into the nonlinear realm appear easy. Furthermore,
even if such an attempt were successful, one would most
likely end up with a very complex model that would not lend
itself to the ready exploration of parameter space and the
evaluation of different design alternatives.

These considerations motivated Part I of this study~Wa-
tanabeet al., 1997!, in which an approximate quasi-one-
dimensional model of thermoacoustic devices was developed
by integrating over the cross-sectional area. Although sim-
plified, the model is nonlinear. Furthermore, upon lineariza-
tion, it reproduces the pressure field and the eigenfrequencies
of the linear theory exactly.

In the present paper we continue the analysis of the
model extending it into the nonlinear regime. Our initial at-
tempts in this direction~Prosperetti and Watanabe, 1994!
encountered numerical difficulties due to the ready appear-
ance of quasi-shock waves in the system. Overcoming this
obstacle has required the adoption of a rather complex nu-
merical method that is described in detail in Sec. III of this
paper. In Sec. IV a comparison between the numerical results
and some available experimental data is presented. Experi-
mentally observed phenomena such as unstable growth of
the wave and eventual saturation are well reproduced in
qualitative terms. The computed wave amplitude tends to be
higher than the measured one, probably due, among others,
to an effectively lower temperature difference than the nomi-
nal value and to other dissipation phenomena not included in
the model.

I. MODEL

We summarize here the equations of the present model.
Their derivation can be found in Part I.

The equation of continuity is

]r

]t
1

1

S

]

]x
~Sru!50. ~1!

Here, x is the coordinate along the axis of the device~not
necessarily rectilinear!, S(x) is the local cross sectional area,
andr andu are the gas density and axial velocity averaged
over the cross-sectional area. The momentum equation takes
the form

]

]t
~ru!1

1

S

]

]x
~Sru2!1

]p

]x
52D~u!, ~2!

where p is the cross-sectional average of the gas pressure
and the drag operatorD will be specified shortly. The energy
equation is used in the form

]

]t S 1

g21
p1
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ru2D1
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]

]x FuSS g

g21
p1
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2
ru2D G

5H~Tw2T!2
dTw

dx
Q~u!, ~3!

whereg is the ratio of the specific heats of the gas,T the
cross-sectional average of the gas temperature,Tw(x) the
surface temperature of the solid surfaces in contact with the
gas, and the operatorsH, Q will be specified below. In the
present model, the temperature distributionTw along the
stack will be taken as given and independent of time. Work
on an improved model in which this quantity is calculated is
currently under way. The set of equations is closed by as-
suming the validity of the equation of state of perfect gases,
namely,

p5RrT, ~4!

where R is the universal gas constant divided by the gas
molecular mass.

A key aspect of the model is the specification of the
termsD , H, andQ . On the basis of the results of Part I we
set

D~u!5DrF11uVS ]

]t
1u

]

]xD Gu, ~5!
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H~Tw2T!5HrcpF11uTS ]
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]x2 S 1

g21
p1

1

2
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Q~u!5cprQF12uQS ]
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wherecp is the gas specific heat at constant pressure. In the
version of the model presented in Part I the term with the
second spatial derivative in~6! was omitted. It is introduced
here for reasons discussed in the next section; the quantitykn

is a constant. In Part I the other parameters have been esti-
mated by imposing that the results of the linear version of the
model reproduce those of the exact linear theory. In this way
it was determined that

D~11 ivuV!5 iv
f V

12 f V
, ~8!

H~11 ivuT!5 iv
f K

12 f K
, ~9!

Q~12 ivuQ!5
1

12s S 1

12 f V
2

s

12 f K
D21, ~10!

with s the gas Prandtl number. For a stack consisting of
plane parallel plates spaced by an amountl one has

f V5
tanh~11 i !l /2dV

~11 i !l /2dV
, ~11!

wheredV is the viscous boundary layer thickness given by

dV5A2m

vr
. ~12!

Outside the stack region,l should be taken as the hydraulic
diameter of the local cross section. The functionf K has the
same expression~11! with dV replaced by the thermal bound-
ary layer thicknessdK5dV /As. Graphs ofi f /(12 f ) are
given in Part I. Upon separating real and imaginary parts, the
coefficients in the left-hand sides of~8!–~10! are readily de-
termined.

If the parameterv is chosen as one of the linear eigen-
modes of the system, a linearization of the present model
will reproduce the exact pressure eigenequation of the linear
theory ~Rott, 1976!. In a nonlinear, time-dependent calcula-
tion, frequencies cannot be easily separated and a definite
single value ofv must be committed to. We address this
point in the next section.

For the present prime mover case, the velocity must van-
ish at the tube ends:

u50 at x50, x5L. ~13!

The momentum equation~2! then implies that

]p

]x
50 at x50, x5L. ~14!

As shown in I, it follows from the energy and continuity
equations that the temperature satisfies, at both ends,
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We assume that]T/]x50 at the end points. Since the con-
stantkn will be taken to be very small and, away from the
stack region,H is also very small, this relation then essen-
tially implies the adiabatic pressure–temperature relation of
perfect gases.

The velocity boundary condition~13! at x50 will be
modified for the simulation of a piston-driven tube described
later in Sec. IV.

II. THE LINEAR SPECTRUM

As shown in Part I if, in the expressions~5!–~7! for the
momentum and energy transfer termsD , H, and Q , v is
chosen as the exact eigenfrequency of any one mode, the
linear version of the present model withkn50 gives the
pressure equation of the exact Rott theory for that mode@see
Eq. ~6! in Rott ~1976! or Eq. ~60! in Part I#. In a time-
dependent nonlinear calculation as the one of present con-
cern the separation of modes, although not impossible, is a
nontrivial task that we have not attempted. For the purposes
of this study we shall use a single value ofv that we denote
by v0 . While this will be treated as an adjustable parameter,
it will always be close to the~real part of the! fundamental
mode of the system for which an approximation can be given
as

v̄5
AgRT̄w

L
, ~16!

whereT̄w is the average wall temperature:

T̄w5
1

L E
0

L

Tw~x!dx. ~17!

The need to fix the parameterv has a strong effect on the
linear spectrum of the problem, that is reflected in the non-
linear calculations.

To illustrate this point, we show in Fig. 1 the imaginary
part Imvn of the exact linear eigenvalues as a function of the
mode numbern, with 1<n<20. The circles are connected
by a solid line as an aid to the eye. The conditions here are as
specified in Sec. IV below in connection with Fig. 7, but the
general behavior is typical. The eigenvalue problem was
solved by the inverse iteration method~Presset al., 1992!. It
is seen that only the first mode is unstable (Imv1,0). The
second one has a relatively small damping~with a Q value of
approximately 170!, and all the other ones are heavily
damped. If one calculates the linear eigenvalues keepingv0

equal to v̄53327.7 s21, instead, the results shown by the
triangles and the dashed line are found. Although the first
few eigenvalues are not very different, the approximation
renders several of the higher-order modes unstable as well.
The consequence of this is that, while a numerical calcula-
tion with a coarse discretization~and a consequently large
numerical damping! would superficially look acceptable, an
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attempt to refine the grid would lead to the rapid growth of
short-wavelength instabilities that destroy the calculation.
The thermoacoustic effect requires a very delicate balance
and does not easily survive approximations.

This is the reason why we have introduced a second-
derivative in the exchange termH. With a suitable adjust-
ment of v0 and of the ‘‘pseudo-thermal conductivity’’kn ,
we can approximate the important first few linear modes and
dampen the higher ones. As an example we show~dotted
line, squares! the effect of choosingv052762.0 s21 andkn

50.25 m2/s. It is seen that the only large differences be-
tween the exact and the approximate results are relegated to
the high-order modes that are heavily damped anyway and
should therefore not have a large effect on the results. It
might appear that treating bothv0 andkn as adjustable pa-
rameters makes the formulation of the model nonunique. In
practice, however, we find that the two requirements of
matching the growth rate of the unstable mode and requiring
the higher modes to be all damped leaves little room to ad-
just the values of these two quantities. In particular, as will
be seen in Sec. IV, the nonlinear steady-state amplitudes are
not greatly affected.

Figure 2 is similar to Fig. 1 and shows some examples
for the case of Fig. 8 below. The circles and the solid line are
again the exact spectrum, for which Imv1524.73 s21. The
other lines, in descending order, correspond tov0

52658.6 s21, kn50.42 m2/s (Im v1524.71 s21), v0

52791.5 s21, kn50.31 m2/s (Im v1524.73 s21), v0

52858.0 s21, kn50.26 m2/s (Im v1524.72 s21), v0

52924.4 s21, kn50.21 m2/s (Im v1524.72 s21). All these
curves differ by very little for the first few modes which
carry most of the energy. The main differences are in the
higher modes, which have a minor effect on the waveform of
the steady-state solution as will be seen in Sec. IV.

In principle, one can avoid the approximations just de-

scribed by calculating the exchange terms by means of con-
volutions in time with kernels given by the inverse Fourier
transforms of~8!–~10!. This procedure would, however, add
further complexity to the calculation. Another approximate
scheme, possibly better than the one used here, could be to
specify the exchange terms by means of differential equa-
tions rather than explicitly as done above. This approach has
been advocated by Achard and Lespinard~1981! for the
similar problem of the time-dependent flow in a tube.

We plan to pursue this idea in future work. For the time
being we proceed in the manner described. Even though this
is an approximation, it enables us to gain some insight into
the time-dependent problem, nonlinear growth, and eventual
saturation, for which no theoretical framework is currently
available.

III. NUMERICAL METHOD

With the expressions~5!–~7!, and the definitions

m5ru, e5
1

g21
p1

1

2
ru2, ~18!

for the momentum fluxm and total energye it is easy to
verify that the continuity, momentum, and energy equations
~1!, ~2!, and~3! may equivalently be written as

]r

]t
1

]m

]x
1

m

S

]S

]x
50, ~19!

]m

]t
1

]

]x
~mu1p!1

mu

S

]S

]x

5052DFm1uVS ]m

]t
1

1

S

]

]x
~muS! D G , ~20!

FIG. 1. Imaginary part of the first 20 eigenvalues for the system and con-
ditions of Fig. 7 below. The circles connected by the solid line are the exact
results of the linear theory. Note that only the first mode is unstable
(Im v1,0). The results shown by the triangles and the dashed line corre-
spond to setting the parameterv in Eqs.~5!–~7! equal tov̄ defined in~16!
that here has the value 3327.7 s21. The higher modes become unstable with
this approximation. The squares and the dotted line are the linear spectrum
for v5v052762.0 s21 andkn50.25 m2/s.

FIG. 2. ~a! Imaginary part of the first 20 eigenvalues for the system and
conditions of Fig. 8 below. The circles connected by the solid line are the
exact results of the linear theory. The other lines, in descending order, cor-
respond tov052658.6 s21, kn50.42 m2/s, v052791.5 s21, kn50.31 m2/s,
v052858.0 s21, kn50.26 m2/s, v052924.4 s21, kn50.21 m2/s.
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]2e

]x2 . ~21!

We rewrite this system of equations in vector form as

]w

]t
1

]F

]x
1s5B

]w

]t
1b, ~22!

wherew is given by

w5U r
m
e
U , ~23!

the flux vectorF by

F5U ru
ru21p
~e1p!u

U ~24!

the vectors accounting for the effect of changes in the cross-
sectional area by

s5U ru
ru2

~e1p!u
U 1

S

]S

]x
, ~25!

and

B5U 0 0 0

0 2DuV 0

HuTS cpTw2
1

2
gu2D gHuTu1

dTw

dx
cpQuQ 2gHuT

U , ~26!

b5U 0

2DFm1
uV

S
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~Sum!G

HcpFr~Tw2T!1
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S
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]x
@ruS~Tw2T!#G2

dTw
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cpQFm2

uQ

S

]

]x
~umS!1kn

]2e

]x2GU . ~27!

Our first attempt at solving Eq.~22! was based on a
straightforward centered-difference spatial discretization
with a predictor–corrector time stepping procedure~Prosper-
etti and Watanabe, 1994!. We found that, whenever condi-
tions were such that quasi-shocks developed, a series of spu-
rious grid-dependent oscillations also appeared. Such
oscillations are a well-known numerical artifact affecting
computations in the presence of steep gradients~see, e.g.,
Roe, 1986; Fletcher, 1988!, and their elimination has moti-
vated a large amount of research. While a complete bibliog-
raphy would be out of place here, it may be useful to cite the
review by Roe~1986! and a few other papers~Sod, 1978;
Harten, 1983; Osher, 1984; Osher and Chakravarthy, 1984;
Sweby, 1984; Hartenet al., 1986; Harten and Osher, 1987!.
This effort has led to a new family of schemes for hyperbolic
equations known as total variation diminishing~TVD!
schemes. The name is a consequence of the definition of the
total variation TV(un) of a grid function $ui

n%, i 51,2,...,
N11 at timetn:

TV~un!5(
i 51

N

uui 11
n 2ui

nu, ~28!

and of the fact that these schemes have the property that
TV(un) is a nonincreasing function of time:

TV~un!>TV~un11!. ~29!

Evidently, a TVD scheme cannot produce an oscillatory so-
lution starting from monotonic initial data. We have found
that the scheme proposed by Harten~1983! proved suitable
for our problem.

The system~22! is first discretized explicitly in time as

~ I2Bi
n!

wi
n112wi

n

Dt
1

F̂i 11/2
n 2F̂i 21/2

n

Dx
1si

n5bi
n , ~30!

where superscripts indicate time levels and subscripts spatial
nodes. The spatial derivatives appearing inB ands are dis-
cretized by central differences. The essential aspect of the
numerical method is the manner in which the modified fluxes
F̂ are specified in terms of some auxiliary quantities that we
now define.

Let

R~1!5U 1
u2c

e1p

r
2uc
U , R~2!5U 1

u
1

2
u2
U ,

~31!

R~3!5U 1
u1c

e1p

r
1uc
U .

wherec5AgRT, and
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a~1!5u2c, a~2!5u, a~3!5u1c. ~32!

Furthermore, let

a i
~1!5

1

2ci 11/2
2 F ~pi 112pi !2r i 11/2ci 11/2~ui 112ui !

1
r i 11/2ui 11/2ci 11/2

2

~ui 11/22ci 11/2!Si 11/2
~Si 112Si !G , ~33!

a i
~2!5

1

ci 11/2
2 @ci 11/2

2 ~r i 112r i !2~pi 112pi !#, ~34!

a i
~3!5

1

2ci 11/2
2 F ~pi 112pi !1r i 11/2ci 11/2~ui 112ui !

1
r i 11/2ui 11/2ci 11/2

2

~ui 11/21ci 11/2!Si 11/2
~Si 112Si !G , ~35!

where the quantities carrying a half-integer subscript are cal-
culated as arithmetic averages, e.g.,ui 11/251/2(ui 111ui).
Then

F̂i 11/25
1

2
~Fi 111Fi !1

Dt

2Dx (
l 51

3

@gi
~ l !1gi 11

~ l ! 2Q~n i 11/2
~ l !

1g i
~ l !!a i

~ l !#Ri 11/2
~ l ! , ~36!

where

n~ l !5
Dt

Dx
a~ l !, g i

~ l !5
gi 11

~ l ! 2gi
~ l !

a i
~ l ! . ~37!

The quantitiesgi
( l ) appearing in these definitions are a cor-

rection to the components of the fluxF along the character-
istic directions and are the smaller one in modulus between

@Q~n i 11/2
~ l ! !2n i 11/2

~ l ! #a i 11/2
~ l ! ,

and ~38!

@Q~n i 21/2
~ l ! !2n i 21/2

~ l ! #a i 21/2
~ l ! .

This flux correction is introduced to account for the discreti-
zation error and guarantees second-order accuracy in space.

The last quantity to be defined is the functionQ(x) that
may be considered as a modifieduxu. Specifically, following
Harten~1983!, we take

Q~x!5
x2

4e
1e, for uxu,2e,

5uxu, for uxu>2e, ~39!

with e50.1. This quantity plays the role of an artificial vis-
cosity.

Since the integration is explicit in time, the preceding
formulas are sufficient to construct the solution at all the
interior nodes at time leveltn11 starting from the known
values attn. The solution at the two boundary nodes is cal-
culated from the boundary conditions~13!–~15!.

IV. RESULTS

As a first test of the numerical method, we consider the
thermoviscous damping of the lowest linear acoustic mode in
a rigid-walled, empty, isothermal tube. Since an exact solu-

tion to this problem is available, this simulation is a useful
test of the numerical method. Theoretically the solution con-
sists of exponentially damped oscillations with a decay rateb
given by ~see, e.g., Pierce, 1989, p. 534; the spatial decay
rate given in this text can be converted to a temporal one by
dividing by the sound speedc5AgRTw!:

b5
c

2ag F ~g21!
v0sk

2p0RG1/2S 11
g21

As
D , ~40!

wherea is the tube radius,k the gas thermal conductivity,p0

the undisturbed pressure, andv05pc/L the natural fre-
quency of the eigenmode.

The pressure at one of the tube’s rigid terminations
given by the numerical method described in the previous
section is shown in Fig. 3 as a function of time. The tube has
a length of 99.9 cm and a diameter of 3.82 cm. The gas is
helium at a static pressurep05170 kPa and temperatureTw

5293 K. For this case there are no unstable modes and we
setkn50 in Eqs.~8! and ~9! and fix v as in Eq.~16!.

At time 0 the system is at rest with an initial pressure
disturbance consisting of the lowest eigenmode with an am-
plitude of 17 Pa. The dashed lines in Fig. 3 are the exponen-
tial envelope}exp(2bt) with b given by ~40!. The agree-
ment between the analytical and numerical results is
remarkably good, which gives some confidence on our com-
puter code. For these calculation 500 nodes proved sufficient
for a good resolution and the time step was adjusted so that
the maximum Courant numberDtua( i )u/Dx, with thea( i ) de-
fined in Eq.~32!, remained below 0.8.

As another test, we consider the nonlinearly driven tube
studied by Gaitan and Atchley~1993!. The tube contained air
at ambient pressure and temperature and was 82.55 cm long
with a diameter of 5.82 cm. For this simulation we excite the
tube by prescribing a sinusoidal gas velocity atx50. The
boundary conditions on pressure and temperature are still
given by ~14! and ~15!. Again there are no unstable modes
and we setkn50.

In the experiment the driving frequency was chosen so
as to match the pipe’s frequency. We found that by using the

FIG. 3. Decay of pressure oscillations in a rigid isothermal tube for the
conditions described in the text. The solid line is the result of the numerical
computation. The dashed lines are the exponential envelope proportional to
6exp(2bt) with b given by ~40!.
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reported valuef 5209 Hz, our ‘‘numerical pipe’’ was not in
exact resonance conditions. To match the resonance it was
necessary to usef 5207 Hz. This sensitivity is not surprising
in view of the rather largeQ value of this system that, on the
basis of our numerical results, is approximately 134. Gaitan
and Atchley~1994! show in their Fig. 4 the dependence of
the higher harmonic pressure amplitudes on the strength pa-
rameter, i.e., the amplitudeP1 of the fundamental normal-
ized by

P1* 5
bQ

gp0
P1 , ~41!

whereb is the nonlinearity parameter equal to 1.2 for air.
They do not report a value forQ and we used the one de-
duced from our computations quoted above. A comparison
of the calculated~lines! and measured~circles! results is
shown in Fig. 4. The comparison is very good especially for
the lower harmonics that have a higher level and are there-
fore less sensitive to noise and parasitic damping. For these
calculations we used 500 nodes and a maximum Courant
number of 0.4.

We now turn to thermoacoustic prime movers, specifi-
cally the helium system used in the experiments of Atchley
et al. ~1992! and Atchley~1994!. As described in these ref-
erences, the tube length was 99.89 cm and the diameter 3.82
cm. The cold portion of the tube was 87.5 cm long. At the
end of this section was the cold heat exchanger consisting of
two identical structures separated by 1.5 mm. Each structure
consisted of 25 nickel plates 0.45-mm thick, spaced by 1.04
mm and 1.02 cm long. Attached to the second part of the
cold heat exchanger was the stack consisting of 3.5-cm-long
stainless-steel plates spaced by 0.77 mm, with a thickness of
0.28 mm. The hot heat exchanger was attached to the other
end of the stack. This heat exchanger was equal to the cold
one except that it consisted of only one section 7.62 mm
long. The hot section of the tube was 5.5 cm long. The area
blockage fraction was approximately 30% in the heat ex-
changers and 27% in the stack.

We have pointed out in Part I the effect on the linear
growth rate of the instability of using discontinuous versus
smoothed prescriptions for the axial variation of the cross-
sectional area and of the wall temperature. The discontinui-
ties in area and axial derivative of the wall temperature are
certainly not a realistic approximation to the actual spatial
distribution of these parameters and their presence depends
on features~such as natural convection, microstreaming, etc.!
that are not included in the model. In Part I we have used a
smoothing prescription

Tw~xi !→ 1
4@Tw~xi 21!12Tw~xi !1Tw~xi 11!# ~42!

~wherexi is the i th spatial node! iterated a number of times
so as to have results in agreement with reported data, and we
follow the same approach here. From the data reported by
Atchley ~1994! for a mean pressure of 376 kPa and a tem-
perature difference of 379 K along the stack~and, presum-
ably, an ambient temperature of 293 K!, one finds that the
temporal growth rate of the perturbation is 5.0 s21. Upon
assuming discontinuous distributions forS(x) andTw(x) we
find from the exact linear theory 11.7 s21. By repeating the
smoothing operation 310 times, the calculated linear growth
rate becomes 5.13 s21. The cross-sectional area and wall
temperature distributions resulting from smoothing 100 and
310 times are shown in Figs. 5 and 6. The corresponding
initial unsmoothed distributions are shown by the solid lines.
The difference is not large, which gives an indication of the
sensitivity of the thermoacoustic energy conversion process.
In all the calculations shown in this section we have used
area and temperature distributions smoothed 310 times.

After matching the linear growth rate with the exact lin-
ear theory, in order to proceed with the time-dependent non-
linear calculation, we must select values of the parameterv0

and pseudoconductivitykn . By a process of trial and error
we find that, withkn50.25 ms/s and v052762.0 s21, the
linear growth rate becomes 5.01 s21 to be compared with the
measured one of 5.0 s21. On the basis of a convergence

FIG. 4. Level of the harmonics of order 2–8 of a tube driven at resonance
by a piston as a function of the level of the fundamental normalized accord-
ing to ~41!. The lines are the present computational results. The data the
experimental points of Gaitan and Atchley~1993!.

FIG. 5. The solid line is the cross-sectional area of the thermoacoustic prime
mover of Atchleyet al. ~1992! and Atchley~1994! according to the geo-
metrical specifications given in the papers. The dotted and dashed lines are
the cross-sectional area after applying the smoothing operation of Part I 100
and 310 times, respectively.
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study we found that 2000 spatial nodes are sufficient for a
grid-independent solution. The maximum Courant number
allowed was 0.4.

Figure 7 shows the numerically computed pressure at
the cold end of the tube versus time for these conditions. The
initial disturbance is taken to be the fundamental linear
eigenmode, with an amplitude of 100 Pa. The dashed lines
are graphs of an exponential growth with the growth rate of
5.13 s21 of the exact linear theory. Figure 7~a! shows the
initial buildup of the oscillations. The initial growth rate as
deduced from these results is exponential, but at a rate of
5.25 s21, just slightly higher than the exact linear result of
5.13 s21. We consider this 2.3% difference as an acceptable
consequence of the numerical error affecting the time-
dependent calculation. At first the numerical results track
with great precision the exponential growth. Soon thereafter,
however, nonlinear effects set in as evidenced by the grow-
ing asymmetry between positive and negative pressure
peaks. Figure 7~b! ~note the change in the vertical scale!
shows the same results over a longer time interval. Here one
sees the eventual divergence of the linear result as opposed
to the finite-amplitude stabilization of the nonlinear one.

Figure 7~b! shows that the system saturates at a positive
pressure amplitude of approximately 25.0 kPa, i.e., about
6.6% of the static pressure. If the same calculation is re-
peated with cross-sectional area and wall temperature distri-
butions smoothed only eight times instead of 301~i.e., very
nearly discontinuous!, the saturation value for the positive
pressure amplitude is approximately 41.0 kPa. Again, this is
an indication of the sensitivity of the process.

We have found two papers in the literature where data
are presented for nonlinear steady oscillations. One is by
Atchley et al. ~1990!, and the other by Swift~1992!. The
stack used by the latter was of the honeycomb, rather than
parallel plate, type and therefore cannot be simulated in the
framework of the present model. Hence we focus on the
results of Atchleyet al., and in particular on those corre-
sponding to a nominal temperature difference along the stack
of 368 °C that are documented in good detail in their paper.

The experimental setup used in this work was the same de-
scribed before in connection with Fig. 7.

Figure 8 shows the computed steady-state pressure dis-
turbance at the cold end of the tube for a mean pressure of
307 kPa and a temperature difference along the stackDT
5368 K. The solid line is for v052658.6 s21, kn

50.42 m2/s and the dashed line forv052924.4 s21, kn

50.21 m2/s. The corresponding linear spectra are shown by
the curves marked with stars and diamonds, respectively, in
Fig. 2. The two waveforms are very similar to each other, in
particular for what concerns the period and the amplitudes of
the positive and negative portions. The main difference is the
greater amount of fine structure present in the dashed curve
that reflects the weaker attenuation of the higher modes evi-
dent from Fig. 2. The corresponding spectra are shown in
Fig. 9, where also one observes mainly differences in the
high-frequency components.

These results should be compared with those shown in
Figs. 4 and 5 of Atchleyet al. ~1990!. Qualitatively, the nu-
merical results are close to the experimental ones. The pe-
riod, 1.95 ms, is identical within the precision with which it
can be read from the figure. The waveform exhibits a strong

FIG. 6. Unsmoothed~solid line! and smoothed temperature distributions for
the simulation of the case studied by Atchley~1994! and shown in Fig. 7.
The dotted and dashed lines are the distributions after applying the smooth-
ing operation of Part I 100 and 310 times, respectively.

FIG. 7. Pressure versus time at the cold end of the prime mover for the case
studied by Atchley~1994! described in the text.~a! shows the initial buildup
of the oscillations,~b! shows the long-term evolution of the system to steady
state. The dashed lines portray an exponential growth with the growth rate
of 5.13 s21 of the exact linear theory.
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asymmetry, with the negative amplitude much smaller than
the positive one. The general spectral shapes also compare
favorably with the spectrum flattening out 35–40 dB below
the fundamental around the 6th to 7th harmonic. The major
difference between calculations and experiment is the ampli-
tude, that is about 24.7 kPa according to Fig. 8, but 13.5 kPa
in the data.

Atchley ~private communication! has pointed out to us
that his temperature data were obtained from a thermocouple
near the outer wall of the tube and, at such high power, a
substantial temperature nonuniformity across the hot stack
could be expected, as large as 50 K, with a likely value of
20–30 K. The present model is below the instability thresh-
old if DT is reduced by 50 K. The result for a reduction of 25
K is shown in Fig. 10. Now the maximum pressure distur-
bance is 14.6 kPa, with the period~1.97 ms! hardly affected.
However, the waveform shown in Fig. 10 exhibits a front
less steep than the experimental one.

Other features of the results that can be compared with
experiment are the ratio of the positive and negative ampli-
tude, and the time interval between the zero crossings, e.g.,
of the positive part of the wave. The data for these quantities
are 1.53 and 0.77 ms.~The latter quantity may, however, be
affected by the fact that the experimental waveform exhibits
some dc bias as the net area under the curve does not seem to
vanish.! For the two computations of Fig. 8 the positive/
negative ratio is 2.29 and 2.37, while the interval between
zero crossings is 0.82 ms. For the smallerDT case of Fig. 10,
the corresponding values are 1.97 and 0.90 ms.

Clearly, there are discrepancies between data and theory.
Unfortunately, on the basis of the available information it is
not clear whether the origin of the observed differences re-
sides in the approximations of the present model or in the
data. More detailed experiments would be highly desirable to
help resolve the matter.

Atchley et al. ~1990! also report results for a smaller

temperature gradient, withDT5325 K. In our model this is
just below threshold, with Imv150.44 s21. In view of the
extreme sensitivity of a system so close to threshold to even
minute adjustments of parameters or operating conditions,
we do not feel that a comparison with these data would be
meaningful.

As a last topic we give two examples that illustrate the
effect of the tube’s cross-sectional area distribution. The con-
ditions and the system simulated are the same as in Fig. 8
except that the cross-sectional area of the midsection of the
tube, for 1

2L,x, 3
4L, is given by

S~x!5S0F11C cos2 pS 2x

L
21D G2

,

for 1
4 L<x< 3

4 L. ~43!

while S5S05 1
4p(3.82)2 cm2 elsewhere~except for the stack

region!. Figure 11 shows the steady-state pressure distribu-
tion at the cold end of the tube forC50.2. The pressure
amplitude is now about five times that found for the
constant-area case. The formation of a shock is also evident
from the figure. If the tube is narrower in its central region,

FIG. 8. Steady pressure waveform for a temperature difference between the
hot and cold ends of the stackDT5368 K and the conditions of the experi-
ment of Atchleyet al. ~1990! described in the text. The solid line is for
v052658.6 s21, kn50.42 m2/s, the dashed line forv052924.4 s21, kn

50.21 m2/s. The corresponding linear spectra are shown, respectively, by
the stars and the diamonds in Fig. 2.

FIG. 9. Spectra of the pressure waveforms of the previous figure;~a! is for
v052658.6 s21, kn50.42 m2/s, ~b! for v052924.4 s21, kn50.21 m2/s. The
corresponding linear spectra are shown, respectively, by the stars and the
diamonds in Fig. 2.
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on the other hand, we have the result shown in Fig. 12 for
C520.2. The amplitude of the wave is now reduced by
about 3% to approximately 24.4 kPa with respect to the con-
stant area case. While the amplitude is not much different,
the waveform is strongly affected with a markedly smaller
steepening. These results are consistent with the correspond-
ing linear ones presented in Part I.

V. CONCLUSIONS

In this paper we have adapted the model introduced in
Part I to the nonlinear regime and we have described a reli-
able numerical method for its integration. The numerical re-
sults agree very well with experiment for the case of a reso-
nantly driven tube. For a thermoacoustic prime mover, the
model has been shown to describe the growth and eventual
saturation of the oscillations. While the qualitative predic-
tions match observation, the computed wave amplitude for a
case studied by Atchleyet al. ~1990! exceeds the experimen-
tally reported one. It does not seem possible to reach definite

conclusions on the reason for this discrepancy at this time. It
is possible that in the experiment the actual temperature dif-
ference along the stack was less than the nominal value. It
would also appear from the reported experimental waveform
~Fig. 4 of Atchleyet al.! that the mean of the pressure over
the wave is not zero. We have also found that the simulation
of this case is very sensitive to details of the temperature and
cross-sectional area distribution. Lastly, the model requires
the introduction of a certain number of approximations con-
cerning critical terms that govern the energy exchange be-
tween the stack and the wave, and it is possible that the
results are negatively affected by these approximations.

A more detailed characterization of future experiments
would be desirable to resolve some of these points. Hope-
fully, this paper will stimulate such further experimental
work. On the theoretical side, better approximations of the
energy exchange terms of the model should be sought. To
this end we are currently pursuing the idea mentioned at the
end of Sec. II.

Even with the limitations and uncertainties that affect it,
the simplified mathematical model that we have developed is
of some interest. In the first place, it is the only model to date
capable of describing the time-dependent behavior of ther-
moacoustic prime movers. Second, it can be used to compare
design options. For example we have found that, under iden-
tical conditions in the stack, a device with a thicker cross
section in the central part will develop a much stronger wave
than one with a constant cross section.

Clearly, the present formulation can be extended in sev-
eral directions. In the first place, we can account for heat
conduction in the stack. Second, we can extend the model to
the refrigerator case. Third, we can pursue the nonlinear as-
pects at the analytical level by using the techniques of
weakly nonlinear stability theory. Efforts in all these direc-
tions are currently under way.
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Characterization of porous piezoelectric ceramics: The length
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Tomás E. Gómez Alvarez-Arenasa) and Francisco Montero de Espinosa
Instituto de Acu´stica, C.S.I.C., C/Serrano 144, 28006 Madrid, Spain

~Received 24 March 1997; accepted for publication 31 July 1997!

Porous piezoelectric ceramics and 0–3/3–3 connectivity piezoelectric composites are normally
characterized following the Standards on Piezoelectricity. Nevertheless, these materials are not
homogeneous and losses are significant. New constitutive and wave equations have been obtained
recently for these kind of materials. The objective of this paper is to derive new definitions for the
electromechanical coupling coefficients and a suitable characterization procedure according to the
new constitutive and wave equations previously mentioned. In particular, the case of the length
expander bar mode is analyzed in detail. The study of resonant elements requires the use of suitable
boundary conditions. In this case the boundary conditions are borrowed from the theory of
poroelasticity and extended for a piezoelectric material. Finally the procedure is applied to
characterize a commercial porous piezoelectric ceramic. ©1997 Acoustical Society of America.
@S0001-4966~97!05211-9#

PACS numbers: 43.38.Ar, 43.20.Jr, 43.38.Fx@SLE#

INTRODUCTION

A number of papers1–3 have introduced a new theoreti-
cal frame to study porous piezoelectric ceramics and 0–3/
3–3 connectivity piezoelectric composites. A new system of
constitutive equations for these types of two-phase materials
was presented in Refs. 1–3. These constitutive equations
consider the interaction between the phases that build up the
material and therefore permit a better understanding of the
behavior of such materials.

The theory was applied to different porous commercial
ceramics which are actually a particular case of a 3–3 con-
nectivity biphasic material1,2 and to highly loaded epoxy-
ceramic powder composites3 whose real electrical and me-
chanical connectivity should be located somewhere between
the 0–3 and 3–3 ideal configurations. It was shown that the
behavior of these materials can be better explained within the
frame of this new theoretical scenario than if they are con-
sidered homogeneous.

The application of the Standards on Piezoelectricity4 to
characterize porous piezoelectric ceramics and 0–3/3–3 con-
nectivity piezoelectric composites is not straightforward be-
cause these materials are not homogeneous as the standards
suppose. This limitation was shown in Ref. 5 where different
electromechanical coefficients were measured for different
minor phases in the same porous piezoelectric ceramic. Un-
expected changes of the piezoelectric constant of the samples
were observed and forbidden mechanical resonances of the
thickness vibrations appeared. Nevertheless it is possible to
find a reasonable explanation of these measurements in terms
of the interaction between the phases that constitute the
sample.

The first problem to solve in order to study the resonant
modes of a finite and porous piezoelectric sample is the de-

termination of suitable boundary conditions. To this end, the
theory of poroelasticity is used and extended to be applied to
a piezoelectric material. Once wave equations and boundary
conditions are established, the sample can be characterized.

It is the objective of this paper to present a characteriza-
tion procedure for porous piezoelectric ceramics consistent
with the theoretical frame obtained from Refs. 1–3. Section I
presents a short review of the constitutive equations of 0–3
and 3–3 piezoelectric composites. Section II briefly reviews
the derivation of wave equations for this problem. Section III
analyzes the boundary conditions suitable for a porous piezo-
electric ceramic. In Sec. IV a new definition of the electro-
mechanical coupling coefficients is introduced accordingly
with the new constitutive equations. Sections V and VI ana-
lyze the length expander case: vibration modes and electrical
impedance. A new characterization procedure is then pro-
posed and applied to some experimental cases. The results
are compared with those obtained from the standard charac-
terization procedure.

I. CONSTITUTIVE RELATIONS FOR POROUS
PIEZOELECTRIC CERAMICS

Constitutive relations for 3–3 and 0–3/3–3 connectivity
composites were obtained in Refs. 2 and 3. The Gibbs en-
ergy is presented as an addition of the contributions due to
each phase. Constitutive relations and thermodynamical defi-
nitions of the properties of the material are obtained from the
expansion of the Gibbs free energy up to second derivatives
order. The result is a set of linear and coupled constitutive
equations. The main feature of these relations is that the
properties of the composite are not a linear combination of
the properties of each component. On the contrary, new
terms appear in which different ways of interaction between
phases are considered.

If only one component of the composite has piezoelec-
tric properties, the constitutive relations can be written as:2

a!Present address: Ultrasonic Research Group, E&EE Department, Univer-
sity of Strathclyde, 204 George Street, G1 1XW Glasgow, U.K.
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Si j 5
T* E* si jkl Tkl1

E* mi jkl Tkl* 1ET* d̃ni jEn*

Si j* 5E* mi jkl Tkl1
TE* si jkl* Tkl* 1ETdni j* En*

~1!

Di* 5ETdikl* Tkl* 1ET* d̃ iklTkl1
TET* e i l* El* 1TT* Ail El

Di5
TT* Ail El* 1E* e i l El ,

wheresi jkl are the elastic compliances,e i j the dielectric per-
mittivities, anddi jk the piezoelectric coefficients. The piezo-
electric coefficients couple the dielectric and elastic energy
systems. In addition, some new coupling parameters appear
in Eqs. ~1!. These parameters link the properties of the
phases:m ~elastic coupling parameter!, A ~dielectric cou-
pling parameter!, andd ~new piezoelectric coupling param-
eter!.

The superscripts~T, D, E, andS! mean that the affected
magnitude~m, s, d, A, and e! is measured at such condi-
tions that those magnitudes appearing as superscripts are
kept constant. In addition, the asterisk over the magnitudes
S, T, D, or E is used to denote the two different components
of the medium~the asterisk is used for the piezoelectric
solid!.

Another useful representation of the constitutive rela-
tions is shown in Eqs.~2!:2

Ti j 5
S* E* ci jkl Skl1

E* ni jkl Skl* 2ES* zni jEn*

Ti j* 5E* ni jkl Skl1
SE* ci jkl* Skl* 2ESeni j* En*

~2!

Di* 5ESeikl* Skl* 1ES* z iklSkl1
SES* e i l* El* 1SS* Ail El

Di5
SS* Ail El* 1E* e i l El ,

whereci jkl are the elastic compliances,ni jk are the elastic
parameters that couple the phases,ei jk are the piezoelectric
constants, andz ik j are the new piezoelectric parameters that
couple the phases.

II. WAVE EQUATION FOR A FLUID-SATURATED
POROUS PIEZOELECTRIC CERAMIC

The constitutive relations presented in the previous sec-
tion are quite general and suitable for any 3–3 or 0–3/3–3
connectivity piezoelectric composite. Nevertheless, the inter-
est is now focused on the study of wave equations for the
particular case of a fluid-saturated 3–3 connectivity porous
piezoelectric ceramic. Different reasons can be given to sup-
port the study of this particular case. From the theoretical
point of view, this case is particularly interesting for the
parallelism that can be traced with Biot’s theory.6,7 From the
experimental point of view, porous piezoelectric ceramics
are more easily handled that 0–3/3–3 connectivity nonpo-
rous piezoelectric composites and the piezoelectric properties
can be measured more accurately for porous piezoelectric
ceramics than for 0–3/3–3 nonporous piezoelectric compos-
ites.

In 1956 M. A. Biot6,7 developed a theory of sound
propagation in fluid-saturated porous solids. This theory has
been widely applied to a great number of very different
cases. More recently this theory has been extended to con-
sider the interaction of acoustic waves with electric fields in

relationship to electroseismic waves8 and finally, as men-
tioned previously, to the piezoelectric effect.2,3

The main hypothesis of the Biot’s theory are also as-
sumed here:~1! There is an interconnected pore space~3–3
connectivity! filled by a fluid; ~2! The fluid can move inside
the pores;~3! The wavelength of the acoustic wave is much
greater than the typical pore or grain size so that scattering
effects are neglected and displacements in each phase are
defined as an average displacement over a volume much
higher than the volume associated to individual pores or
grains. With these assumptions Biot developed his theory
from: ~1! A system of constitutive equations for the whole
material~fluid and solid!; ~2! Darcy’s law and the calculation
of viscous friction between the solid and fluid; and~3! A
coupled system of momentum equations for the whole mate-
rial. For a porous piezoelectric ceramic it is supposed that the
same procedure can be followed but instead of using the
constitutive equations derived by Biot, Eqs.~1! are used.
Then, the one-dimensional momentum equations derived by
Biot in 1956 can be written in this case as

r*
]2

]t2 j i* 1rc

]2

]t2 j i1b
]

]t
~j i* 2j i !5

]T1i*

]x1 ~3!

rc

]2

]t2 j i* 1r
]2

]t2 j i2b
]

]t
~j i* 2j i !5

]T1i

]x1
,

wherej andj* are the displacement vectors of the fluid and
the piezoelectric solid, respectively, and are defined asS1

5]j1 /]x1 andS1* 5]j1* /]x1 . The right-hand side terms are
the generalized forces over fluid and solid parts of the com-
posite, respectively. The third term in the left-hand side of
the equations~containing the coefficientb! represents the
friction force in thex1 direction per unit volume of bulk
material. These terms originate from viscous drag between
the solid and fluid. Finally,r* , r, andrc are density coeffi-
cients related to the density of the solid, the density of the
fluid, and the inertial coupling between the phases. In par-
ticular, rc is given by rc5rf(12u) where u is the pore
tortuosity. The calculation of this parameter is discussed in
Appendix B.

The majority of the problems of interest deal with purely
longitudinal or purely shear propagating waves. Biot shows6

that both waves are also decoupled in the propagation
through an infinite porous medium. Without loss of general-
ity, the wave equations for longitudinal waves propagating
along thex1 axis can be written as

r*
]2

]t2 j i* 1rc

]2

]t2 j i1b
]

]t
~j i* 2j i !

5SE* c1i1k*
]2jk*

]x1
2 1E* n1i1k

]2jk

]x1
2 2ESek1i*

]Ek*

]x1
~4!

rc

]2

]t2 j i* 1r
]2

]t2 j i2b
]

]t
~j i* 2j i !

5E* n1i1k

]2jk*

]x1
2 1S* E* c1i1k

]2jk

]x1
2 2ES* zk1i

]Ek*

]x1
.
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Since the waves are assumed plane, all partial deriva-
tives with respect tox2 andx3 are zero and an electric field
can exist only alongx1 . In addition, it is supposed that both
phases are electrical insulators. Then, with the use of Eqs.
~1!, Eqs.~4! become~longitudinal and unidirectional case!:

r*
]2

]t2 j1* 1rc

]2

]t2 j11b
]

]t
~j1* 2j1!

5SE* c11* S 11
~SEe11* !2

e11
eff SE* c11*

D ]2j1*

]x1
2

1E* n11S 11

SEe11*
S* Ez11

e11
eff E* n11

D ]2j1

]x1
2 ,

~5!

rc

]2

]t2 j1* 1r
]2

]t2 j12b
]

]t
~j1* 2j1!

5E* n11S 11

SEe11*
S* Ez11

e11
eff E* n11

D ]2j1*

]x1
2

1S* E* c11S 11

S* z11
2

e11
eff S* E* c11

D ]2j1

]x1
2 ,

where

e11
eff5SDS* e11* 5SES* e11* S 12

~SS* A11!
2

E* e11
SES* e11*

D , ~6!

and the matrix notation has been employed.

III. BOUNDARY CONDITIONS IN THE INTERFACE
BETWEEN A POROUS MEDIUM AND AN ELASTIC
CONTINUUM

The characterization of piezoelectric materials usually
involves the study of the resonances of certain sample geom-
etries such as plates, bars, or disks. In order to apply the
constitutive equations and wave equations previously devel-
oped, it is necessary, first, to derive boundary conditions
suitable for the problem. Two different kinds of boundary
conditions have to be studied: mechanical and electrical
boundary conditions.

The mechanical boundary conditions at the interface be-
tween a fluid-saturated porous solid and an elastic continuum
were first studied by Deresiewiczet al.9,10 In this case the
interest is focused on the acoustic wave interaction with a
plane interface separating a fluid~air! and a fluid-saturated
porous ceramic. This interaction is governed by four bound-
ary conditions.11 Three of them, namely the continuity of
normal stress and displacements and the disappearance of the
transverse stress at the interface, are the usual conditions
required at ordinary fluid/solid interfaces. The only concep-
tual difference in the case of permeable solids is that the
continuity of the normal displacements has to be modified to
express the conservation of fluid volume (jn8):

jn85fjn1~12f!jn* , ~7!

wheref is the porosity and the subindexn specifies normal
displacements components.

The fourth boundary condition is Darcy’s law applied to
the surface pores of the porous solid:

p2p85 ivZsf~jn2jn* !, ~8!

wherep andp8 are the pressures of the fluid in the pores and
in the free space, respectively, andZs is a surface impedance
defined as the ratio between the discontinuity in pressure and
the relative volume velocity of the fluid with respect to the
porous solid.

Two limiting cases are normally considered:~a! open-
pore surface and~b! sealed-pore surface. In the first case it is
supposed that the fluid inside the porous solid can flow out
and into the porous solid without any resistance (Zs50). On
the other hand, for the sealed-pore surface case, it is sup-
posed that the fluid meets an infinite resistance to flow out or
into the porous solid (Zs5`). Intermediate cases lay in be-
tween these limits, yet the main problem is the determination
of Zs . Some experimental results and analytical calculations
were shown in Ref. 11 but there is a lack of experimental
data on this specific point and normally one of the two ap-
proximations is considered.

In this paper, open-pore conditions are considered. In
fact, in the system considered the size of the pore is large
enough to ensure that viscous skin effects are negligible at
the working frequencies used in this work. In addition, as the
samples can be saturated or dried out easily, it is known that
the fluid can flow in and out of the porous media without
difficulties.

The electric boundary conditions are obtained by consid-
ering that at the interfaces where the boundary conditions
must be applied there is an uniform metallization~i.e., the
interface is covered by a thin layer of a perfect electrical
conductor!. The same boundary conditions as in the homo-
geneous case are, therefore, used here.

IV. DEFINITION OF THE ELECTROMECHANICAL
COUPLING COEFFICIENTS OF A POROUS
PIEZOELECTRIC CERAMIC

The electromechanical coupling coefficients provide an
important measure of the performance of piezoelectric mate-
rials as electroacoustic transducers. These coefficients are
nondimensional factors related to the ratio of mechanical
work available to electrical energy stored. In order to obtain
a definition of the electromechanical coefficients of a porous
ceramic, the same procedure as that employed in the IEEE
Standard on Piezoelectricity4 is now followed.

Let us consider the sample geometry and electrode con-
figuration depicted in Fig. 1. In particular, the element is
silverplated on faces perpendicular tox3 ~the polar axis!.
Cross-sectional dimensions are small compared with its
length. Due to its geometry this is, essentially, a one-
dimensional problem. Open-pore conditions are considered
at the surfaces. On the electroded surfaces:E1* 5E2* 5E1

5E250 and since the thicknesst is very smallE1* 5E2*
5E15E250 is considered throughout the bar along with
E3* 5E3 . In a similar way,T35T250 andT1Þ0 represent
the stress conditions along the propagation throughout the
bar. Therefore for this particular case, the constitutive equa-
tions ~1! can be written as
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S15T* E* S11T11E* m11T1* 1ET* d̃31E3*
~9!

S1* 5E* m11T11TE* s11* T1* 1ETd31* E3*

D3
total* 5ETd31* T1* 1ET* d̃31T11TT* e33

effE3 ,

whereTT* «33
eff5(TT*«33* 12TT* A331

TT* «33) and matrix nota-
tion was used.

The sample is subjected to the electromechanical cycle
shown in Fig. 2. It is placed under electrical short circuit as a
stressT1 is applied to both phases@leg AB in Fig. 2~a!#. The
element is free to expand so thatT1 is the only nonzero stress
component. The total stored energy per unit volume at point
B is W11W2 . Prior to removal of the lateral stressT1 , the
element is open circuited and connected to an ideal electric
load to complete the cycle~leg BC!. As work is done on the
electrical load, the strain returns to its initial state. For the
idealized cycle shown, the workW1 done on the electric load
and the part of the energy unavailable to the electric loadW2

are related to the coupling factork31 as follows:

k31
2 5

W1

W11W2
. ~10!

Using the procedure outlined before~Fig. 2! and Eqs.
~9!, quantitiesW1 and W2 are calculated. From this results
and Eq.~10! we obtain

k31
2 5

~ETd31* !2

p* e33
eff TE* s11*

122a~E* m11/T* s11!1a2~Ts11* /T* s11!

@12~E* m11!
2/~T* s11

Ts11* !#
,

~11!

wherea is defined as the ratio of the two piezoelectric con-
stants:a5ET* d̃31/ETd31* .

Following a similar procedure, thek33 electromechanical
coupling coefficient is obtained:

k33
2 5

~ETd33* !2

TT* e33
eff TE* s33*

122a~E* m33/T* s33!1a2~Ts33* /T* s33!

@12~E* m33!
2/~T* s33

Ts33* !#
,

~12!

wherea in this case is defined asa5ET* d̃33/ETd33* .
The expressions obtained for the electromechanical cou-

pling coefficients resemble the classical expressions, affected
by a factor that depends on the coupling mechanisms be-
tween the components of the sample.

V. LOW-FREQUENCY EXTENSIONAL VIBRATIONS OF
POROUS PIEZOELECTRIC BARS: LENGTH
EXPANDER MODE WITH FIELD PERPENDICULAR TO
LENGTH

For this particular case, the wave equations are easily
obtained if the strains in Eqs.~9! are expressed as the inde-
pendent variable:

T1* 5

T* s11S1* 2Em11S12~T* s11d31* 2Em11d̃31!E3

T* s11
Ts11* 2~Em11!

2

~13!

T15

Ts11* S12Em11S1* 2~Ts11* d̃312
Em11d31* !E3

T* s11
Ts11* 2~Em11!

2
.

Substituting Eqs.~13! into momentum equations~3!,
considering plane wave propagation:j15j0 exp@i(kx1vt)#
andj1* 5j0* exp@i(kx1vt)# ~wherek is the wave vector and
v the angular frequency! and the insulating case:]D3 /]x
50, the following system of equations is obtained:

T* s11j0* 2Em11j0

T* s11
Ts11* 2~Em11!

2
k25v2r* j0* 1v2rcj0

2 ivb~j02j0* !
~14!

Ts11* j02Em11j0*
T* s11

Ts11* 2~Em11!
2

k25v2rj01v2rcj0*

1 ivb~j02j0* !.

Solving this system of equations, two different values
for k are obtained, which correspond to two different longi-
tudinal modes~fast and slow! that are equivalent to the two
Biot’s longitudinal modes in a nonpiezoelectric fluid-
saturated porous solid. An useful parameter to look at the
physics of the problem is the ratio between the displacements
in each phase for every propagating mode:

FF,S5
2Em11kF,S

2 2v2rcV1 ivbV

T* s11kF,S
2 2vr* V2 ivbV

, ~15!

whereV is given by

V5T* s11
Ts11* 2~Em11!

2. ~16!

In general, solid and fluid parts of the material are
moved nearly in phase under the action of the fast longitu-

FIG. 1. Schematic representation of the geometry of the sample and elec-
trode configuration for the calculation of thek31 electromechanical coupling
coefficient of a porous piezoelectric ceramic.

FIG. 2. Ideal and quasi-static electromechanical cycle for the determination
of the electromechanical coupling coefficients.
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dinal wave. On the contrary, the oscillation of solid and fluid
components tends to be out of phase~180°! when the slow
longitudinal wave is considered. In addition, the oscillation
amplitude in the fluid particles is much higher in the case of
the slow longitudinal wave, while the fast longitudinal wave
generates amplitudes of oscillation of similar magnitude in
both phases.

Considering sinusoidal excitationE35E0 exp(ivt) then
the displacements inside the bar of Fig. 1 are given by

j15S A sin
xv

nF
1B cos

xv

nF
1C sin

xv

ns
1D cos

xv

ns
D
~17!

j1* 5S AFF sin
xv

nF
1BFF cos

xv

nF
1CFs sin

xv

ns

1DFs cos
xv

ns
D ,

wherenF andnS are the velocities of propagation of the fast
(F) and slow (S) longitudinal modes, respectively.

From the previous discussion it is clear that for the uni-
dimensional bar case and open pore conditions, the boundary
conditions to be imposed atx50 andx5L areT1* 5T150.
Considering these boundary conditions the coefficientsA, B,
C, andD can be calculated and the problem is completely
solved. Analytical expressions for these coefficients are
given in Appendix A.

The admittance of a piezoelectric and homogeneous vi-
brating bar is given by

1

Z
5

1

V
5

w*0
l Ḋ3 dx

*0
l E3 dz

. ~18!

For the case considered here the total electric displace-
ment field must be considered:D3

T5D31D3* , which was
defined in Eqs.~9!

From Eqs.~13!, the definitions ofS1 and S1* and the
solutions forj1 andj1* @Eqs.~16! and ~A1!–~A4!#, the fol-
lowing expression for the electric displacement field is ob-
tained:

D3
T5TT* e33

eff~12k31
2 !E01TT* e33

effk31
2 kFS cos

xv

nF

2sin
xv

nF

cos~ lv/nF!21

sin~ lv/nF! DE0

1slow wave contribution, ~19!

where

kF5
12FSa

FF2FS

FF
T* s111aTs11* 2~aFF11!Em11

T* s1122Em11a1Ts11* a2
, ~20!

and the definition ofk31 given by Eq.~11! has been used.
The slow wave contribution is easily obtained by swapping
the F andS indices.

Finally, substituting the expression for the electric dis-
placement field~19! into ~18!, the expression of the admit-
tance of the piezoelectric and porous bar is obtained:

1

Z
5 iv

lw

t
TT* e33

effF ~12k31
2 !1kFk31

2 tan~ lv/2nF!

lv/2nF
G

1slow wave contribution. ~21!

In many real cases the slow wave becomes negligible
and is not observed. This fact is due to many different
factors12 with the high attenuation of this mode the most
important one. In these cases, the contribution of the slow
wave can be neglected, and the characterization procedure is
based only on the contribution of the fast wave. Neverthe-
less, if the slow wave is observed then more information
about the properties of the sample are obtained. In the fol-
lowing section a characterization procedure for the most
common but restrictive case of negligible slow wave is pre-
sented.

Before moving forward to the characterization proce-
dure it is important to point out that expression~21! reduces
to the expression used in the Standards on Piezoelectricity4

when the sample behaves as an homogeneous material and
the coupling between the phases disappears. If the coupling
mechanisms become negligible then:Em115d315b5ra

50. As the material behaves as an homogeneous sample and
fluid and solid moves equally; that meansFF51, FS50.
Then the following is finally obtained:

kF51
~22!

k31
2 5

~d31* !2

TT* e33
eff TE* s11

*
,

and these expressions give rise to the following impedance:

1

Z
5 iv

lw

t
e33

effF ~12k31
2 !1k31

2 tan~ lv/2nF!

lv/2nF
G , ~23!

which is similar to the homogeneous case.

VI. CHARACTERIZATION PROCEDURE FOR POROUS
PIEZOELECTRIC BARS AND EXPERIMENTAL
RESULTS

The mechanical resonance frequencyf r of the bar is
obtained at the frequency at which the admittance@Eq. ~21!#
becomes infinite. When the contribution of the slow wave
can be neglected~as indicated in the previous section!, this
frequency (f r) is obtained from:

f r5
nF

2l
, and tan

lv

2nF
5`. ~24!

This resonance is followed by an antiresonance fre-
quency (f a) defined as the frequency at which the admit-
tance is zero. Using these definitions, the next expression is
obtained from Eq.~23!:

k31
2 21

kFk31
2 5

tan@p/2~ f a / f r !#

p/2~ f a / f r !
. ~25!

The electromechanical coupling coefficient (k31) can be
obtained by measuring the resonance and antiresonance fre-
quencies. The difference in comparison to the standard pro-
cedure is that now a correction factor applies. This factor
takes into account the influence of the coupling mechanism
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between the phases as well as the effects of the dynamics of
the two propagating modes. The following characterization
procedure is proposed:

~1! The sample is characterized at empty pore condition
~air saturation!. In this case the coupling mechanisms be-
tween the phases are negligible. The following parameters
are measured: the electric capacity at 1 kHz, the resonance
and antiresonance frequencies~f a and f r! of the impedance,
and the weight. From these measurements, the following pa-
rameters are calculated:Ts11* , e33* , andd31* .

~2! The sample is saturated with a fluid~e.g., an oil, a
polymer before curing, etc.! and the same procedure as be-
fore is repeated. The following parameters are calculated: the
velocity of the fast wave,nF , the dielectric permittivity,e33

eff ,
and the porosity,f. In some cases it could be possible to
measure the velocity of the slow longitudinal case. Neverthe-
less, as this mode is considered negligible, this measurement
is not considered.

~3! If the fluid used to saturate the porous ceramic is not
known, the following parameters must be measured: density,
velocity of sound, and viscosity. The parameterT* s11 is ob-
tained from

T* s11>
1

fnfluid
2 rfluid

, ~26!

which corresponds to the effective elastic parameter of the
fluid space obtained from the simple Voigt mixture rule~par-
allel connection!.

~4! The porous structure is characterized: pore size and
shape. The parametersb ~flux resistivity! andra are obtained
from the expressions provided from Biot’s theory;8–15 see
Appendix B for a brief explanation.

~5! The wave equations~14! are applied to the data pre-
viously calculated, and the following parameters are ob-
tained:Em11, ns , FF , andFS ~if the slow wave is observed,
thennS can be experimentally obtained!. The procedure in-
volves the solution of Eqs.~14! for Em11 using the data of the
measured velocity of the fast longitudinal mode. OnceEm11

has been determined, this value is used to calculate the ve-
locity of the slow wave and theFF andFS coefficients.

~6! Finally the expression for the admittance~23! and
the definition of the electromechanical coupling coefficient
~6a! are applied.d31 andk31 are obtained and the material is
completely characterized. The calculation of these param-
eters is performed by means of an iterative method as it is
not possible to obtain an exact expression for them. An ini-
tial guess ford31 is used and steps~5! and ~6! are repeated
until the convergence is found. Usually, the convergence is
met before 15 iterations. Appendix C shows some of the
aspects to consider for the numerical solution of the problem.

To illustrate the procedure, it is now applied to charac-
terize a bar of a porous piezoelectric ceramic. The dimen-
sions are 19 mm32 mm30.34 mm. The material is a com-
mercial modified lead metaniobate, manufactured by
Keramos. Two fillers were used, first a silicone oil and then
an epoxy resin. In the case of the epoxy resin the cure pro-
cess of the resin inside the pores was monitored, and the
sample was characterized at a number of points. Details
about the curing process of the resin are explained in Ref. 2.

The first step is to verify the assumption that the slow
wave contribution is negligible. Using an HP 4194A imped-
ance analyzer, the admittance of the saturated bar was dis-
played within a wide frequency range. Additional resonance
peaks at low frequency due to the appearance of an addi-
tional slow longitudinal mode cannot be observed in this
material either at air saturation or at oil/epoxy saturation.
This fact led us to assume that in this case it is reasonable to
ignore the presence of the slow wave in order to calculate the
admittance of the porous bar.

Now it is possible to follow the characterization steps
previously described. The HP 4194 A impedance analyzer
was used for the electrical measurements. The results of the
measurements for oil saturation and epoxy~fluid! saturation
are shown in Table I.

In order to characterize the porous structure, SEM mi-
crographs were taken and analyzed in a computer. Pore size
and geometry can be obtained from the micrographs. Never-
theless, and due to the very irregular geometry of the pores,
it is impossible to provide exact values for those magnitudes
and therefore pore size and pore tortuosity cannot be deter-
mined with absolute accuracy. It is observed that the pore
size changes between 1 and 5 micrometers. In addition, the
tortuosity must be determined from theoretical expressions
that depend on the shape of the pores or the grains. As actual
pores and grains do not have an ideal shape, then the theo-
retical predictions provide a range of variation for the tortu-
osity rather than an exact value~Appendix B!. In Appendix
B it is shown that the sensitivity of the final output (k31) is
very low or negligible to the actual variations of the pore size
and that the use of different expressions to evaluate the tor-
tuosity do not lead to different results. However, these are
not the only parameters subjected to experimental errors~al-
though they are those for which the errors are thought to be
the highest! and any other of the material properties that
must be measured beforehand is subjected to a certain degree
of uncertainty. These errors may propagate during the itera-
tive procedure proposed to solve the problem. This should be
checked as it has been done here for the pore size and the
tortuosity ~Appendix B! to find out the influence of these
errors over the accuracy of the final output.

Wave equations~14! are solved by the procedure out-
lined in Appendix C for the data shown in Table I. The
results are summarized in Table II. The value of the electro-
mechanical coupling coefficient obtained from the standard
method is also shown. The most interesting effect is that the
values of thek31 coefficient calculated by means of the stan-
dard procedure are much higher~40% for the oil saturation
and 56% for the epoxy saturation! than the figures obtained
by the new technique presented here. The overestimation of
the classical results originates from the fact that the two-
phase nature of the sample is not considered and, therefore,
the interactions between the components are neglected. It is
known from Refs. 1 to 3 that the effect of the new coupling
mechanisms is that the conversion of energy from mechani-
cal to electrical can take place also through the minor and
passive phase and not exclusively through the piezoelectric
effect in the active phase. Therefore, not all the converted
energy from mechanical to electrical and vice versa can be
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attributed exclusively to the piezoelectric effect in the active
phase. This is the main reason to explain why the corrected
values provide a lowerk31 electromechanical coefficient
compared with the value measured using the standard proce-
dure and the assumption that the sample is homogeneous.

Figure 3 shows the evolution of the electromechanical
coupling coefficient (k31) during the curing of the epoxy
embedded in the porous ceramic. The results obtained with
the new technique~closed circles! are compared with those
obtained from the standard technique~closed squares!. In
order to quantify the curing process the velocity of sound in
the sample is considered. This parameter is easily measured
and reflects very well the real state of the epoxy in the
pores.2

As before, it is observed that the classical values are
much higher than the values obtained by the new procedure.
In addition, the classical values present a rather strange evo-
lution. In the first stages of the curing process, the electro-
mechanical coupling coefficient increases, but after a steady
state, it decreases again so that thek31 coefficient of the
epoxy-saturated ceramic is lower when the epoxy is solid
than when it is fluid. This result is not confirmed by the new
procedure. In this case, the electromechanical coupling coef-
ficient increases continuously due to the stiffening of the
epoxy inside the pores. When, finally, the epoxy solidifies,
both results are quite close. This could be produced by the
fact that the high stiffness of the epoxy produces a lower
mechanical and piezoelectric coupling between the phases.

The gel transition can be observed in the evolution of thek31

as a slight change of the shape in Fig. 3 (v'3250 m/s).
Finally, it must be pointed out that for the final point, where
the epoxy is fully solidified, the procedure explained here is
working beyond the initial assumptions, as the minor phase
is not a fluid.

As a first verification of this procedure, the obtained
Em11 parameter for the points presented in Fig. 3 were ana-
lyzed. As is explained in Appendix C, the parameterEm11

only depends on the structure of the porous ceramic, and not
on the fluid saturating it. Therefore it is expected that the
calculatedEm11 parameter at each step in the curing process
should be the same. The averaged value and deviation of
Em11 at 19 points during the cure process~as shown in Fig.

FIG. 3. Electromechanical coupling coefficient of an epoxy-saturated po-
rous piezoelectric ceramick31 versus the velocity of sound propagation.
Standard results~closed squares!. Proposed procedure~closed circles!.

TABLE I. Experimental measurements for the characterization of an oil-saturated and an epoxy-saturated
porous piezoelectric ceramic.

Porous
ceramic

Saturated ceramic Filler

Fluid epoxy Oil Fluid epoxy Oil

Relative dielectric
constant

603 699 625 6.0 3.0

Density (kg/m3) 5472 5555 5549 1100 950

Resonance
frequency~kHz!

74.63 93.81 79.65 *** ***

Antiresonance
frequency~kHz!

76.85 96.7 81.85 *** ***

Piezoelectric
constantd31 ~C/m!

26.5310211 *** *** *** ***

Velocity of sound
propagation~m/s!

2835 3190 3027 1830 1000

TABLE II. Obtained results from the characterization of the saturated po-
rous ceramic~Table I!. Both the Standard and the new technique results are
shown.

Oil saturation Epoxy~fluid! saturation

m11310210 (m2/N) 21.58 21.10

d̃31310210 ~C/N! 2.05 1.76

k31 0.183 0.171

k31 ~standard! 0.256 0.269
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3! is (21.0660.06)310210 m2/N. That is, the fluctuations
in the determination ofEm11 with the procedure presented
here are about 6%.

VII. CONCLUSIONS

A characterization procedure for porous piezoelectric
ceramic bars has been developed. Suitable wave equations
and boundary conditions considering the porous and biphasic
nature of the material have been developed and used to de-
rive a characterization procedure. Despite the complexity of
the study of porous piezoelectric ceramics, the theoretical
analysis gives rise to a characterization procedure that can be
applied in a relative easy way. The method was applied to a
commercial piezoelectric porous ceramic: modified lead met-
aniobate~k85 ceramic manufactured by KERAMOS!. It was
shown that thek31 obtained with the new characterization
procedure differs by 40%–50% from the calculations of the
standardized expressions. The standard value is overesti-
mated due to the fact that energy conversion from mechani-
cal to electrical and vice versa that takes place through inter-
actions between the components is attributed only to the
piezoelectric effect in the solid because the biphasic nature
of the sample is neglected.

This new procedure permits the calculation of the effec-
tive electromechanical coupling coefficients of porous or
composite piezoelectric materials very accurately and with-
out errors due to the biphasic nature of the sample. This fact
could be of particular importance in the modeling of ultra-
sonic transducers whose performance is strongly affected by
errors in the estimation of their electromechanical coupling
coefficients.
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APPENDIX A: CALCULATION OF THE AMPLITUDES
OF THE WAVES INSIDE THE RESONANT BAR

Considering the following boundary conditions atx50
andx51, that correspond to the open-pore and free-surface
case, for the geometry depicted in Fig. 1:

T1* 5T150,

and substituting into Eqs.~17!, the following expressions for
the parametersA, B, C, andD are obtained:

A5
nR

v

d31* 2 d̃31FS

FF2FS
E0 , ~A1!

C5
nS

v

d31* 2 d̃31FF

FS2FF
E0 , ~A2!

B5
nF

v
~d31* 2 d̃31FS!E0

cos~v l /nF!21

~FF2FS!sin~v l /nF!
, ~A3!

D5
nS

v
~d31* 2 d̃31FF!E0

cos~v l /nS!21

~FS2FF!sin~v l /nS!
. ~A4!

APPENDIX B: CALCULATION OF FLUX RESISTIVITY
AND INERTIAL COUPLING COEFFICIENTS

The flux resistivity (b) and the inertial coupling (rc)
coefficients are obtained by means of the same methods that
are normally used in the study of sound propagation in liquid
saturated porous solids. The flux resistivity is given by

b5
3hfz

a2 , ~B1!

whereh is the fluid viscosity,f is the porosity, anda is the
radius of the pore. This result is obtained for circular cross-
section pores. The parameterz is called the sinuosity and is
introduced to take into account the variation of the cross
section of the real pores in comparison with the idealized
model. The main problem in this case is the determination of
the effective pore size. The porous ceramics used in this
work exhibit a pore size between 1mm and 5 mm. That
means that the flux resistivity could vary between 4.5
3106 kg/~m3 s! and 1.83107 kg/~m3 s!.

The calculation of therc coefficient involves another
structural parameter, very important in the study of porous
materials. This parameter is the tortuosity that takes account
for the apparent increase of inertial mass of the fluid due to
the constrains imposed to its movement by the presence of
the solid frame. For some idealized structures it is possible to
obtain an analytical expression for this parameter. A good
review of the different structures and expressions for the tor-
tuosity can be found in Ref. 13. For a self-similar random
array of spheres, the tortuosity~u! is given by

u5f21/2, ~B2!

while for a self-similar random array of needles the result is

u5f22/3. ~B3!

The porosity of the ceramics used in this work is 7.5%.
A reasonable range for the tortuosity is from 2 to 6, which
produces a variation of thera coefficient from268 kg/m3 to
2300 kg/m3.

Table BI shows the calculatedk31 of the oil-saturated
porous piezoceramic for different values of the analyzed in-
put parameters. From Table BI it can be observed that the
final results remain unchanged for almost all cases, and that
a small variation is always observed within range of the pos-
sible experimental error. Therefore, it is possible to conclude
that the degree of accuracy of the determination of the input
parameters is enough for the particular case here considered.

APPENDIX C: CALCULATION OF k 31 : NUMERICAL
AND ITERATIVE METHOD

Given the procedure outlined in Sec. VI, the numerical
calculation of the electromechanical coupling coefficient is
carried out as follows. Initially, a guess value for thed̃31

coefficient is considered. The number of iterations to be
made until the convergence is found is not affected very
much by the initial guess. The first step is to solve Eqs.~14!
to obtainEm11. This requires the calculation of the roots of a
fourth-order polynomial. The procedure is notably simplified
by the fact that two of these roots correspond to the values
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that makes zero the determinant of the system of equations
shown in Eq.~14!; obviously these roots do not have physi-
cal sense and can be removed. These roots are:Em11

56ATs11* T* s11. Once these roots are removed~the polyno-
mial is twice deflated!, the solutions are easily found as the
order of the polynomial is reduced to two.

Two solutions are obtained forEm11. It can be demon-
strated from the Biot’s theory, and from the relation ofsi j* ,
si j , andmi j with the Biot’s elastic coefficientsP, Q, andR,
that Em11<0. Hence only one root forEm11 can be chosen.

OnceEm11 has been obtained, the wave equations~14!
are solved again to obtain the velocity of the slow wave
compatible with the previous values ofEm11 andnF . These
results are introduced in Eq.~15! and the oscillation relations
between solid and fluid are obtained.

The electromechanical coupling coefficient is obtained
from its definition Eq.~11! and from the measurements of
the impedance@Eq. ~25!#. The value ofd̃31 that makes these
two results agree is calculated. This value is used to restart
the calculations again. The convergence for the electrome-
chanical coupling coefficient is found, normally, before 20
iterations.

It is important to point out here that the coefficientEm11

only depends on the structure and not on the fluid saturating
it. This result appears clear from the definition of this param-
eter and is confirmed if the Biot–Willis expressions~Ref. 14!

are used to work out the matrix of elastic coefficients of the
fluid-saturated porous sample~P, N, Q, andR! and it is then
inverted to obtain the equivalent parameters ofsi j* , si j , and
mi j . Therefore, the procedure explained here should provide
the same result for theEm11 coefficient when the same po-
rous ceramic is saturated by different fluids, or the properties
of the fluid change.
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Vibration and dynamic response control of cantilevers carrying
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The vibrational and dynamic response control of cantilevers carrying externally mounted stores is
investigated. The cantilevered structure is modeled as a thin-walled beam of arbitrary cross section
and incorporates a number of nonclassical effects such as transverse shear, secondary warping,
anisotropy of constituent materials, and heterogeneity of the construction. The control is carried out
via a dynamic bending moment applied at the tip of the structure. A feedback control law relating
the boundary moment with one of the kinematical variables characterizing the response of the beam
is implemented, and its results upon the closed-loop eigenfrequencies and dynamic response are
highlighted. The obtained numerical results emphasize the efficiency of this control methodology to
enhance, without weight penalties, vibrational and dynamic response behavior and inhibit and even
suppress the occurrence of the resonance phenomenon. ©1997 Acoustical Society of America.
@S0001-4966~97!01712-8#

PACS numbers: 43.40.Cw, 43.40.Vn@PJR#

INTRODUCTION

The cantilever beams carrying externally mounted stores
can serve as a basic model for a number of structures used in
the aeronautical, aerospace, as well as in other fields of the
advanced technology.

Civil and military airplane wings are designed to carry
heavy external mounted stores along their span. Depending
on their magnitude and location, drastic reduction of natural
eigenfrequencies and modification of the eigenmodes are ex-
perienced~e.g., see Refs. 1 and 2!. These modifications can
result in a deterioration of the dynamic response to time-
dependent excitations and can also precipitate the occurrence
of the flutter instability~e.g., see Refs. 3 and 4!.

As robot manipulator arms, space booms, or antennas
operating in space, they are required to be lightweight,
strong, and of high precision in their mission. Uncontrolled
vibrations can result in drastic reductions of the accuracy and
precision of their operations. In order to be able to control
the dynamic response of these structures under time-
dependent external excitations and inhibit the damaging ef-
fects of vibrations without weight penalties, new technolo-
gies have to be implemented.

Toward this end, in this paper a number of results re-
lated with the vibrational and dynamic response control of
cantilevered beams carrying externally mounted stores is ad-
dressed. The control mechanism is achieved through the ac-
tion of a bending moment applied at the tip of the beam. This
boundary moment is related, via a linear functional relation-
ship, with the kinematical response quantities, appropriately
selected. Such a feedback control methodology was math-
ematically substantiated quite recently, see, e.g., Refs. 5 and
6. Consistent with the approach in Refs. 7 and 8, in this
paper, the implemented feedback control law features a dy-
namic character. This constitutes a basic departure from the
ones in Refs. 9–14, where the adopted control law has a

static character and which should be much less efficient than
the dynamic one.

In the forthcoming developments, the theory of cantile-
vers incorporating dynamic feedback control capabilities will
be addressed and its implications upon their free vibration
and dynamic response will be investigated.

I. GENERAL CONSIDERATIONS. BASIC
ASSUMPTIONS

The case of the cantilevered thin-walled beams of arbi-
trary closed cross section is considered. It is assumed that the
beam is symmetrically composed of transversely isotropic
material layers~the surface of isotropy in each material layer
being parallel to the reference surface of the beam structure!.

It is assumed that, in addition to a system of concen-
trated stores of massmj and mass moment of inertiaI j

~about their centroid! located atz5zj , ( j 51,J), the beam
carries also a tip mass of characteristicsM and I M . In the
case of an airplane wing/robot arm the tip mass can simulate
the presence of a tank/payload~see Fig. 1!. HereinJ denotes
the total number of wing-mounted stores.

Two systems of coordinates are used in the forthcoming
developments, namely:~i! a global Cartesian system (x,y,z),
where (x,y) denote the cross-section beam coordinates while
the spanwisez axis is assumed to coincide with the locus of
symmetrical points of the cross sections along the wing span,
and ~ii ! a local orthogonal coordinate system (n,s,z) where
n denotes the thicknesswise coordinate normal to the beam
midsurface ands the tangential coordinate along the contour
line of the beam cross section.

The equations governing the motion of cantilever beams
are established in the context of the following assumptions:

~i! The cross sections of the beam do not deform in their
own planes,~ii ! The effects of transverse shear flexibility
featured by the advanced composite materials are taken into
consideration,~iii ! The hoop stress resultantNss is consid-
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ered negligibly small with respect to the remaining ones,~iv!
The centroids of the attached masses are distributed along
the z axis

As a result of the transverse-isotropy of the constituent
materials and in the light of assumption~iv!, an exact decou-
pling of transverse bending~expressed in terms of variables
v0 andux!, lateral bending~expressed in terms ofu0 anduy!,
and twist ~U! is obtained. For the problem studied herein
only transverse bending will be considered. However, since
secondary warping induces transverse bending~See Ref. 16!,
this effect will also be incorporated.

II. GOVERNING EQUATION

Based upon the previously stipulated assumptions, the
one-dimensional~1-D! version of the equations governing
the flexural motion about the equilibrium position as derived
in Refs. 11 and 12 are

a55~v091ux8!2Fb1v̈01(
j 51

J

mj v̈0d~z2zj !G1py50, ~1a!

a33ux92a55~v081ux!

2F ~b41b14!üx1(
j 51

J

I j üxd~z2zj !G
– – – – – – – – – – – – – – –

50, ~1b!

For the beam considered to be clamped at the root and free at
the tip, the associated boundary conditions are

v05ux50 at z50 ~2!

and

a55~v081ux!1M v̈02Mr M üx
– – –

50,

a33ux81I M üx
– –

2Mr M v̈05M̂x . J at z5L.

~3a!

~3b!

In these equationsv0(z,t) andux(z,t) denote the transverse
deflection and rotation about thex axis, respectively,d~•!
denotes the Dirac’s distribution, anda33 anda55 denote the
bending and transverse shear stiffness, respectively. They are
defined as

a335 R
C
F K̄11y

21K̂11S dx

dsD
2Gds, ~4a!

a555 R
C
FA66S dy

dsD
2

1A44S dx

dsD
2Gds, ~4b!

where

K̄115A112
A12

2

A11
, ~5a!

K̂115D11 ~5b!

while

~Ai j ,Di j !5 (
k51

N E
n~k51!

n~k!

Ci j
~k!~1,n2!dn ~6!

denote the stretching and bending stiffness quantities, re-
spectively, whileN denotes the number of constituent layers.

In Eq. ~6!, Ci j denotes the elastic coefficients, which, for
the present type of anisotropy, are expressed in terms of the
engineering constants as

C115~En822E8!E/D, ~7a!

C1252~En821E8n!E/D, ~7b!

C1352n8~11n!EE8/D, ~7c!

C3352~12n2!E82/D, ~7d!

C445G8, ~7e!

C112C12

2
5GS [

E

2~11n! D . ~7f!

In these expressionsD5(11n)(2En821E8n2E8); E, n,
and E8, n8 denote Young’s modulus and Poisson’s ratio in
the plane of isotropy and transverse to the plane of isotropy,
respectively, whileG8 andG denote the transverse shear and
in-plane shear modulus, respectively.

In addition to these notations,

~b1 ,b4!5 R
C
m0~1,y2!ds, ~8a!

b145 R
C
m2Fdx

dsG
2

ds, ~8b!

stand for the mass terms, where

~m0 ,m2!5 (
k51

N E
h~k21!

h~k!

r~k!~1,n2!dn, ~9!

r denotes the mass density of the constituent materials,
py„[py(z,t)… is the distributed transverse load~per unit span
of the beam!, while r M denotes the offset between the beam
extremity and the centroid of the tip mass.

The primes denote derivatives with respect to the span-
wise z coordinate while the superposed dots denote deriva-
tives with respect to timet, rc( )ds denotes the integral
around the circumference of the midline contour of the
beam.

In the boundary condition@Eq. ~3b!#, M̂ x stands for the
boundary moment control.

III. SPECIAL CASE OF GOVERNING EQUATIONS

The Bernoulli–Euler counterpart of the governing equa-
tions ~1! and boundary conditions, Eqs.~2! and ~3!, is ob-

FIG. 1. Geometry of the cantilever beam carrying a unistore and a tip-mass.
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tained through the elimination ofa55(v081ux8) in Eqs.~1! and
~3!, operation followed by consideration ofux52v08 . In
such a way, the classical equations governing the transverse
bending of thin-walled beams carrying concentrated masses
are

a33v088882F ~b41b14!v̈091(
j 51

J

I j v̈09d~z2zj ! G
– – – – – – – – – – – – – – –

1Fb1v̈01(
j 51

J

mj v̈0d~z2zj !G5py , ~10!

while the boundary conditions to be prescribed are

v05v0850 at z50 ~11!

and

a33v0-5M v̈01Mr M v̈08
– – –

,

a33v092I M v̈081
– – –

Mr M v̈05M̂ xJ at z5L. ~12!

It should be remarked that both the shearable and the classi-
cal nonshearable thin-walled beam models provide fourth-
order governing equation systems~see Ref. 12!.

In Eqs.~1! and ~3! as well as in Eqs.~10! and ~12!, the
terms identifying the rotatory inertia effect are underscored
by a dotted line.

IV. THE CONTROL LAW

The adaptive nature of the cantilevered beam is intro-
duced by requiring that the applied electric fieldE3 , or in
other words the piezoelectrically induced bending moment at
the beam tip, be related to one of the mechanical quantities
characterizing its static or dynamic response. With this in
mind, a number of feedback control laws featuring a static or
a dynamic character have been implemented.

The static-type of control laws have been formulated by
stating that the induced bending moment at the beam tip is
proportional either with the mechanical bending moment at
the beam root, or with the vertical deflection at the wing tip
~see Refs. 9–14!.

In contrast to the previously mentioned feedback control
laws the one referred to as the velocity feedback control
appears~see Refs. 7, 8, and 15! to be a good candidate for
the problem at hand.

Within this control law, the momentM̂x at the beam tip
is proportional to the velocityu̇x(L) at the same location. A
more explicit expression of this feedback control law is de-
rived from Eq.~3b! as

ux8~L !1I M /~a33!üx~L !1Mr M /~a33!v̈0~L !

5~kv /a33!u̇x~L !, ~13!

wherekv denotes the~dimensional! feedback gain.
In contrast to the previously mentioned control laws, the

present one has a dynamic character and, as a result of it,
damping is adaptively induced. Consequently, enhanced dy-
namic response performances are expected from its applica-
tion.

Related with the bending moment at the beam tip, this
can be generated via the use of the converse piezoelectric
effect featured by these devices. In Refs. 7–13 it was shown
that, in the case of piezoactuators spread over the entire
beam span, polarized in the thickness direction, and featuring
in-plane isotropy, under an applied electrical fieldE3 , a
bending moment at the beam tip is generated.

It should be mentioned that the piezoelectric induced
momentM̂ x is different from zero only if external voltages,
of opposite signs, are applied in the upper and bottom piezo-
actuator layers~out of phase activation!.

For feedback control, the electric fieldE3 on which the
induced bending moment depends should be related through
a prescribed functional relationship with the mechanical
quantities characterizing the wing’s response. In the present
case, the relationship is established with the rotational veloc-
ity at the beam tip.

V. PROBLEMS STUDIED

For the sake of numerical illustration, the case of a cy-
lindrical thin-walled beam of a biconvex cross-section profile
is adopted. The geometry of the cantilevered beam is shown
in Fig. 1.

It is also considered, unless otherwise stated, that the
beam carries a store of massm1 located along the beam span
h([z/L) and a tip massM as well. The beam mass ismb

[b1L, whereb1 is the beam mass per unit length.
Within this paper two problems will be analyzed: the

control of free vibration~problem I! and the dynamic re-
sponse control to external excitation~problem II!.

To analyze problem I, the external load term has to be
discarded and all field variables, generically denoted as
F(z,t), have to be represented as

F~z,t !5F̄~z!exp~lt !, ~14!

wherel is the closed-loop eigenvalue.
Since the eigenvalue is contained in both the governing

equations and boundary conditions, it becomes apparent that
the solution of the closed-loop eigenvalue and of that of the
dynamic problems constitute a rather involved task.

The results obtained within the study of problem I are
useful not only as a basic ingredient in the approach of prob-
lem II, but also in the study of the flutter instability of adap-
tive aircraft wings carrying external stores.

For problem II, one considers that the beam is excited by
a concentrated harmonically time-dependent load located
along the beamz axis. Hence the loadpy is represented as

py~z,t !5F0d~z2z0!exp~ ivt !, ~15!

wherez0 , F0 , andv denote spanwise location of the load,
and its amplitude and excitation frequency, respectively.

Both problems are solved via the extended Galerkin
method~EGM! extensively used in Refs. 9–13.

As a matter of fact, the accuracy of this solution meth-
odology was checked by comparing its predictions with the
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ones based on an exact method, i.e., Laplace transform
method~see Ref. 17! and the agreement was excellent. Once
the frequency response functions corresponding to a given
excitation frequency are determined@i.e., v0(z0 ,v) and
ux(z0 ,v)#, their time-domain counterparts can be obtained
as

H v0~z0 ,t !
ux~z0 ,t ! J 5F 21H v0~z0 ,v!

ux~z0 ,v! J
5

1

2p E
2`

1` H v0~z0v!

ux~z0 ,v!J exp~ ivt !dv, ~16!

whereF 21 denotes the inverse Fourier transform.
The results of the study of problem II can constitute a

good basis for a more reliable design of advanced structural
systems as, e.g., aircraft wings or robot arm manipulators
working in space which can carry stores and are exposed to
external excitations.

VI. NUMERICAL APPLICATIONS AND DISCUSSION

Within this section, numerical results pertaining to con-
trol of free vibration and dynamic response will be supplied
and discussed.

A. Free vibration control

The closed-loop eigenfrequencies are obtained from
Eqs. ~1! and their associated boundary conditions Eqs.~2!
and ~3! considered in conjunction with the control law, Eq.
~13!. Within this problem the external load term is discarded
and the field variables are represented in the form of Eq.
~14!. For the controlled structure, implyingkvÞ0, the eigen-
valuesl are complex valued quantities expressible as

l5s6 ivd . ~17!

Based on their expressions one can determine the damped
frequencyvd and the damping ratioz defined as the imagi-

nary and the negative of the normalized real part of Eq.~17!,
respectively, i.e.,

z52s/~s21vd
2!1/2. ~18!

Throughout the numerical illustrations, unless otherwise
stated, it was considered thatE/G8550, M /mb50.1, r M

50.05 L, L51 m, b50.068 m, andc50.25 m. These di-
mensions correspond to a beam of aspect ratio, AR58 where
AR[2L/c.

Figure 2 displays the influence of a tip mass character-
ized by the mass ratioa5M /mb on the first closed-loop
eigenfrequency of a shear deformable beam carrying an un-
istore at various locationsh(5z/L) along the beam span.

From this graph it becomes apparent that with the in-
crease of the nondimensional feedback gainKv
([kvLv̄/a33), the decay of the eigenfrequency resulting
from the increase ofa and location of the store towards the
beam tip can be counteracted. At the same time, the results

FIG. 2. The first closed-loop eigenfrequency versus the parametera, for
three values of the feedback gain and of the position of the unistore along
the beam span (m1 /mb50.1).

FIG. 3. The first closed-loop eigenfrequency versus the velocity feedback
gain, for three positions of the unistore along the beam span and for the
shearable and nonshearable beam.~M50, AR58!.

FIG. 4. The first closed-loop eigenfrequency versus the locationh of the
unistore for the shearable and nonshearable and controlled and uncontrolled
beam~m1 /mb50.5, AR58, M50!.
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reveal that with the increase ofa, a decay in the efficiency of
the control capability is experienced. Hereinv̄~5128.16
rad/s! is the fundamental eigenfrequency of the uncontrolled
beam characterized byE/G8550 and AR516.

Figure 3 depicts the variation of the first damped eigen-
frequency versus the feedback gainKv , for three values of
the location of the unistore and for the shearable and nons-
hearable beam models. The results reveal that:~a! as ex-
pected, the Bernoulli–Euler beam model~i.e., the model cor-
responding to E/G850! overestimates the frequencies
predicted by the actual shearable one and~b! the frequencies
and control efficiency diminish with the increase of the dis-
tance of the store location, towards the beam tip.

The effect of location of the unistore along the beam
span upon the closed-loop first eigenfrequency is highlighted
in Fig. 4. Herein, the behavior resulting from the consider-
ation of both shearable and nonshearable beam models are
illustrated. The results presented in this figure enforce the
previously obtained conclusions regarding the influence, on
the closed-loop first eigenfrequencies, of transverse shear

flexibility and position of the store along the beam span.
Figure 5 highlights the influence of the distancer M on

the first eigenfrequency of the uncontrolled beam. The re-
sults obtained from this figure reveal that for smaller ratios
M /mb the conclusions in Ref. 18 regarding the negligible
influence ofr M on the eigenfrequency are in perfect agree-
ment with the present ones. However, with the increase of
the ratioM /mb , as is usual in space applications~see Ref.
19!, this quantity can play a non-negligible influence on the
decay of eigenfrequencies.

Figure 6 displays the variation of the first mode induced
dampingz1 as a function of the feedback gain in the case of
a beam carrying a unistore located at different locations. The
results reveal that:~a! the increase in the induced damping
varies almost linearly with the increase of the feedback gain
Kv , a trend which is consistent with that in Ref. 20;~b! as
expected, the Bernoulli–Euler beam model overestimates the
actual damping induced in the shear deformable beam coun-

FIG. 5. The first open-loop eigenfrequency versus the dimensionless offset
between the beam tip and the centroid of the tip-mass for four values of the
ratio M /mb ~E/G8550, m1 /mb50.1, h50.5!.

FIG. 6. Induced damping versus the feedback gain for three values of the
unistore location and shearable and nonshearable beam~m1 /bm50.5, AR
58, M50!.

FIG. 7. Normalized steady-state deflection amplitude versus the excitation
frequency for three locations of the unistore and for the controlled and
uncontrolled beam~m1 /mb50.1, M50!.

FIG. 8. Normalized steady-state deflection amplitude versus the excitation
frequency for two locations of the unistore and for the controlled and un-
controlled beam~M50, m1 /mb50.5!.

3520 3520J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 L. Librescu and S. S. Na: Vibration and dynamic response control



terpart, overestimation which is exacerbated by the increase
of Kv and shift of the store toward the beam root.

B. Dynamic response control

Related with the dynamic response problem the varia-
tion of the dimensionless steady-state response amplitudeṼ
([ v̄0 /L) of the beam tip, for the noncontrolled and con-
trolled beam, as a function of the excitation frequency is
depicted in Figs. 7 and 8, where the case of the unistore of
m1 /mb50.1 and 0.5, respectively, differently located along
the beam span is considered.

In these graphs a shearable beam model is considered.
The results reveal:~a! the capability of the control method-
ology to contain the level of vibration at the beam tip via the
generation of damping,~b! the effect played by the location
of the unistore along the beam span consisting of the shift of
the resonance frequency towards larger frequencies when the
unistore is located closer to the beam root, and, towards
lower frequencies when the store is located closer to the
beam tip. The results not displayed here reveal that the latter

shift is further exacerbated when, in addition to the unistore,
a tip mass is carried by the beam.

Figures 9 and 10 display the variation of steady-state
dimensionless moment amplitudeM̃„[ux8(0)… at the beam
root versus the excitation frequency. The results reveal that
while the location along the beam span of the unistore has
little effect upon the amplitude of the response, the shift
towards lower or larger resonance frequencies~depending on
the location of the store toward the beam tip or beam root,
respectively! remains the most important effect in the con-
text of the beam with attached stores or tip mass.

In this case, the shift of the resonance frequencies fol-
lows the same trend with respect to the ratiom1 /mb and the
presence of the tip mass, as in the case of the dynamic re-
sponse deflection amplitude~see Figs. 7 and 8!. For the sake
of completeness, Fig. 11 presents the variation of the steady-
state rotation amplitudeux versus the excitation frequency.
In this respect, similar conclusions to the ones highlighted by
the behaviors ofṼ and M̃ can be outlined in this case as
well.

VII. CONCLUSIONS

A control methodology carried out via the boundary mo-
ment and of a dynamic feedback control law aimed at en-
hancing the free vibration and dynamic response of cantile-
ver beams carrying heavy concentrated masses was
developed. The obtained results reveal that by using this con-
trol methodology, it is possible to modify in a beneficial and
predictable way the vibration and dynamic response of these
structures, as well to inhibit and even avoid, without weight
penalties, the occurrence of the resonance phenomenon.

It should also be remarked that the control laws used in
Refs. 9–13 and in the present paper are complementary to
each other, in the sense that a combination of them can be
used towards a more efficient static and dynamic control of
such structures.

Finally, it should added that use of segmented piezoac-
tuators, and specially of piezoelectric patches conveniently

FIG. 9. Steady-state dimensionless root moment amplitude versus the exci-
tation frequency for values of the location of the unistore (m1 /mb50.5) and
for the controlled and uncontrolled beam (M50).

FIG. 10. The counterpart of Fig. 9 for the case whenMÞ0.

FIG. 11. Steady-state rotation amplitude versus the excitation frequency for
three values of the location of the unistore (m1 /mb50.1), and for con-
trolled and uncontrolled beam (M50).

3521 3521J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 L. Librescu and S. S. Na: Vibration and dynamic response control



located, while resulting in a significant weight saving, would
not yield a less control efficiency as compared to that pro-
vided by piezoactuators spread over the entire beam span.
The preliminary results obtained so far, fully justify this
statement.
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Acoustic scattering by elastic bodies is usually analyzed in terms of resonances, the frequency,
width, and order of which should be determined. In this paper, a simple approach based on a
frequency derivative of the scattered pressure is proposed for resonance order identification on
bodies of arbitrary shape. The method is applied to the acoustic scattering of a plane wave by a
spherical shell for validation and by a cylindrical shell bounded by hemispherical end caps. In both
cases, theA and S0 wave resonances are identified. ©1997 Acoustical Society of America.
@S0001-4966~97!03812-5#

PACS numbers: 43.40.Rj, 43.20.Fn, 43.20.Tb, 43.30.Jx@CBB#

INTRODUCTION

In the analysis of scattering of an acoustic wave by elas-
tic bodies of spherical and cylindrical shapes, different ap-
proaches can now be used to isolate and identify the reso-
nance components of partial waves: the resonance scattering
theory1,2 with classical~rigid and soft! and intermediate3–6

backgrounds, the phase gradient method,7 the Argand dia-
gram method,8 and the computation of the pole positions of
the partial scattering function in the complex frequency
plane.9 The resonance component of the total form function
can be found for scatterers of arbitrary shape as well,10 but
some procedure is needed for the resonance identification.
We propose a simple approach based on a frequency deriva-
tive of the scattered pressure for this identification. This ap-
proach called the frequency derivative approach~FDA! is
presented in Sec. I. An identification of the resonances of the
A andS0 waves on a spherical shell is carried out in Sec. II
to validate the method. Finally, the FDA is applied to iden-
tify the resonances of a cylindrical shell bounded by hemi-
spherical end caps in Sec. III.

I. THE FREQUENCY DERIVATIVE APPROACH

Let us consider an elastic body immersed in an infinite
fluid. The parameters of the elastic medium are the densityr
and the velocities of the longitudinal and transverse wavescl

andct , respectively. For the fluid,r f is the density andcf is
the sound velocity. The body is impinged by an incident
plane wave with the pressurepi given by

pi5p0 exp@ i ~kz2vt !#, ~1!

wherep0 is the amplitude of the incident pressure,v is the
circular frequency,k5v/cf is the wave number in the fluid,
z is the Cartesian coordinate, andt is the time. In the follow-
ing, we shall use the reduced frequencyx5ka, wherea is a
length characterizing the size of the body.

According to the resonant scattering theory~RST!,1,2 the
scattered far-field pressure~or the form function! ps can be
split into the resonancepr and the backgroundpb compo-
nents

ps~u,w,x!5pr~u,w,x!1pb~u,w,x!, ~2!

where u and w are the spherical coordinates. At small or
moderatex ~lower than the first thickness resonance11!, it is
usually assumed that the background component varies
slowly with frequency. Considering an isolated resonance at
x5xr and a small frequency shiftDx, we write

ps~u,w,xr1Dx!2ps~u,w,xr !

.pr~u,w,xr1Dx!2pr~u,w,xr !

.DxS ]pr~u,w,x!

]x D U
x5xr

, ~3!

where the last term is obtained from a Taylor expansion of
pr at x5xr . For an isolated resonance, we assume that the
resonance component can be presented as

pr~u,w,x!5F~u,w!G~x!, ~4!

where F(u,w) is the angular pattern, which characterizes
spatially the resonance contribution andG(x) describes the
variation of the resonance component with frequency. Equa-
tion ~4! relies upon a separation of the variables for the reso-
nance component, which has been demonstrated for partial
waves of canonical~spherical, cylindrical! shapes.1,2

For a body of arbitrary shape, the validity of the factor-
ization in Eq.~4! can be verified considering some properties
of the S matrix already discussed by Waterman.12 The inci-
dent wave is expanded in the regular spherical~or cylindri-
cal! wave function

pi5 (
n51

`

an Re„Cn~r !…, ~5!

where r denotes the position, and the scattered pressure is
expanded in a spherical~or cylindrical! partial waveCn(r )
basis

a!Permanent address: Institute of Cybernetics, Akadeemia 21, Tallinn, EE-
0026, Estonia.
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ps5 (
n51

`

f nCn~r !. ~6!

The @T# matrix relates the known quantitiesan to the un-
known onesf n

f n5 (
m51

`

Tnman . ~7!

The @S# matrix is defined as

@S#5@ I #12@T#, ~8!

where@ I # is the identity matrix. The total field can be written
as

pi1ps5 (
n51

`

(
m51

`

@an Re„Cn~r !…1TmnamCm~r !#

5
1

2 (
n51

`

(
m51

`

@anCn* ~r !1SmnamCm~r !#, ~9!

where the asterisk denotes the complex conjugate. When the
geometry of the scatterer differs from the spherical~or cylin-
drical! one, coupling occurs between partial modes resulting
in nondiagonal terms in the@S# matrix. @S# is a unitary ma-
trix; its eigenvalues lie on the unit circle and are denoted by
eil j ~where j labels the number of the eigenvalue!. The
eigenvectorsv j constitute a real orthonormal set. Eigenfunc-
tionsFn(r ) are constructed using the eigenvectors, as expan-
sion coefficients with the basis function

F j~r !5 (
n51

`

vn
j Cn~r !. ~10!

After expanding the pressure in the incident wave in regular
eigenfunctions

pi5(
j 51

`

cj Re„F j~r !…, ~11!

one obtains the solution of the scattering problem in terms of
eigenfunctions

ps5(
j 51

`
1

2
~eil j21!cjF j~r !. ~12!

Equation~12! is similar to the relation obtained for the scat-
tered pressure in the RST,1,2 when replacing partial scatter-
ing functionsSn by eigenvalueseil j and partial wavesCn by
eigenfunctions. For a frequency close to a resonance fre-
quency, corresponding to eigenfunctionFk , Eq.~12! is writ-
ten by separating the contribution ofFk and the contribution
of all the other eigenfunctions

ps5
1

2
~eilk21!ckFk~r !1(

j 51
j Þk

`
1

2
~eil j21!cjF j~r !.

~13!

The first term corresponds to the resonance component of the
eigenfunction and the second term corresponds to the back-
ground contribution. In the formula for the resonance com-

ponent, spatial and frequency variables are separated, justi-
fying Eq. ~4! for objects of arbitrary shape.

Finally, Eqs.~3! and ~4! are combined to give

ps~u,w,xr1Dx!2ps~u,w,xr !.DxF~u,w!S ]G~x!

]x D U
x5xr

.

~14!

Equation ~14! shows that the frequency derivative of the
scattered pressure gives access to the directivity pattern of
the resonance component and can therefore be used for reso-
nance identification. It can be noted that usually, at reso-
nance, the frequency derivative of the magnitude ofG fades
out and the main contribution in the derivative comes from
the phase variation.

The separation between resonance and background com-
ponents can be extended to the near-field pressure

ps~r ,x!5pr~r ,x!1pb~r ,x!, ~15!

and to the displacement field in the body

us~r ,x!5ur~r ,x!1ub~r ,x!. ~16!

The application of FDA to near-field pressure and body dis-
placements is carried out by applying the procedure de-
scribed previously to Eqs.~15! and ~16!. The separation of
the variables for the resonance contribution is performed on
r andx. The result obtained from the frequency derivative is
a spatial characterization of the resonance component of the
near-field pressure~or body displacements! and can be used
to identify the resonance.

Practically, the absolute amplitude of the result obtained
from Eq. ~14! has no physical interest. Therefore results are
normalized to the maximal value of the function. The appli-
cation of FDA to near-field or far-field pressures gives only
access to the order of the resonance. When the resonances
are isolated and the resonance orders determined, the reso-
nances are gathered into families corresponding to propagat-
ing waves. Finally, the application of FDA to surface dis-
placement together with the dispersion curves of the phase
and group velocities, as well as the half-width variation with
order ~or frequency!, can be used for resonance classifica-
tion.

II. IDENTIFICATION OF THE RESONANCES OF A
SPHERICAL SHELL

For validation purpose, the FDA is applied to identify
the resonances of theA and S0 waves for an aluminum
spherical shell immersed in water. The following parameters
are used

r52780 kg/m3, c156339 m/s, ct53091 m/s,

r f51000 kg/m3, cf51490 m/s, b/a50.97,
~17!

where a and b are the external and internal radii of the
sphere, respectively. For an incident plane wave, the scat-
tered far-field pressure is expressed as in Ref. 13.
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p0a

2r
exp@ i ~kr2vt !#F2

x (
n50

`

~2n11!Pn~cosu!cnG
5

p0a

2r
exp@ i ~kr2vt !# f ~u,x!, ~18!

wherer andu are the spherical coordinates~with the origin
at the center of the spherical shell!, Pn are Legendre polyno-
mials,cn are coefficients determined from the boundary con-
ditions, and f is the form function. The magnitude of the
form function is displayed in Fig. 1 for 0,ka,50. The

identification of the resonances is carried out in three steps.
First, the resonance frequencyxn and widthGn are obtained
by using the intermediate background.6,11 Second, the FDA
is applied to the form function given by Eq.~18!. Finally, the
directivity patternF(u) is drawn and the identification is
performed by counting the number of lobes. By definition,
the theoretical curve is known to bePn(cosu) for a reso-
nance ofnth order. Figures 2 and 3 display examples of
directivity patterns obtained for resonances of theA andS0

waves, respectively. The symmetry of the pattern is a first
verification of the validity of the method. Identification is
possible after applying FDA to the far-field scattered pres-
sure or to displacement of the external shell surface. The

FIG. 1. The backscattered form function modulus and the acoustic spectrogram for a spherical aluminum shell. The form function is computed with a
frequency step size of 0.02.
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effectiveness of FDA to identify the resonances ofA andS0

waves is shown in Tables I and II. It is related to the value of
Gn . FDA succeeds whenGn,0.2 and fails forGn.0.4. The
success or failure of FDA is directly related to the validity of

the hypothesis of isolated resonance. Thus for theA wave,
when n.40, Gn strongly increases withn. When n.45,
only the superposition ofA wave resonances of successive
orders is obtained and the identification is impossible. Reso-
nances 5, 6, and 7 of theS0 wave are very close in frequency
to resonances 29, 32, and 35 of theA wave, respectively. We
observe a superposition of two resonances of different
waves. Note that the superposition only affects the identifi-
cation of the resonance of large width. This difficulty arises
because FDA does not directly compute the eigenmodes but

TABLE I. The resonance frequencies of theA wave revolving around alu-
minum spherical shell.n is the order of the partial mode. The last column
indicates the success~s! or failure ~f! of FDA to identify the resonance.

n xn Gn FDA

2 1.18 0.05 s
3 1.50 0.017 s
4 1.73 ,0.01 s
5 1.93 ,0.01 s
6 2.13 ,0.01 s

••• ••• ••• •••
40 34.62 0.076 s
41 35.91 0.12 s
42 37.20 0.17 s
43 38.47 0.24 s
44 39.73 0.32 s
45 40.98 0.42 f
46 42.22 0.55 f

TABLE II. The resonance frequencies of theS0 wave revolving around
aluminum spherical shell.n is the order of the partial mode. The last column
indicates the success~s! or failure ~f! of FDA to identify the resonance.

n xn Gn FDA

5 20.53 0.70 f
6 24.15 0.40 f
7 27.78 0.22 f
8 31.42 0.12 s
9 35.07 0.06 s

10 38.71 0.025 s
11 42.36 0.007 s

FIG. 2. Identification of theA wave resonances for plane-wave scattering by
the spherical aluminum shell. Solid line: FDA withDx50.004, dotted line:
the Legendre polynomial.~a! the 42nd modal resonance (x42537.20), the
pressure magnitude in the far field.~b!–~d! the third modal resonance (x3

51.50). ~b! the pressure magnitude in the far field,~c! the normal displace-
ment magnitude on the outer surface of the shell,~d! the Breit–Wigner
curve ~Refs. 1 and 2! computed with the intermediate background. The
mode order is equal to one half of the number of lobes on the shell circum-
ference. In~b! and ~c! solid and dotted lines coincide.

FIG. 3. Identification of theS0 wave resonances for plane-wave scattering
by the spherical aluminum shell. Solid line: FDA withDx50.004, dotted
line: the Legendre polynomial.~a! the 11th modal resonance (x11542.36),
the pressure magnitude in the far field.~b! and~c! the 8th modal resonance
(x8531.42). ~b! the pressure magnitude in the far field,~c! the Breit–
Wigner curve~Refs. 1 and 2! computed with the intermediate background.
The mode order is equal to one-half of the number of lobes on the shell
circumference.

3526 3526J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Dubus et al.: Identification of resonances



the superposition of all the resonances. The eigenmode of
interest is properly extracted only if the resonance is isolated,
i.e., if the contribution of all the other eigenmodes varies
much slower with frequency than the contribution of the

eigenmode of interest. The choice ofDx has little effect on
the directivity pattern as long asDx,Gn/10, as shown in
Fig. 4.

III. IDENTIFICATION OF THE RESONANCES OF A
CYLINDRICAL SHELL BOUNDED BY HEMISPHERICAL
END CAPS

We now consider a cylindrical shell bounded by hemi-
spherical end caps made of stainless steel and immersed in
water ~Fig. 5!. The parameters used in the computation are

r57900 kg/m3, c155790 m/s, ct53100 m/s,

r f51000 kg/m3, cf51470 m/s, ~19!

b/a50.97, L/2a52.

The scattering of an acoustic wave by a similar target has
already been studied using coupled finite element/boundary
element ~FEM/BEM! or finite element/superposition
methods.14 Identification was made for resonances of flexural
wave by plotting the displacement on the shell surface.

In this work, the far-field and near-field scattered pres-
sures and the body displacements are computed using a nu-

FIG. 4. Effect ofDx value on the effectiveness of the FDA. The 8th reso-
nance of theS0 wave for plane-wave scattering by the spherical aluminum
shell. The pressure magnitude in the far field for differentDx values.~a!
Dx51025, ~b! Dx51022, and~c! Dx51021.

FIG. 5. Geometry of the cylindrical shell with hemispherical end caps.

FIG. 6. The backscattered form function modulus for end-on incidence from the cylindrical shell with hemispherical end caps and the acoustic spectrogram.
The form function is computed using the FEM/BEM method with a frequency step size of 0.04.
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merical finite element–boundary element method.15 The
shell is modeled using a thin shell finite element.16 Therefore
the resonances are interpreted in terms of flexural and mem-
brane waves rather than Lamb waves. Figure 6 displays the
backscattered form function of the shell for end-on inci-
dence. Two types of resonances are observed associated with
flexural and membrane waves. No background is used here.

The resonance frequencies correspond to the extrema of the
form function. Identification of flexural and membrane wave
resonances is performed by applying FDA to shell displace-
ments and by plotting normal~or tangential! displacements
of the shell versus curvilinear abscissa~Fig. 7!. Again, the
symmetry~or antisymmetry! of the displacements is a first
verification of the validity of the method. Figure 7 can also
be used to obtain the velocity of the peripheral waves. Tables
III and IV give the complete identification of the flexural and
membrane wave resonances. Using surface displacement, di-
rect identification~without FDA! is possible for resonances
clearly observed on the form function whose amplitude is
much higher than one or whose width is sufficiently small.
However, only FDA can give access to the resonant contri-
bution of the far-field pressure.

IV. CONCLUSION

In this paper, a steady-state axisymmetrical scattering
problem of a plane acoustic wave by an elastic shell has been
considered. An approach has been proposed to interpret the
form function. The procedure has been tested on a model
problem~scattering by a spherical shell!, the exact solution
of which is well known. As an example of the approach
utilization, the numerically~FEM/BEM! computed form
function of a cylindrical shell closed by two hemispherical
end caps has been analyzed. In a restricted, but sufficiently
representative, frequency domain, all the resonances of two
peripheral waves~membrane and flexural! have been identi-
fied. In the test problem the motion of the shell is governed
by the equations of elasticity theory, and in the example it is
governed by the thin shells theory equations. The model used
to describe the motion of the elastic body has no influence on
the effectiveness of the procedure. The main limitation of the
method lies in the hypothesis of isolated resonance which
breaks down for resonances of large width~where classical
methods also fail!. The proposed approach can be used for
two-dimensional scattering problems by thickwalled and
solid elastic bodies as well. It has already been successfully
applied to ellipsoidal shells and ribbed cylindrical shells with
hemispherical end caps for peripheral wave resonance iden-
tification. Finally, it can be noted that the FDA which has
been applied to analytically and numerically computed form
functions in this paper, can also be used for resonance iden-
tification from measured data.

FIG. 7. The resonance components of the normal and tangential displace-
ments on the outer surface of the shell computed by the FDA (Dx
50.004). Solid line: real part~displacement in phase with the incident pres-
sure at the origin!, dashed line: imaginary part~displacement shifted in
phase byp/2!. s is the curvilinear abscissa. Only half of the perimeter is
shown.Left column, normal displacements of the flexural wave.~a! the 15th
resonance (x1553.63), ~b! the 27th resonance (x2758.38), and~c! the 43rd
resonance (x43520.11). Right column, tangential displacements of the
membrane wave.~d! the 5th resonance (x5512.25), ~e! the 7th resonance
(x7516.58), and~f! the 10th resonance (x10523.21). The order of the
resonance (l ) is equal to the number of extrema of the real~or imaginary!
part on the half perimeter of the shell.

TABLE III. The resonance frequencies of the flexural wave revolving
around the steel cylindrical shell with hemispherical end caps.l is the num-
ber of wavelengths in the meridian plane.

l x l l x l l x l l x l

2 1.32 14 3.44 26 7.82 38 15.88
3 1.50 15 3.63 27 8.38 39 16.69
4 1.75 16 3.89 28 8.95 40 17.50
5 2.07 17 4.15 29 9.55 41 18.35
6 2.27 18 4.45 30 10.17 42 19.19
7 2.41 19 4.79 31 10.81 43 20.11
8 2.54 20 5.13 32 11.48 44 21.00
9 2.65 21 5.51 33 12.18 45 21.90

10 2.80 22 5.92 34 12.87 46 22.80
11 2.91 23 6.35 35 13.59 47 23.79
12 3.08 24 6.84 36 14.36 48 24.73
13 3.23 25 7.31 37 15.13

TABLE IV. The resonance frequencies of the membrane wave revolving
around the steel cylindrical shell with hemispherical end caps.l is the num-
ber of wavelengths in the meridian plane.

l x l l x l

3 7.26 8 18.81

4 10.06 9 21.03

5 12.25 10 23.21

6 14.40 11 25.41

7 16.58
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The transmission of plate flexural waves through a reinforcing beam is related to the coupling
between the plate flexural waves and the flexural and torsional waves in the beam. The beam–plate
coupling and the energy transmission through the beam can be described in terms of the trace wave
matching of the flexural waves in the plate with the flexural and torsional waves in the beam. For
a given incident flexural wave from the plate to the beam interface, the amount of trace matching
is determined by the flexural and torsional wave numbers in the beam. It is shown in this paper that
the reinforcing beam of an infinite beam–plate system serves as a good passive device in attenuating
wave transmission except at two coincidences corresponding to the optimal wave trace-matching
conditions. The maximum power flow across the beam at the optimal trace wave matching
conditions can be reduced by a feedforward active control system using the information on the wave
numbers at the coincidence conditions. In this paper, the coupling mechanisms involved with the
wave transmission in a coupled beam–plate structure is used to explain the coincidence conditions
of the wave transmission. The active control is applied to the reinforcing beam to attenuate the
transmitted waves at the coincidences. Results demonstrate that it is possible to achieve a significant
reduction of the transmitted energy by using an array of point forces and point moments, and the
biologically inspired control strategy for the control actions. ©1997 Acoustical Society of
America.@S0001-4966~97!01612-3#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

There are many practical applications of ribbed plate
structures, for example, in submarine hulls, aircraft, and
aerospace craft. Although there has been extensive research
on the coupling interaction between ribbed plates and the
surrounding fluid, and the sound radiation from such
structures,1–3 there has been very little consideration given to
the attenuation of the wave vibration and the acoustic radia-
tion from such structures by active control means.

Active control of the flexural waves and the power flow
in single beam and plate structures has been widely reviewed
for many different types of control applications and
arrangements.4,5 However, it is only more recently that the
active control of flexural waves in stiffened plates is being
investigated. Hansen and Young6 investigate the application
of a new type of actuator which provides both a control force
and moment, for the control of the flexural vibrations in a
semi-infinite plate. Their approach is to replace the conven-
tional actuators which are usually in the form of piezoelectric
crystals, by using a stack of piezoceramic actuators placed
between the stiffener flange and thin plate. These stack ac-
tuators generate a point force, a line force, and a line moment
to minimize the flexural vibration in the plate at the error
sensors, which are located on the opposite side of the stiff-
ener flange to the primary excitation. They use the traveling
wave approach to determine the flexural displacement at any
location in the plate, and the stiffener flange is modeled as
lumped mass and stiffness with constant values. Maidanik
and Dickey7 present an analytical model to actively control
the response of ribbed panels based on an impulse response

function. The impulse response function is used to describe
the structural response, and the control system is described
by an external control drive. The analytical model is simpli-
fied to a one-dimensional system, and they use a finite num-
ber of ribs which are described by a lumped-mass approxi-
mation.

Infinite structures are represented in the physical world
by structures with sufficient absorption at the boundary
edges, achieved by absorbing most of the incident waves
towards the boundaries. This paper gives an initial insight
into the theoretical modeling of infinite ribbed plates, with an
approach to the application of an active control system. The
entire ribbed plate system is modeled by a continuous sys-
tem, using equations of motion to describe the plate in flex-
ure and the beam in both flexure and torsion. The approach
to the design of the active control system involves using the
dynamic nature of the physical structure in order to obtain
the best use of both passive and active control, and thereby
optimizing the attenuation of the flexural vibration in the
plate. In this paper, the analysis of the dynamic nature of the
beam-reinforced plate pays special attention to the wave mo-
tion at the boundary interfaces of the beam and plate, result-
ing in an understanding of the transmission, reflection, and
near-field effects observed at the beam–plate interconnec-
tions. It is shown that the maximum energy transmission
through the beam occurs at the coincidence or optimal trace
wave matching conditions between the flexural waves in the
plate and the flexural and torsional waves in the beam. The
coincidence conditions occur when the trace wavelength of
the plate flexural waves matches the natural spatial wave-
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length of the flexural waves in the beam~flexural trace
matching!, and similarly, when the trace wavelength of the
plate flexural waves matches the natural wavelength of the
torsional waves in the beam~torsional trace matching!.

When a point control force is applied to the beam of the
infinite system, the far-field propagating waves in the plate is
contributed by the supersonic wave number components of
the radiating secondary flexural waves from the beam to the
plate. If the beam stiffness is much greater than that of the
plate, then the radiated waves are dominated by the beam
flexural wave number component at the excitation frequency
of the point control force. Similarly, the greatest amount of
flexural wave radiation from the beam by a point moment
corresponds to the beam torsional wave number component
at the excitation frequency. These characteristics of the wave
radiation from the beam driven by point force and point mo-
ment indicate that point forces and moments may result in
effective attenuation of plate flexural wave transmission at
the coincidence conditions.

I. BEAM-PLATE INTERCONNECTIONS

An extensive analysis on the behavior of the wave mo-
tions in an infinite beam-reinforced plate has already been
developed by Ungar and Cremer.8,9 It is useful to review the
analysis for a better understanding of the active control strat-
egy. The beam–plate structure consists of an infinite uniform
plate symmetrically reinforced by two identical uniform nar-
row straight beams of rectangular cross section. The attach-
ment between the plate and beams is assumed to be perfect
and continuous. For the mathematical modeling, the structure
can be divided into three subsystems: plate 1, beam, and
plate 2; with the centroidal axis of the system lying in the
midplane of the plate and coinciding with the beam centre of
twist. The geometry and coordinates of the subsystems may
be visualized in Fig. 1. The incident flexural wave,Win ,
traveling in thex-y plane at an anglew, is also shown in
Fig. 1.

Qx , Mxy , andMxx represent the shear forces, bending
moments, and twisting moments acting along the unit length
of the plates in they direction, respectively, and are de-
scribed by the following classical relations:

Qx52D
]

]x F]2W

]x2 1
]2W

]y2 G , ~1!

Mxy5DF]2W

]x2 1y
]2W

]y2 G , ~2!

Mxx52D~12y!
]2W

]x ]y
, ~3!

where D5Eph3/12(12y2) is the flexural rigidity of the
plate, andh, Ep , and y are, respectively, the thickness,
Young’s modulus, and Poisson’s ratio of the plate. The in-
ternal distributed damping in the structure is included in the
complex Young’s modulus byEp* 5Ep(11 j h), whereh is
the structural loss factor.W(x,y,t) is the plate flexural dis-
placement in thez direction. The flexural displacement of the
beam in thez direction is denoted byu(y,t) and the rotation
of the beam about itsy axis is described by the torsional
angular displacementu(y,t).

When the flexural motion in plate 1 impinges on the
beam boundary, it induces both flexural and torsional mo-
tions in the beam, and subsequently radiates flexural motion
in plate 2. Ignoring rotary inertia and using the sign notation
corresponding to Fig. 1, the equations of motion for the
beam flexure and torsion are derived as

EbI
]4u

]y4 1rbA
]2u

]t2 5S Qx1
]Mxx

]y D
x501

2S Qx1
]Mxx

]y D
x502

, ~4!

GJ
]2u

]y22rbI p

]2u

]t2 5~Mxy!x5012~Mxy!x502, ~5!

whereEbI andGJ are the flexural and torsional stiffness of
the beam, respectively, andrbA, rbI p are, respectively, the
beam mass and polar mass moment of inertia per unit length
of beam.

The plate flexural displacements are governed by the
plate classical equation of motion:

D¹4W1rph
]2W

]t2 50, ~6!

where¹25(]2/]x2)1(]2/]y2) is the Laplace operator, and
rp is the density of the plate.

For the displacement continuity of the three subsystems
at the boundary interfaces, the beam flexural displacement is
equal to the plate flexural displacements, and the torsional
displacement of the beam is equal to the rotation of the plates
about they axis. The following coupling equations corre-
spond to the sign notation in the equations of motion:

u~y,t !5W1~x,y,t !ux5025W2~x,y,t !ux501, ~7!

u~y,t !52
]W1

]x U
x502

52
]W2

]x U
x501

. ~8!

FIG. 1. Three subsystems of the beam–plate model: plate 1, beam, and plate
2, showing the plane flexural wave incident at the beam boundary.
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II. PRIMARY FLEXURAL WAVE MOTION IN THE
PLATES

A. Plate flexural plane wave incident on the beam
discontinuity

Consider a plane flexural wave propagating in the posi-
tive x direction in plate 1, where the direction of the propa-
gation is inclined at an anglew to the x axis. This incident
plane wave of frequencyv and wave numberkp in the di-
rection of its propagation impinges on the beam boundary as
shown in Fig. 1, and can be described by

Win~x,y,t !5Ape2 j ~kp cosw!xej ~kp sin w!yej vt, ~9!

whereAp is the amplitude of the incident wave. The plate
wave numberkp is related to the plate parameters by

kp5AvS rph

D D 1/4

. ~10!

When the incident wave impinges on the beam boundary, the
scattering of the structural wave field generates both reflec-
tive and transmitted waves. For an infinite plate, no waves
are reflected from the infinities; the resulting plate displace-
ment in plate 1~on the same side of the boundary as the
incoming wave! consists of three components along thex
direction; the incident wave, the reflected propagating wave
and the near-field reflection:

W1~x,y,t !5@Ape2 jkxx1Rpejkxx1Rneknx#ejkyy1 j vt,
~11!

wherekx5Akp
22ky

25kp cosw andky5kp sinw are, respec-
tively, the wave number components of the incident wave in
the x and y directions, andkn5Akp

21ky
25kpA11sin2 w is

the decay constant of the near-field wave component. The
coefficientsRp andRn are the amplitudes of the reflected and
near-field waves, respectively.

Similarly, the total flexural displacement in plate 2 can
be described by two components—the transmitted propagat-
ing wave and the near-field transmission:

W2~x,y,t !5@Tpe2 jkxx1Tne2knx#ejkyy1 j vt, ~12!

whereTp and Tn are the amplitudes of the transmitted and
transmitted near-field waves in thex direction on the ‘‘right’’
side of the beam boundary in plate 2. For the continuity of
the plane waves in they direction, both plates have the same
periodicity of motion along they direction.

The induced beam flexural and torsional vibrations are
described by

u~y,t !5u0ejkyy1 j vt, ~13!

u~y,t !5u0ejkyy1 j vt, ~14!

whereu0 andu0 are the amplitudes of the flexural and tor-
sional motions in the beam, respectively.

B. Coincidence conditions

The relationship between the wave numberk and the
wavelengthl(k52p/l) allows the explanation of the coin-
cidence or optimal trace wave matching conditions. The
plane wave in plate 1 at a frequencyv has wavelengthlp as

determined by Eq.~10!, while the wavelength of the flexural
wave in the beamlB at frequencyv is determined by
lB-(2p/Av)(EbI /rbA)1/4. lp and lB are not necessarily
equal. If the intercepts of the incident wave on they axis
ly5lp /sinw equals the natural flexural wavelength of the
beamlB , as shown in Fig. 2; then optimal flexural trace
wave matching between the plate flexural waves and the
beam flexural waves occurs. We call this phenomenonflex-
ural coincidence. Similarly, if ly matches the natural tor-
sional wavelength of the beam,lT , where lT5(2p/v)
3(GJ/rbI p)1/2, then optimal trace wave matching occurs
between the plate flexural waves and the beam torsional
waves. This is calledtorsional coincidence. It is at these
coincidence conditions that the greatest coupling between the
plate and beam motions occurs, resulting in the maximum
transmission of the flexural wave motion through the rein-
forcing beam.

From Ungar’s work,8 solutions for the coefficientsTp ,
Rp , Tn , andRn have been determined by making use of the
equations of motions and the boundary conditions, and that
the beam–plate structure is constructed entirely of the same
material, resulting in the following expressions:

Tp5Ap@12~ tors1flex!#, ~15!

Rp5Ap~ tors2flex!, ~16!

Tn5ApF j
cosw

A11sin2 w
flex2torsG , ~17!

Rn5Tn22Aptors, ~18!

where

tors5S 1

11 j b D , ~19!

flex5S 1

11 j a D , ~20!

and

b5
UA11sin2 w24

U cosw
, ~21!

FIG. 2. Optimal trace wave matching between the plate flexural waves and
the beam flexural waves.

3532 3532J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 N. J. Kessissoglou and J. Pan: Attenuation of plate vibration



a5S 4

S
2

1

A11sin2 w
D cosw, ~22!

S5
Akp

2

h F S cB

cp
sin w D 4

21G , ~23!

U5
I pkp

h F12S cT

cp
sin w D 2G , ~24!

wherecp is the bending wave speed of the plates andcB , cT

are the bending and torsional wave speeds of the beam, re-
spectively. From Eqs.~21!–~24! it can be shown that the
symbols tors and flex indicate the amount of torsional and
flexural trace wave matching, respectively.8

To investigate the flexural wave transmission in the far
field of plate 2, it is sufficient to only obtain the solution for
the coefficientTp in Eq. ~15!. If the amplitude of the incident
wave is unity (Ap51), then TpTp* represents the energy
transmission coefficient, whereTpTp* is the ratio of the trans-
mitted energy per unit length to the incident energy per unit
length, and can simply be described by

TpTp* 512tors~tors!*2flex~flex!*1tors~flex!*

1flex~tors!* , ~25!

whereTp* denotes the complex conjugate ofTp .
For flexural trace wave matching only the above expres-

sion reduces to

TpTp* 512flex~flex!* , ~26!

that is, the far-field flexural wave transmission in plate 2 is a
direct result of the optimal coupling between the plate flex-
ural waves and the beam flexural waves. Since the trace
wave number of the plate,ky , and the natural bending wave
number of the beam,kB , vary with frequency the same way,
this coincidence condition becomes frequency independent,
and occurs for a single angle of incidence only@wB

5sin21(kB /kp)#. For torsional trace wave matching only, the
expression for the wave transmission reduces to:

TpTp* 512tors~tors!* , ~27!

where the energy transmission is solely due to the trace
matching between the plate flexural and beam torsional
waves. This coincidence condition is dependent on both
angle and frequency, that is, the angle at which this coinci-
dence condition occurs increases with the corresponding co-
incidence frequency@wT5sin21(kT /kp)#.

III. ACTIVE CONTROL OF THE PLATE FLEXURAL
WAVE TRANSMISSION

The active control of the flexural wave transmission in
plate 2 may be realized with the application of point control
forces and point control moments to the reinforcing beam, as
shown in the Fig. 3. The point forces are arranged to excite
only flexural motion in the beam, and similarly, the point
control moments excite only torsional motion in the beam.

A. Point force control

For simplicity, we initially consider single channel con-
trol with the application of a single point force only to the
beam. The total force acting on the beam consists of two
parts; the exciting control force given by a point forceFs

applied at a locationy0 on the beam, and a forceFBR which
is a result of the backward reaction from the plates on either
side of the beam.

The equation of motion for the secondary flexural dis-
placement of the beam,us , to the point control force and
backward reaction force is10

EbI
]4us

]y4 1rbA
]2us

]t2 5FBR1Fsd~y2y0!. ~28!

FBR is the net vertical shear force acting at the boundaries
between the beam and the plates, that is:

FBR5S Qxs
1

]Mxxs

]y
D U

x501

2S Qxs
1

]Mxxs

]y
D U

x502

,

~29!

where the secondary shear forcesQxs
and twisting moments

Mxxs
are described by Eqs.~1! and~3!, and are a result of the

secondary flexural displacement in the plates.
Due to the symmetry under the control force application,

the secondary flexural displacements in plates 1 and 2 should
be symmetric.11 At the boundary interfaces between the
plates and beam, the secondary coupling conditions can be
described by Eqs.~7! and ~8!, with the rotation of the beam
and in the plates about they axis equal to zero for beam
flexural excitation only. Using the wave number transforma-
tion of Eq. ~29! in the y direction into thegy domain, Eqs.
~1! and ~3! to describe the plate motions, and the boundary
conditions to describe the coupling between the plate and

FIG. 4. Pole location ofH f in the supersonic wave number spectrum.

FIG. 3. Application of a single point control force and a single point control
moment to the reinforcing beam.
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beam motions, it is possible to describeFBR in terms of the
beam secondary flexural displacementũs(gy) by

F̃BR~gy!52 jD ~kp
42gy

4!@~kp
22gy

2!21/2

1 j ~kp
21gy

2!21/2#ũs~gy!. ~30!

The wave number transformation of Eq.~28! involves mul-
tiplying by e2 j gyy and integrating over the range (2`<y

<`). Using Eq.~30! and the Fourier transformation of Eq.
~28! results in the following expression for the beam second-
ary flexural displacement:

ũs~gy!5
Fs

EbI
H f~gy!e2 j gyy0, ~31!

where

H f~gy!5
1

ky
42kB

41~2 jD /EbI !~kp
42gy

4!@~kp
22gy

2!21/21 j ~kp
21gy

2!21/2#
. ~32!

It was mentioned earlier that although the coupling condi-
tions between the plates and the beam are the same as those
described in Eqs.~7! and ~8!, for secondary structural dis-
placements due to point force application, the angular dis-
placements at the plate and beam boundaries are zero. This
allows an expression for the secondary displacement of plate
2 in the wave number space described by

W̃2
s~x,gy!5@A1~gy!e2 jAkp

2
2gy

2x

1A2~gy!e2Akp
2

1gy
2x#ũs~gy!, ~33!

where

A1~gy!5
Akp

21gy
2

Akp
21gy

22 jAkp
22gy

2

and ~34!

A2~gy!52 j
Akp

22gy
2

Akp
21gy

22 jAkp
22gy

2

are, respectively, the amplitudes of the secondary traveling
waves and near-field decay waves. The resultant secondary
displacement response can be obtained by the following
wave number integration:

W2
s~x,y!5

Fs

2pEbI E2`

`

@A1~gy!e2 jAkp
2

2gy
2x1A2~gy!

3e2Akp
2

1gy
2x#H f~gy!e2 j gy~y02y! dgy . ~35!

If the error sensors are located in the far field of the trans-
mitted waves~at x510lp!, then the only portion of the wave
number spectrum which contributes to the far-field propagat-
ing waves is the supersonic wave number component of the
spectrum, where the wave number componentgy has mag-
nitude less than the plate wave numberkp , ~that is, ugyu
,kp!.12 Therefore the limits of the integral can be reduced to
the range from2kp to kp , where the real part ofkp is
approximately 35 m21 at an excitation frequency of 500 Hz,
and hence the flexural wave motion in the far field of plate 2
due to the point control force on the beam can be approxi-
mated as

W2
s~x,y!5

Fs

2pEbI E2kp

kp
A1~gy!e2 jAkp

2
2gy

2xH f~gy!

3e2 j gy~y02y! dgy . ~36!

Initial examination of the supersonic wave number spectrum
of the radiated flexural waves in plate 2 found that the waves
are dominated by the wave number component which is de-
termined by the pole location ofH f(gy) in the range of
ugyu<kp . If the plate-to-beam flexural stiffness ratioD/EbI
is small ~that is, the beam is considerably stiffer than the
plate!, the dominant component will be in the vicinity ofkB ,
wherekB57.2 m21, as illustrated in Fig. 4. This coincides
with the results of the primary wave transmission, where for
beam flexural motion, the maximum plate flexural wave
transmission occurs at the flexural coincidence condition,
corresponding to when the wave number component of the
plate in they direction ky , is equal to the beam natural
flexural wave numberkB .

The single point force is located at a positiony050 on
the beam. The corresponding secondary flexural waves in the
beam generated by the single control force have a decaying
magnitude after a distance of approximately 0.3lB from the
origin along the 6y directions. Therefore, in order to
achieve global attenuation of the transmitted primary plane
waves, it is necessary to generate a secondary plane wave
with a nondecaying magnitude along they direction. As a
result, multiple channel control was employed where mul-
tiple point control forces are used to excite the beam. For
2N11 point forces equally spaced in they direction by a
distanceD, the superimposed secondary flexural displace-
ment in plate 2 can be expressed as

W2
s~x,y!5

1

2pEbI E2kp

kp
A1~gy!e2 jAkp

2
2ky

2xH f~gy!

3 (
n52N

N

Fn
se2 jky~nD2y! dgy . ~37!

The determination of the magnitudes and phases of the point
control forces poses a minimization problem with multiple
variables to optimize. To gain the initial physical insight of
the control feasibility, the control forces are arranged to have
the same magnitudes and prefixed phases as follows:
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Fn
s5Fse

j fn, n52N,...,N. ~38!

For example, iffn50, a uniform amplitude of the radiated
secondary waves along they direction can be generated by
the control forces, but the spatial phase in the region of in-
terest does not match that of the primary transmitted waves.

From the observation of the flexural wave transmission
through the beam, it has been shown that the transmitted
primary plane waves are generated by the nondecaying flex-
ural and torsional vibrations in the beam as described by Eqs.
~13! and ~14!. If the phases of the point control forces are
arranged to have the same spatial phase variation to that of
the primary flexural waves in the beam, as shown in Eq.
~13!, it is expected that the beam secondary flexural response
to the control forces will also have the same spatial phase
variation in the spatial range where the forces are located.
Hence the secondary flexural waves in plate 2 from the beam
vibration will have a wave feature with spatial phase in they
direction determined by that of the primary flexural waves in
the beam. Also, we know that the primary flexural waves in
the plates have their maximum transmission at the flexural
coincidence~that is, atky5kB!, and if the control forces are
arranged to have the spatial phase relationship at the flexural
coincidence, then the radiated secondary flexural waves in
plate 2 will have the optimal spatial phase match with trans-
mitted primary waves at the flexural coincidence. For this
case, the phases of the control forces in Eq.~37! become

fn5kBnD, n52N,...,N, ~39!

whereD50.3lB andlB50.87 m. This arrangement is simi-
lar to the biologically inspired control strategy, where a
group of actuators are connected together with certain phase
and amplitude relationship, and only one control signal is
needed to drive them.12 Using this spatial phase relationship
and the following expression:13

(
n52N

N

e2 j vnD5
sin@v~2N11!D/2J#

sin@vD/2#
. ~40!

Equation~36! becomes

W2
s~x,y!5FsGf , ~41!

where

Gf5
1

2pEbI E2kp

kp
A1~gy!e2 jAkp

2
2gy

2xH f~gy!

3
sin@~gy2kB!~2N11!D/2#

sin@~gy2kB!D/2#
ej gyy dgy . ~42!

For an infinite number of control forces, that is, 2N
11→`, and using the following expressions:

lim
M→`

sin Mx

x
5pd~x!, ~43!

lim
x→0

sin x

x
51, ~44!

the expression forGf in Eq. ~42! can be simplified to

Gf5
A1~kB!H f~kB!e2 jAkp

2
2kB

2xejkBy

2EbI
. ~45!

A uniformly distributed magnitude ofGf corresponding to
Eq. ~45! along they direction in the far field of plate 2 is
now attained. Also, the spatial phase variation ofGf matches
with the phase variation at the flexural coincidence condition
~at ejkBy!, as the wavelength between each consecutive wave
in the y direction ly , matches the natural flexural wave-
length of the beam,lB , as shown in Fig. 5.

The displacement at the error sensor locations is the su-
perposition of the primary transmitted waves and secondary
flexural waves generated by the control forces, that is,

W2
total~x,y!5W2

p~x,y!1W2
s~x,y!, ~46!

where the primary transmitted wave in the far field of plate 2
is approximated as

W2
p~x,y!5Tpe2 j ~kp cosw!x1 j ~kp sin w!y. ~47!

The cost function used for the control optimization is the
averaged squared plate flexural displacementJF at the error
sensor locationx0510lp , and atM discrete locations along
the y direction:

JF5
1

M (
i 51

M

W2
total~x0 ,yi !@W2

total~x0 ,yi !#* . ~48!

By standard methods, the cost function can be expressed as a
quadratic function of the control forceFs :14

JF5FsAfFs* 1BfFs* 1FsBf* 1Cf , ~49!

where

Af5
1

M (
i 51

M

Gf~x0 ,yi !@Gf~x0 ,yi !#* , ~50!

Bf5
1

M (
i 51

M

Tpe2 j ~kp cosw!x0ej ~kp sin w!yi@Gf~x0 ,yi !#* ,

~51!

and

Cf5TpTp* . ~52!

FIG. 5. Spatial phase variation ofGf along they direction.
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The optimal control force can be obtained by differentiating
the cost function with respect to the real and imaginary com-
ponents of the control force. The optimal force corresponds
to the force value when both derivatives are zero. The solu-
tion for the optimal control force for the minimum averaged
plate flexural displacement can therefore be obtained as14

Fsuopt52
Bf

Af
. ~53!

The corresponding maximum attenuation level can be ex-
pressed~in dB! by taking the ratio between the controlled
and uncontrolled averaged plate displacements, that is,

PFuatten5210 log10UJmin
F

Cf
U5210 log10U12

Bf* Bf

CfAf
U. ~54!

B. Point moment control

Similar arrangements can be applied to the point mo-
ment control to achieve large attenuation of the flexural wave
transmission in the far field of plate 2 at the torsional coin-
cidence. With the application of a single point moment to the
beam, the total moment acting on the beam also consists of
two parts: the exciting momentMs acting at a locationyb on
the beam, and a momentMBR to include the backward reac-
tion from the plates. The equation of motion for the beam
secondary torsional displacementus becomes

GJ
]2u

]y22rbI p

]2u

]t2 5MBR2Msd~y2yb!. ~55!

MBR is the net bending moment acting at the boundaries of
the plates and beam, that is,

MBR5~Mxys
!x5012~Mxys

!x502, ~56!

where the secondary bending moments,Mxys
, result from the

secondary flexural displacements in the plates as described
by Eq. ~2!.

Due to the symmetry of the applied control moment, the
secondary vibrations in both plates are also symmetric. At
the boundary interfaces, the rotation in the plates about they
axis are equal to the beam secondary torsional displacement.
However, for beam torsional excitation only, the secondary
flexural displacements in both the plates and beam are equal
to zero. Using this information,MBR can be obtained in
wave number space in terms of the beam secondary torsional
displacementũs(gy) as

M̃BR~gy!52 jD ~Akp
21gy

21 jAkp
22gy

2!ũs~gy!. ~57!

Using Eq.~57!, the wave number transformation of Eq.~55!
gives rise to

ũs~gy!5
Ms

GJ
Hm~gy!e2 j gyyb, ~58!

where

Hm~gy!5
1

gy
22kT

21
2 jD

GJ
~Akp

21gy
21 jAkp

22gy
2!

. ~59!

Under point moment application the structural flexural dis-
placements are equal to zero. Using this information and the
boundary conditions defined by Eqs.~7! and ~8!, it is pos-
sible to obtain an expression for the secondary flexural dis-
placement response of plate 2 due to the point moment only,
described by wave number integration in thegy domain:

W2
s~x,y!5

Ms

2pGJ E
2`

`

B1~gy!@e2 jAkp
2

2gy
2x

2e2Akp
2

1gy
2x#Hm~gy!e2 j gy~yb2y! dyy , ~60!

where

B15
1

jAkp
22gy

22Akp
21gy

2
. ~61!

andB1 is the amplitude of both the traveling and near-field
secondary waves in the plate under the point moment appli-
cation. By similar analysis for the point force application, the
radiated flexural waves in the far field of plate 2 due to the
point control moment on the beam are found to be directly
contributed by the supersonic wave number spectrum, and
therefore the limits of the integration in Eq.~60! can be
limited to the range from2kp to kp :

W2
s~x,y!5

Ms

2pGJ E
2kp

kp
B1~gy!e2 jAkp

2
2gy

2xHm~gy!

3e2 j gy~yb2y! dgy . ~62!

Examination of the pole location ofHm(gy) in the relevant
wave number spectrum, (ugyu,kp) and at 500 Hz, reveals
that if the plate flexural-to-beam torsional stiffness ratio
D/GJ is small, then the dominant wave number component
of gy is in the vicinity ofkT , wherekT51.4 m21. This con-
firms the torsional coincidence phenomenon where the maxi-
mum primary transmission occurs whenky5kT .

Multiple point moments, equally spaced along they di-
rection by a distanceD, are used to generate a nondecaying
secondary wave in plate 2 along they direction. Biologically
inspired control is employed where the array of moments are
arranged to have the same magnitudes and prefixed phases.
For optimal results, the phases of the control moments are
arranged to have the same spatial phase variation to that of
the primary torsional waves in the beam. As a result, the
beam secondary torsional response will have the same spatial
phase variation as the primary torsional motion in the beam.
Also, we know that for beam torsional motion, the primary
flexural waves in plate 1 have their maximum transmission at
the torsional coincidence, that is, atky5kT . Therefore, if the
control moments are arranged to have their spatial phase re-
lationship at the torsional coincidence, then the secondary
flexural waves in plate 2 will have the optimal spatial phase
match with the primary transmitted waves. For this case, the
phases of the control moments become:

fn5kTnD. ~63!

Using 2N11 control moments separated by a distanceD,
and the expressions in Eqs.~40!, ~43!, and~44!, the second-
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ary flexural wave displacement for point moment control be-
comes

W2
s~x,y!5MsGm , ~64!

where

Gm5
B1~kT!Hm~kT!e2 jAkp

2
2kT

2xejkTy

2GJ
. ~65!

The distance between the point moments used in this simu-
lation is D50.5lT , wherelT54.4 m, a uniformly distrib-
uted magnitude of the radiated secondary plate waves along
the y direction is attained. The spatial phase variation along
the y direction matching that at the torsional coincidence~at
ejkTy!, that is, for this spatial phase arrangement, the wave-
length of the secondary plate waves along they direction is
equal to the natural torsional wavelength of the beam,lT .

Now it is only necessary to optimize a single variable
Ms in order to minimize the total flexural displacement in
plate 2 at the error sensor locations. The total displacement at
the error sensor locations~also atx0510lp for point mo-
ment control! is the superposition of the primary transmitted
waves and the secondary flexural waves generated by the
control moments:

W2
total~x,y!5W2

p~x,y!1W2
s~x,y!, ~66!

whereW2
p(x,y) represents the primary transmitted wave as

in Eq. ~47! and W2
s(x,y) represents the secondary flexural

waves generated by the control moments as in Eq.~64!. Us-
ing the same cost function for the control force application,
and atM discrete locations along they direction, we can
express the cost function as a quadratic function of the con-
trol moment:

JM5MsAmMs* 1BmMs* 1MsBm* 1Cm , ~67!

where

Am5
1

M (
i 51

M

Gm~x0 ,yi !@Gm~x0 ,yi !#* , ~68!

Bm5
1

M (
i 51

M

Tpe2 j ~kp cosw!x01 j ~kp sin w!yi@Gm~x0 ,yi !#* ,

~69!

and

Cm5Cf5TpTp* . ~70!

The solution for the optimal control moment for the mini-
mum averaged plate displacement is obtained as

Msuopt52
Bm

Am
, ~71!

and the corresponding maximum attenuation level is

PMuatten5210 log10U12
Bm* Bm

CmAm
U. ~72!

IV. RESULTS AND DISCUSSION

A. Results of the primary flexural wave transmission

As the theoretical analysis in this paper is based on the
requirement that the beam–plate system is constructed of the

same material throughout, the properties of aluminium were
selected for the materials parameters, usingr52700 kg/m3,
E56.931010 N/m2, y50.33, andh50.001. The regions of
the maximum transmission occur at the coincidence condi-
tions, and can be described in terms of the stiffness of the
structure. The flexural rigidities of the beam and plate are
EbI andD, respectively, and the torsional rigidityGJ of the
beam was calculated using the analysis of Wang.15 In his
analysis on the input impedance of a beam coupled to a
plate, Lamb16 introduced a coupling parameter,D/EbIkB ,
which describes the frequency dependent degree of plate–
beam coupling in terms of the flexural rigidities of the plate
and beam. For beam stiffness which is significantly greater
than the plate stiffness, the regions of the maximum trans-
mission of the plate flexural waves through the beam become
more clearly defined, as the beam increases its ability to act
as an effective passive device. These regions of maximum
transmission correspond to the coincidence conditions deter-
mined by the trace wave matching phenomenon described
earlier.

In Fig. 6~a!–~c!, the characteristics of the transmission
of the plate flexural waves through the reinforcing beam are
illustrated for a frequency range up to 2000 Hz, and for a
relevant range of angles of the incident waves from 0° to
20°. Using a plate thickness of 1.6 mm, and reinforcing
beams of both width and height of 2 cm, results in a very
small coupling parameterD/EbIkB of 4.431024. Figure 6~a!
corresponds to the wave transmission due to the flexural co-
incidence condition only, as described by Eq.~26!. The flex-
ural coincidence condition is independent of frequency and
occurs for a single incident angle corresponding towB

5sin21(kB /kp), wherewB511.5° for this beam-plate model.
As the beam stiffness decreases, the incident angle for flex-
ural coincidence increases, and also the region of maximum
transmission increases as the beam loses its ability to act as a
passive control device.

Figure 6~b! shows the flexural wave transmission for the
torsional trace wave matching condition only, as described in
Eq. ~27!. It demonstrates that the angle of incidence at tor-
sional coincidence increases with the corresponding coinci-
dence frequency. Similarly, as the beam stiffness decreases,
the angle of incidence at torsional coincidence gradually in-
creases, and the region of maximum transmission surround-
ing the coincidence angle is also increased.

The total flexural wave transmission in plate 2 through a
reinforcing beam, as described by Eq.~25!, is shown in Fig.
6~c!. It can be observed that the maximum transmission oc-
curs at the coincidence conditions. Away from the coinci-
dences, there is very little transmission which concludes that
the beam itself acts as an effective passive attenuation de-
vice. The contribution of the interference terms in Eq.~25!
displays no extra information to the general shape of the total
wave transmission in Fig. 6~c!.

In the regions of maximum transmission, the spatial
phase of the plate flexural waves in they direction is con-
trolled by the corresponding coincidences, that is, atejkBy for
flexural coincidence, andejkTy for torsional coincidence.
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B. Control results

Figure 7 shows the flexural wave attenuation level at the
error sensor location (x0510lp), and for 401 discrete loca-
tions along they direction corresponding to the range
(22lB,2lB). Examination of a relevant range for the inci-
dent angle from 0° to 20° at excitation frequencies of 500 Hz
and 1000 Hz shows that a significant attenuation level of
approximately 14.3 dB has been achieved at the flexural co-
incidence angle ofwB511.5°. The level of attenuation at
both frequencies is the same. Due to the nature of the ar-

ranged control force excitation, the radiated secondary flex-
ural waves have poor spatial phase correlation with the trans-
mitted primary waves away from the flexural coincidence
angle, which results in poor global attenuation. However,
away from the coincidence, the beam itself acts as an effec-
tive passive device, as shown in Fig. 6~a!. Changing the fre-
quency of excitation has no effect on the attenuation level
attained or the angle at which attenuation is achieved, as the
flexural coincidence condition is independent of frequency.
Figure 8 shows the corresponding dimensionless magnitude
of the optimal control forceFsopt, for an amplitude of the
incident waveAp of 1024 m, where a large force is required
at the flexural coincidence angle. At lower frequencies, the
plate adds an additional stiffness susceptance to the input
impedance of a beam-stiffened plate excited by a point force
applied to the beam.16 As the frequency increases, the beam
is able to vibrate more freely, and the primary flexural en-
ergy level in the beam slightly decreases. Hence, at higher
frequencies, a smaller amplitude of the control forces is re-
quired in order to generate secondary vibrational levels in the
beam to match the primary energy level in the beam.

The plate flexural attenuation level under the control
moment application is achieved for the same number of dis-
crete locations along they direction as for the point control

FIG. 6. ~a! Flexural wave transmission in the far field of plate 2 for flexural
coincidence only.~b! Flexural wave transmission in the far field of plate 2
for torsional coincidence only.~c! The total flexural wave transmission in
the far field of plate 2.

FIG. 7. Attenuation levels of the flexural wave transmission at excitation
frequencies of 500 Hz~———! and 1000 Hz~-----! using point control
forces.

FIG. 8. Dimensionless magnitudes of the optimal control forces,Fs , for an
amplitude of the incident wave,Ap , of 1024 m at 500 Hz~——! and 1000
Hz ~-----!.
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force arrangement, corresponding to the range
(22lT,2lT). Figure 9 shows the attenuation levels of the
flexural wave transmission using point control moments at
excitation frequencies of 500 Hz and 1000 Hz. The peaks of
the attenuation levels occur at the corresponding torsional
coincidence angles of 1.5° and 3.0°, respectively. Although
significant attenuation levels at the torsional coincidence
angles have been achieved, the amount of attenuation is not
as significant as for the control force application. Shown in
Fig. 10 are the dimensionless magnitudes of the optimal con-
trol moments,Msuopt, which occur at the corresponding tor-
sional coincidence angles for the frequencies of 500 Hz and
1000 Hz, respectively. Figure 10 shows that at higher fre-
quencies, the magnitudes of the control moments required
for the same level of attenuation increases. Also, as the fre-
quency increases, the primary energy level in the beam due
to torsional displacement is increased at the corresponding
torsional coincidence angle. This is because at higher fre-
quencies, the beam torsional stiffness relative to the plate
bending stiffness increases.17 As a result, a larger magnitude
of the control moments is required in order to generate the
sufficient displacement to match that of the primary transmit-
ted waves.

V. EFFECT OF THE ACTIVE CONTROL ON THE BEAM
VIBRATION AND NEAR-FIELD PLATE
DISTRIBUTION

For the application of multiple point control forces to the
reinforcing beam, it is of interest to investigate the total
beam flexural energy and the near-field distribution of the
plate vibration, to determine whether there has been signifi-
cant increase in the vibration levels in these areas. For the
same control force arrangement used earlier in the analysis,
the beam flexural energy under control and the primary and
secondary beam flexural energies are shown in Fig. 11 as a
function of the incident angle and at 500 Hz. The flexural
energies are obtained from the averaged beam displacements
over the given number of discrete locations along they di-
rection corresponding to the range (22lB,2lB). The beam
secondary flexural displacement is obtained using the solu-
tion for the optimal control force derived in the minimisation
of the flexural energy transmission at the error sensor loca-
tions (x510lp) in the far field of plate 2 as shown in Fig. 8.
The results in Fig. 11 show that around the flexural coinci-
dence angle, the primary and secondary beam flexural ener-
gies are almost equal, and at a maximum of277 dB at the
flexural coincidence angle ofwB511.5°. The corresponding
beam flexural energy under control at the flexural coinci-
dence angle is291 dB, resulting in a 14 dB reduction of the
beam flexural energy at the flexural coincidence angle. Simi-
lar results are found in examining the beam torsional energy
distributions for the application of point control moments to
the beam, where the primary and secondary beam torsional
energies are both a maximum and are equal at the torsional
coincidence angle, and the corresponding beam torsional en-
ergy under control at the torsional coincidence angle is at-
tenuated.

In order to investigate the near-field distribution in plate
2 for the control force application, the primary and total
squared plate displacements were averaged over the given
number of discrete locations along they direction, and then
examined as a distance away from the beam along thex
direction. The expressions for both the primary and second-
ary flexural plate displacements include the terms describing
the near-field waves. The primary flexural energy distribu-
tion was obtained for an incident angle at the flexural coin-

FIG. 9. Attenuation levels of the flexural wave transmission at excitation
frequencies of 500 Hz~———! and 1000 Hz~-----! using point control
moments.

FIG. 10. Dimensionless magnitudes of the optimal control moments,Ms ,
for an amplitude of the incident wave,Ap , of 1024 m at 500 Hz~———!
and 1000 Hz~-----!.

FIG. 11. Total beam flexural energy~–l–l–! showing the contributions
by the primary~--–--! and secondary~-----! beam flexural displacements.
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cidence condition, and the secondary flexural energy was
determined using the same optimal control force obtained at
the error sensor locations as shown in Fig. 8. Figure 12
shows the primary and controlled energy distributions along
the x direction beginning atx50 at the boundary interface
between the beam and plate 2, up to the error sensor loca-
tions atx510lp . At the boundary interface (x50), the pri-
mary flexural energy in the plate is equal to277 dB, corre-
sponding to the primary flexural energy in the beam, and the
attenuated flexural energy in the plate is291 dB, which
confirms the results obtained for the beam flexural energies
in Fig. 11. In Fig. 12, it can be seen that the near-field region
for the primary vibrations in the plates is significant forx
,0.5lp , after which the propagating waves dominate the
response. The near-field decay waves increase the primary
and controlled flexural energy levels in the plate by as much
as 3 dB. Attenuation of the total flexural energy transmission
in the far field of plate 2 also attenuates the near-field energy
distribution in the plate. For the control arrangement de-
scribed in this paper, active control of the far-field flexural
energy transmission results in a global attenuation level of
the total plate flexural energy distribution of approximately
14 dB. Investigation of the near-field flexural energy distri-
bution due to the control moment application also results in
global attenuation in both the near-field and far-field regions
of plate 2, although the level of attenuation achieved is not as
significant as for the control force application. Mechanisms
of the global control of the plate vibration are due to the
significant reduction of the beam flexural vibration by using
point control forces. Similarly, global control of the plate
flexural energy transmission can be achieved with the appli-
cation of point control moments to the beam, which reduces
the beam torsional energy level.

VI. CONCLUSIONS

The active attenuation of the plate flexural wave trans-
mission through a reinforcing beam has been investigated for
an infinite beam–plate system. It has been shown that the
maximum flexural wave transmission occurs at the optimal
trace wave matching between the flexural waves in the plate
and the flexural and torsional waves in the beam, described

as flexural and torsional coincidence respectively. At inci-
dent angles away from these coincidence conditions, the
wave transmission is not significant as the beam itself acts as
an effective attenuation device. The active control was real-
ized with the application of point control forces and mo-
ments to the reinforcing beam. The control forces were ar-
ranged to excite only flexural motion in the beam, and
similarly, the control moments were arranged to excite only
torsional motion in the beam. It was possible to optimize the
attenuation results with the arrangement of the control forces
and moments using information at the coincidence condi-
tions. It was shown that with the application of multiple
point forces, arranged so as to have the same spatial phase
variation as the flexural waves in the beam at the flexural
coincidence condition, the resulting secondary waves in the
far field of plate 2 generated by the control forces had the
optimal spatial phase match with the primary transmitted
waves. Hence, maximum attenuation of the flexural wave
transmission was achieved for the transmission occurring at
flexural coincidence, making use of both active and passive
control techniques. Similarly, the arrangement of point con-
trol moments so as to have the same spatial phase variation
as the torsional waves in the beam at the torsional coinci-
dence, resulted in the secondary flexural waves in the far
field of plate 2 having the optimal phase match with the
primary transmitted waves, and thereby achieving maximum
attenuation of the flexural wave transmission at torsional co-
incidence. Global attenuation of the plate flexural wave
transmission is achieved in both the near-field and far-field
regions of plate 2. Mechanisms of the global control of the
plate vibration are due to the significant reduction of the
beam flexural vibration by using point control forces. Simi-
larly, global control of the plate flexural energy transmission
can be achieved with the application of point control mo-
ments to the beam, which reduces the beam torsional energy
level.
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Equations for linear piezoelectricity are formulated in a reference frame rotating at a constant
angular velocity and are simplified by a perturbation procedure when the angular velocity of the
reference frame is small. The equations thus obtained are then employed in the analysis of a
rectangular ceramic plate piezoelectric gyroscope operating with thickness shear modes.
Approximate analytical solutions to the equations resulted from the perturbation procedure are
obtained based on Mindlin’s two-dimensional equations for a piezoelectric plate which are
simplified by the thickness shear long wave approximation. Free-vibration frequencies and mode
shapes, as well as the condition for double resonance, are obtained. Forced vibration is also studied
which leads to a simple expression for the voltage sensitivity of the gyroscope. The analysis is
approximate and qualitative mainly with the purpose of exhibiting some most basic characteristics
of the gyroscope. Some of the results are compared with finite element numerical method. ©1997
Acoustical Society of America.@S0001-4966~97!01812-2#

PACS numbers: 43.40.Yq, 43.38.Fx@PJR#

INTRODUCTION

Piezoelectric materials can be used to make gyroscopes
~angular rate sensors!1 to measure the angular velocity of a
rotating body. Piezoelectric gyroscopes can be made of
quartz or ceramics.2 They make use of two modes of a vi-
brating piezoelectric body in which material particles move
in perpendicular directions and the natural frequencies of the
two modes must be very close. Examples are flexure–flexure
vibrations of beams and thickness shear–thickness shear vi-
brations of plates.2

When a piezoelectric gyroscope is used to measure the
angular velocityV of a rotating body, the gyroscope is at-
tached to the rotating body and is excited into mechanical
vibration by applied alternating voltage through piezoelectric
coupling. Then, in the reference frame attached to the rotat-
ing body, Coriolis force causes the gyroscope to vibrate in
the direction perpendicular to the piezoelectrically excited
motion. This motion caused by Coriolis force is related toV
and can be used to detect it. In the rotating reference frame,
piezoelectric gyroscopes undergo small vibrations. The gov-
erning equations are more complicated than the equations of
linear piezoelectricity in an inertial frame because of Coriolis
force terms. These equations can be analyzed analytically or
numerically. A numerical analysis can usually give quick
and accurate results for gyroscopes working with low-
frequency vibration modes like the flexure of beams. How-
ever, for high-frequency modes like the thickness shear of
plates finite element numerical analysis is difficult and re-
mains a challenging problem.3 For gyroscopes of regular ge-
ometry, analytical analysis is possible which provides more
insight into the problem and results can be used to compare
with numerical analysis. For beam piezoelectric gyroscopes
in flexure both numerical4,5 and analytical6–8 results are
available. For plate thickness shear gyroscopes, only finite
element numerical results from a supercomputer are
available.9 Therefore it is purposeful to perform some ana-

lytical analysis on plate thickness shear gyroscopes for a bet-
ter understanding of the problem.

In this work, a perturbation procedure is established for
the equations of linear piezoelectricity in a rotating frame
when the angular velocity of the rotating frame is small. The
perturbation procedure breaks the time harmonic motion of
the piezoelectric body into two steps. In the first step the
piezoelectric body behaves as if the reference frame were not
rotating. In the second step the motion of the piezoelectric
body is driven by Coriolis force corresponding to the motion
obtained in the first step. Based on the equations resulting
from the perturbation procedure, an approximate analytical
analysis is performed on a rectangular ceramic plate gyro-
scope operating with thickness shear modes. Mindlin’s equa-
tions for a piezoelectric plate10 are employed with the thick-
ness shear long wave approximation.11 Resonant frequencies,
mode shapes, double resonance condition, output sensing
signal, and voltage sensitivity are obtained which are impor-
tant in the design of the gyroscope. Some of the analytical
results are compared with finite element numerical method.

I. EQUATIONS FOR A PIEZOELECTRIC BODY IN A
ROTATING FRAME

Let the piezoelectric body rotate at a constant angular
velocity V. A reference frame is attached to the body and
rotated with it. We study the small vibration of the body in
the rotating reference frame. Let the region occupied by the
piezoelectric body in the rotating frame be denoted byV and
its boundary surface byS with unit outward normalni and
the following partitions~Fig. 1!:

S5SuøST5Sf
f øSf

s øSD , ~1a!

B5SuùST5Sf
f ùSf

s 5Sf
f ùSD5Sf

s ùSD , ~1b!

whereSu is the part of the surfaceS on which the mechani-
cal displacement is prescribed andST the part ofS where the
traction vector is prescribed. Here,Sf

f represents the forcing
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electrodes on which known values of the electric potential or
voltage is applied andSf

s represents the sensing electrodes
on which values of the electric potential are unknown con-
stants~may be functions of time!. We note thatSf

f or Sf
s may

each have several disjoint parts with different values of the
electric potential on each individual part.SD is the unelec-
troded part of the surface. Without loss of generality we
orient thex2 axis along the axis of rotation. The angular
velocity vector is represented byV j5V§ j , where
(§1 ,§2 ,§3)5(0,1,0) is the unit vector along the rotation
axis. Then the equations of balance of linear momentum for
a linear piezoelectric body in the rotating frame can be ob-
tained from the equations for linear piezoelectricity in an
inertial frame11 by adding Coriolis and centrifugal forces as

Tji , j1r@ f i22e i jkVz j u̇k1O~V2!#5rüi in V, ~2!

where ui is the mechanical displacement vector,Ti j the
stress tensor,e i jk the permutation tensor,r the mass density,
and f i the ordinary body force. The term that is linear inV is
the Coriolis force which is responsible for the detection ofV
for piezoelectric gyroscopes.O(V2) is the centrifugal force
which is proportional to the square ofV and the detailed
expression of which is not shown because it will be ne-
glected later within the approximation of this analysis. Sum-
mation convention for repeated tensor indices and the con-
vention that a comma followed by an index denotes partial
differentiation with respect to the coordinate associated with
the index are used. A superimposed dot represents the time
derivative. The equations of electrostatics, piezoelectric con-
stitutive relations, the strain-displacement, and electric field-
potential relations remain the same as those in an inertial
frame11

Di ,i50 in V, ~3a!

Ti j 5ci jkl Skl2eki jEk in V, ~3b!

Di5ei jkSjk1e i j Ej in V, ~3c!

Si j 5~ui , j1uj ,i !/2 in V, ~3d!

Ei52f ,i in V, ~3e!

ui5ūi on Su , ~3f!

Tji nj5 t̄ i on ST , ~3g!

f5V̄ on Sf
f , ~3h!

f5f̄ on Sf
s , ~3i!

Dini5d̄ on SD , ~3j!

where we have included appropriate boundary conditions
~3f!–~3j!. In Eq. ~3! Si j is the strain tensor,Ei the electric
field, Di the electric displacement,f the electric potential,
and all quantities are with respect to the rotating frame.ci jkl ,
eki j , ande i j are the elastic, piezoelectric, and dielectric con-
stants, respectively. Barred quantities are boundary data
which are assumed known, except the values of the electric
potential f̄ on the sensing electrodesSf

s . Since f̄ is un-
known on the sensing electrodes, some circuit condition join-
ing the sensing electrodes is needed to determine the value of
f̄. The simplest condition is the open circuit condition which
will be used in this analysis and will be shown in detail in the
analysis of the rectangular ceramic plate piezoelectric gyro-
scope later. For the particular purpose of this study, we con-
sider the case when there is no body forcef i and all the
boundary conditions are homogeneous except those on the
electrodesSf

f andSf
s . On the forcing electrodesSf

f the pi-
ezoelectric body is forced by a time harmonic voltage

f5V̄eivt. ~4!

Then for steady state vibrations the unknownsui andf in V
as well asf̄ on Sf

s have the same time dependence and the
whole set of equations and boundary conditions~2! and ~3!
reduce to

ci jkl uk,l j 1eki jf ,k j1r@22ive i jkVz juk1O~V2!#

52rv2ui in V, ~5a!

eki jui , jk2ekif ,ik50 in V, ~5b!

ui50 on Su , ~5c!

~ci jkl uk,l1eki jf ,k!nj50 on ST , ~5d!

f5V̄ on Sf
f , ~5e!

f5f̄ on Sf
s , ~5f!

~eki jui , j2ekif ,i !nk50 on SD , ~5g!

where we have made some substitutions and eliminated
some intermediate variables. We note that, although the forc-
ing voltage V̄ can be assumed real for simplicity, the un-
knownsui , f, and f̄ are usually complex. The value off̄
on the sensing electrodesSf

s depends on the angular velocity
V of the rotating frame, hence it can be used to measureV.
Solutions to the above equations can be attempted directly.
However, when the angular velocityV is small in a sense
that will become clear later, a perturbation procedure can be
established which simplifies the problem and reveals the
sensing mechanism more clearly without losing much accu-
racy.

II. A PERTURBATION PROCEDURE

When the piezoelectric gyroscope is used to measure the
angular velocity of a rotating body, the forcing frequencyv
is very close to a resonant frequency of the gyroscope which

FIG. 1. A piezoelectric body in a rotating reference frame.
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is much larger than the angular velocity of the rotating frame
or v@V. Hence a small, dimensionless parameter can be
introduced as

l5V/v!1, ~6!

and with which we have, from Eq.~5a!

ci jkl uk,l j 1eki jf ,k j1rv2@22ile i jkz juk1O~l2!#

52rv2ui . ~7!

We then expand all the unknowns as

uj5uj
~0!1luj

~1!1O~l2!, ~8a!

f5f~0!1lf~1!1O~l2!, ~8b!

f̄5f̄~0!1lf̄~1!1O~l2!, ~8c!

which, when substituted into Eq.~5!, leads to the following
perturbation problems of successive orders. For the zeroth-
order problem we have

ci jkl uk,l j
~0! 1eki jf ,k j

~0!52rv2ui
~0! in V, ~9a!

eki jui , jk
~0! 2ekif ,ik

~0!50 in V, ~9b!

ui
~0!50 on Su , ~9c!

~ci jkl uk,l
~0!1eki jf ,k

~0!!nj50 on ST , ~9d!

f~0!5V̄ on Sf
f , ~9e!

f~0!5f̄~0! on Sf
s , ~9f!

~eki jui , j
~0!2ekif ,i

~0!!nk50 on SD . ~9g!

The zeroth-order problem is the forcing problem. It is seen
that the zeroth-order problem does not have the effect ofV.
The piezoelectric body is forced into a time harmonic motion
by the applied voltage onSf

f . The forcing frequencyv
should be close to a particular resonant frequencyv f at
which resonance of the forced motion occurs for effective
forcing. We note that in this forced vibration withoutV there
still may be an outputf̄ (0) on the sensing electrodesSf

s .
This output is not related toV and it can usually be elimi-
nated by a proper choice of material orientation, resonant
mode of v f , or positions and connections of the sensing
electrodes. WhenV̄ is real, the zeroth-order response can
also be written in real form. For the first-order problem we
have

ci jkl uk,i j
~1! 1eki jf ,k j

~1!2rv22i e i jkz juk
~0!52rv2ui

~1!

in V, ~10a!

eki jui , jk
~1! 2ekif ,ik

~1!50 in V, ~10b!

ui
~1!50 on Su , ~10c!

~ci jkl uk,l
~1!1eki jf ,k

~1!!nj50 on ST , ~10d!

f~0!50 on Sf
f , ~10e!

f~1!5f̄~1! on Sf
s , ~10f!

~eki jui , j
~1!2ekif ,i

~1!!nk50 on SD . ~10g!

The first-order problem is the sensing problem. The third
term on the left hand side of Eq.~10a! is the Coriolis force
due to the zeroth-order motion. The centrifugal force does
not show up in the first-order problem because it is of higher
order inl. It can be seen that the first-order motion is driven
by the Coriolis force due to the zeroth-order motion. For
effective sensingv should also be close to another resonant
frequencyvS of the piezoelectric body at which resonance of
the sensing motion occurs. Hence we must havev'v f

'vs which is called double resonance.5 f̄ (1) on Sf
s is the

quantity that shows the effect of the angular velocityV of
the reference frame. When the zeroth-order solution is real,
the first-order solution can be written in a pure imaginary
form.

III. EQUATIONS FOR A CERAMIC PIEZOELECTRIC
PLATE

Consider a rectangular ceramic plate poled in the thick-
ness direction as shown in Fig. 2. The plate can vibrate at
thickness shear modes. Thickness shear modes are usually
coupled with flexural deformations. For a ceramic plate
poled in the thickness directionx2 , these thickness shear
modes can be excited or detected by lateral electrodes on the
sidesx156a or x356c of the plate because of the specific
forms of the following material constant matrices12

S c11 c13 c12 0 0 0

c13 c33 c13 0 0 0

c12 c13 c11 0 0 0

0 0 0 c44 0 0

0 0 0 0 c66 0

0 0 0 0 0 c44

D , ~11a!

S 0 0 0 0 0 e15

e31 e33 e31 0 0 0

0 0 0 e15 0 0
D , ~11b!

S e11 0 0

0 e33 0

0 0 e11

D , ~11c!

where c665(c112c12)/2. In Eq. ~11! the compact matrix
notation11 has been used.cpq andeip correspond toci jkl and

FIG. 2. A rectangular ceramic plate piezoelectric gyroscope.
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ei jk for p,q51,...,6. We note that in Ref. 12 the material
matrices are for ceramics poled in thex3 direction. Here we
consider the case of ceramics poled in thex2 direction whose
material matrices can be obtained from the matrices in Ref.
12 by rotating rows and columns properly. Mindlin10 derived
two-dimensional equations for a piezoelectric plate with
coupled flexural, thickness shear, thickness twist, and con-
tour ~plane stress! modes. For the particular plate in Fig. 2,
we exclude contour modes because they will not be excited
by lateral electric fields and specialize Mindlin’s equations
for a ceramic plate as

k2c44~u2,aa
~0! 1ua,a

~1! !1ke15f ,aa
~0!5rü2

~0! , ~12a!

ke15~u2,aa
~0! 1ua,a

~1! !2e11f ,aa
~0!50, ~12b!

c̄11u1,11
~1! 1c66u1,33

~1! 1~ c̄131c66!u3,13
~1! 23b22k2c44~u1

~1!1u2,1
~0!!

23b22ke15f ,1
~0!5rü1

~1! , ~12c!

c66u3,11
~1! 1 c̄11u3,33

~1! 1~ c̄131c66!u1,13
~1! 23b22k2c44~u3

~1!1u2,3
~0!!

23b22ke15f ,3
~0!5rü3

~1! , ~12d!

wheref (0), u2
(0) , andua

(1) (a51,3) are the two-dimensional
zeroth-order electric potential, zeroth-order displacement of
deflection, and first-order displacements of shear, respec-
tively. They are functions ofxa (a51,3) and timet. Re-
peated indices are summed over 1, 3. Equation~12a! is the
equation for flexure, Eq.~12b! the equation for electrostatics,
and Eqs.~12c! and ~12d! the equations for shear. We note
that, beginning with this section, superscripts are no longer
related to orders of perturbation. They are orders of various
quantities in the plate theory. Once the perturbation proce-
dure is understood, it can be carried out without superscripts
for perturbation orders. In Eq.~12!

c̄115c112c13
2 /c33, c̄135c122c13

2 /c33, ~13!

and

k25p2/12, ~14!

is the thickness shear correction factor which is determined
by requiring the thickness shear frequencies obtained from
the two-dimensional plate equations and the three-
dimensional equations to be the same for an infinite ceramic
plate. We note that the general two-dimensional equations
for piezoelectric plates have two correction factorsk1 andk3

for thickness shears in thex1 andx3 directions separately.10

Since ceramics are transversely isotropic, the two correction
factors are equal. To apply boundary conditions, we also
need the following:10

T2a
~0!52b@k2c44~u2,a

~0!1ua
~1!!1ke15w ,a

~0!#, ~15a!

Da
~0!52b@ke15~u2,a

~0!1ua
~1!!2e11f ,a

~0!#, ~15b!

T11
~1!5 2

3b
3~ c̄11u1,1

~1!1 c̄13u3,3
~1!!, ~15c!

T33
~1!5 2

3b
3~ c̄13u1,1

~1!1 c̄11u3,3
~1!!, ~15d!

T13
~1!5 2

3b
3c66~u1,3

~1!1u3,1
~1!!, ~15e!

which are the shearing force~15a!, zeroth-order electric dis-
placement~15b!, bending moment in thex1 direction ~15c!,

bending moment in thex3 direction ~15d!, and twisting mo-
ment ~15e!, respectively. Analytical solutions to the above
system of Eqs.~12! can be attempted. However, we will
simplify the problem a little more before we proceed to solve
it.

IV. THICKNESS SHEAR APPROXIMATION

Thickness shear modes are usually accompanied by
weak flexural deformations. This weak flexural deformation
can be eliminated by the so called thickness shear approxi-
mation which further simplifies the problem. Enlightened by
the thickness shear approximation for a system of one-
dimensional equations for quartz,11 we proceed as follows.
From Eqs.~12a! and ~12b!, we obtain, by eliminatingf (0)

k2S c441
e15

2

e11
D ~u2,aa

~0! 1ua,a
~1! !5rü2

~0! . ~16!

Substitution of the following wave solution in Eq.~16!:

u2
~0!5A2 exp@ i ~vt1jaxa!#,

~17!

ub
~1!5Ab exp@ i ~vt1jaxa!#,

results in the dispersion relation

k2S c441
e15

2

e11
D ~2A2jaja1Aai ja!52rv2A2 . ~18!

Since we are interested in long waves with small wave num-
berja , the term quadratic inja in the above equation can be
dropped. Also, since the frequencyv is very close to the
thickness shear frequency of an infinite plate, we make the
following substitution in Eq.~18!;

v2'v`
2 5

p2c44

4rb
, ~19!

wherev` is the infinite plate thickness shear frequency. This
leads to the simplified dispersion relation

A252
b2

3 S 11
e15

2

c44e11
D i jaAa , ~20!

which is equivalent to the differential relation

u2
~0!52

b2

3
~11k15

2 !ua,a
~1! , ~21!

where we have denoted

k15
2 5

e15
2

c44e11
. ~22!

Substituting Eq.~21! into ~12c! and~12d!, neglecting theu2
(0)

term in ~12b! under the long wave approximation, we obtain
the following equations we need to solve under the thickness
shear approximation:
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ke15ua,a
~1!2e11f ,aa

~0!50, ~23a!

c11* u1,11
~1! 1c66u1,33

~1! 1c13* u3,13
~1! 23b22k2c44u1

~1!

23b22ke15f ,1
~0!5rü1

~1! , ~23b!

c66u3,11
~1! 1c11* u3,33

~1! 1c13* u1,13
~1! 23b22k2c44u3

~1!

23b22ke15f ,3
~0!5rü3

~1! , ~23c!

where

c11* 5 c̄111k2c44~11k15
2 !, ~24a!

c13* 5 c̄131c661k2c44~11k15
2 !. ~24b!

Onceua
(1) are known,u2

(0) can be obtained through Eq.~21!.
Corresponding to Eqs.~15a! and ~15b!, under the thickness
shear approximation, we have

T2a
~0!52b~k2c44ua

~1!1ke15w ,a
~0!!, ~25a!

Da
~0!52b~ke15ua

~1!2e11f ,a
~0!!, ~25b!

which are useful when specifying boundary conditions for
Eq. ~23!. Equations ~15c!–~15e! remain the same under
thickness shear approximation. We note that the infinite plate
thickness shear frequencyv` may have more than one value
depending on whether the edges at infinity are shorted or
open. This difference is neglected in the present analysis.

V. DRIVING IN THE X1 DIRECTION

Thickness shear in thex1 direction can be driven by a
voltage 2V1 applied across a pair of electrodes atex1

56a. Since the main motion isu1
(1) , we neglectu3

(1) and
the small variation alongx3 . Then from Eqs.~23a!, ~23b!,
and ~25a! we have

ke15u1,1
~1!2e11f ,11

~0!50, 2a,x1,a, ~26a!

c11* u1,11
~1! 23b22k2c44u1

~1!23b22ke15f ,1
~0!5rü1

~1! ,

2a,x1,a, ~26b!

T21
~0!52b~k2c44u1

~1!1ke15w ,1
~0!!50, x156a, ~26c!

f~0!56V1 sin vt, x156a. ~26d!

Equation~26c! physically represents free edges atx156a.
As an approximation, we neglect the piezoelectric coupling
term tou1

(1) in the electrostatic equation~26a!. We still keep
the piezoelectric coupling term tof (0) in Eq. ~26b!. Once
f (0) is obtained approximately from Eq.~26a! by neglecting
the piezoelectric coupling term in Eq.~26a!, it is substituted
into Eq.~26b! through the piezoelectric coupling term in Eq.
~26b!. This type of approximation of neglecting piezoelectric
coupling at certain places is common in piezoelectric
analysis.13 For materials with weak piezoelectric coupling,
quartz for example, this approximation causes very little er-
ror. For ceramics the piezoelectric coupling is not weak.
However, this approximation will not affect the qualitative
behavior of the problem which is the purpose of this paper.
Under this approximation, we obtain the approximate solu-
tion of the driving electric potential as

f~0!5
x1

a
V1 sin vt'

8

p2 V1 sin
px1

2a
sin vt, ~27!

which satisfies the electric boundary condition~26d!. Note
that in Eq.~27! we have approximated a linear function ofx1

over @2a,a# by a sine function. It can be considered as a
one term approximation by Fourier series. Substituting Eq.
~27! into ~26b!, we then obtain the following expression for
u1

(1) :

u1
~1!5B1 cos

px1

2a
sin vt, ~28!

where

B15
2)

v22v`
2 ~11c11* b2/c44a

2!

e15V1 /a

rb2 . ~29!

We note that the mechanical boundary conditions~26c! are
satisfied approximately becauseu1

(1)(x156a)50 from Eq.
~28!.

VI. SENSING IN THE X3 DIRECTION

With the driving solutionu1
(1) known, we have the dis-

placement field

u15x2u1
~1!5B1x2 cos

px1

2a
sin vt, ~30!

which leads to a Coriolis force field

F522Ve23u̇1e152Vu̇1e3 , ~31!

or

F352VvB1x2 cos
px1

2a
cosvt

'
4

p
VvB1x2 cosvt'2VvB1x2 cos

px3

2c
cosvt, ~32!

where we have approximated a cosine function over
@2a,a# by a constant, and similarly a constant over
@2c,c# by a cosine function. To apply the Coriolis force in
the plate equations, we need to find the following quantity10

F3
~1!5E

2b

b

x2F3 dx25
2b3

3
2VvB1 cos

px3

2c
cosvt.

~33!

Then from Eqs.~23a!, ~23c!, and~25!, with ~33!, we have the
following sensing problem

c11* u3,33
~1! 23b22k2c44u3

~1!23b22ke15f ,3
~0!1

3

2b3 rF3
~1!

5rü3
~1! , 2c,x3,c, ~34a!

ke15u3,3
~1!2e11f ,33

~0!50, 2c,x3,c, ~34b!

T23
~0!52b~k2c44u3

~1!1ke15w ,3
~0!!50, x356c, ~34c!

f~0!56V3 cosvt, x356c, ~34d!

D3
~0!52b~ke15u3

~1!2e11w ,3
~0!!50, x356c, ~34e!
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where, since the sensing motion isu3
(1) , we have neglected

u1
(1) and the small variation alongx1 . Equation~34c! physi-

cally represents free edges atx356c. We note that in Eq.
~34!, sinceV3 is unknown, we need some circuit condition
joining the sensing electrodes to determineV3 . We consider
the simple case of open circuit in whichD3

(0) or the charge
and hence the current on the sensing electrodes vanish in Eq.
~34e!. As an approximation, we neglect the piezoelectric
coupling term tof (0) in Eq. ~34a! while keeping the piezo-
electric coupling term tou3

(1) in Eq. ~34b!. Then, under the
driving of the Coriolis forceF3

(1) , we obtain, from Eq.~34a!,

u3
~1!5B3 cos

px3

2c
cosvt, ~35!

where

B35
22Vv

v22v`
2 ~11c11* b2/c44c

2!
B1 . ~36!

With u3
(1) known, from Eq.~34b!, we obtain

f~0!5A3 sin
px3

2c
cosvt'

p2

8
A3

x3

c
cosvt, ~37!

where

A35
ce15

)e11

B3 , ~38!

and we note that the mechanical boundary conditions~34c!
and the open circuit condition~34e! are satisfied because
u3

(1)(x356c)50 andf ,3
(0)(x356c)50 from Eqs.~35! and

~37!. The electric boundary condition~34d! will give the
sensing voltage, as shown in the next section.

VII. DISCUSSION

From Eqs.~37!, ~34d!, ~29!, ~36!, and~38!, the sensing
voltage is

V35f~0!~x35c!

5Fp2ce15

8)e11
GF 22Vv

v22v`
2 ~11c11* b2/c44c

2!G
3F 2)

v22v`
2 ~11c11* b2/c44a

2!

e15V1 /a

rb2 Gcosvt, ~39!

or, for voltage sensitivity

V3

V1V
5F22k15

2 c

aGF v

v22v`
2 ~11c11* b2/c44c

2!G
3F v`

2

v22v`
2 ~11c11* b2/c44a

2!Gcosvt, ~40!

where

c11* 5 c̄111k2c44~11k15
2 !, c̄115c112c13

2 /c33,
~41!

k25
p2

12
, k15

2 5
e15

2

c44e11
, v`

2 5
p2c44

4rb2 .

In Eq. ~39!, the three pairs of brackets on the right hand side
represent, from right to left, respectively, the driving of the

thickness shear motion in thex1 direction by the applied
voltageV1 in the x1 direction, the driving of the thickness
shear motion in thex3 direction by the Coriolis force due to
the thickness shear motion in thex1 direction, and the sens-
ing of the thickness shear motion in thex3 direction. Roles of
various material constants and geometric parameters are
clearly exhibited. At resonant frequencies of the sensor, the
above expressions become singular. This singularity will dis-
appear when damping is included in the analysis. We note
that the forcing voltage is a sine function of time while the
sensing voltage is a cosine function. Hence a phase shift is
involved. This is because that the Coriolis force, being pro-
portional to the particle velocity, appears like a damping
term which causes phase shift although it in fact does no
work here since it is perpendicular to the particle velocity. In
Eq. ~40!, the driving dimensiona and the sensing dimension
c appear in the form of a ratioc/a. Hence the sensitivity
depends on the length to width ratio but not the absolute size
of the gyroscope. This implies that miniaturization does not
lead to lower sensitivity. It is important to note that the driv-
ing dimensiona is in the denominator and the sensing di-
mensionc is in the numerator in Eq.~40!. Therefore better
sensitivity can be expected if a gyroscope is designed to be
driven at the smaller dimension~plate thickness, for ex-
ample! and to sense at the larger dimension~plate length or
width!. The quartz plate thickness shear gyroscope in Ref. 9
has this advantage. From Eq.~40! it can be seen that for large
voltage sensitivity the driving frequency and the two natural
frequencies of the thickness shear motions in two directions
must all be very close. This is the condition of double
resonance5 which implies, from Eq.~39! or ~40!, thata must
be very close toc and the plate is almost square. When that
is the case, we can write

v`
2 S 11

c11* b2

c44a
2D'v1Dv1 , ~42a!

v`
2 S 11

c11* b2

c44c
2D'v1Dv3 , ~42b!

which implies

V3

V1V
'2

k15
2

2

v

~Dv1!~Dv3!
. ~43!

Equation~43! is very simple and it shows that materials with
larger electromechanical coupling coefficients~k15 here! give
higher sensitivity. The commonly used quartz is not a good
material in this respect. Equation~43! also shows that the
sensitivity is linear inv. This is natural because from Eq.
~32! it can be seen that the Coriolis force, through which the
gyroscope is measuring the rotation, is linear inv. Thickness
shear modes have a nodal central plane atx250 where the
gyroscope can be mounted. Some contouring~variable thick-
ness! may also be considered so that the vibration will be
confined in the central portion of the plate because of the
energy trapping14 phenomenon related to thickness shear
modes. Then the gyroscope can be supported any where on
the edges without affecting its performance. Although the
main purpose of the above approximate analysis is to present
some qualitative results for the gyroscope, we will compare
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the resonant frequencies predicted by the analytical analysis
with finite element numerical analysis. Consider a gyroscope
made of PZT-5H. We have12

c11512.6, c33511.7, c4452.30,

c1257.95, c1358.4131010 N/m2,

c665~c112c12!/2,
~44!

e15517.0, e31526.5, e33523.3 C/m2,

e11
s 51700e0 , e33

s 51470e0 ,

e058.854310212farads/m, r57500 kg/m3.

The results of resonant frequencies from the above analytical
solution and finite element solution as a function of the
length–thickness ratio are shown in Fig. 3. The analytical
solution is shown by a curve while the finite element solution
is represented by small triangles. The frequencies are nor-
malized byv` . We note that the finite element solution can
not be represented by one single curve. The small triangles
are in fact points on a family of curves.15 This detailed struc-
ture of the frequency spectra is neglected in the analytical
analysis, therefore the analytical solution can be represented
by one single curve. The analytical solution is obtained by
letting the denominator in Eq.~39! vanish. The finite element
analysis is done on a supercomputer under the plane strain
assumption because both the driving modes~26! and the
sensing modes~34! are essentially plain strain. The two end
electrodes are shorted. The two solutions agree very well.
They both approach the infinite plate solution with the value
of 1 as the aspect ratioa/b becomes very large. Whena/b
decreases, the difference between the two solutions in-
creases. This is because that for small aspect ratios flexural
deformation becomes more important in thickness shear
modes.~For an infinite ceramic plate witha/b5`, the thick-
ness shear mode is pure, without flexural deformation.!
While finite element method can take care of this flexural
deformation without any additional inaccuracy, the above
analytical method can only handle this flexural deformation
approximately under the thickness shear approximation. An-
other reason is that for an infinite ceramic plate the thickness
shear mode we have been computing is pure elastic without

piezoelectric coupling. For a finite plate, piezoelectric cou-
pling exists and the finite element method takes the piezo-
electric coupling into full account but the above analytical
method treats the piezoelectric coupling approximately.

VIII. CONCLUSION

Equations for the small vibration of a rotating piezoelec-
tric body are simplified by a perturbation procedure which
reveals the mechanism of piezoelectric gyroscopes. It is a
general formulation and can be used in conjunction with
various numerical and analytical methods for the analysis of
beam or plate piezoelectric gyroscopes. The approximate
analytical solution on the ceramic plate thickness shear gy-
roscope given in this work presents some simple results
which exhibit the effect of various geometrical and material
parameters on the sensitivity of the gyroscope. The two-
dimensional equations for piezoelectric plates can be em-
ployed effectively in the analysis of plate piezoelectric gyro-
scopes. These equations can be further simplified by the
thickness shear long wave approximation. The present analy-
sis can be performed on thickness shear gyroscopes made of
quartz or other materials.

ACKNOWLEDGMENTS

The author would like to thank Dr. J. Mattson of Mo-
torola for a discussion on the perturbation procedure, and Dr.
W. Zhang of Motorola for discussions on coupled thickness
shear and flexural vibrations of plates.

1W. D. Gates, ‘‘Vibrating angular rate sensor may threaten the gyroscope,’’
Electronics41 ~10!, 130–134~10 June 1968!.

2J. Soderkvist, ‘‘Micromachined gyroscopes,’’ Sens. Actuators A43,
65–71~1994!.

3Y.-K. Yong, Z. Zhang, and J. Hou, ‘‘On the accuracy of plate theories for
the prediction of unwanted modes near the fundamental thickness shear
mode,’’ Proc. IEEE Frequency Control Symp. 755–760~1995!.

4M. Rodamaker and C. R. Newell, ‘‘Finite element analysis of a quartz
angular rate sensor,’’ ANSYS Conference Proceedings, 3.35–48~1989!.

5S. Kudo, S. Sugawara, and N. Wakatuki, ‘‘Finite element analysis of
single crystal tuning forks for gyroscopes,’’ Proceedings of the IEEE Fre-
quency Control Symposium, 640–647~1996!.

6C. S. Chou, J. W. Yang, Y. C. Huang, and H. J. Yang, ‘‘Analysis on
vibrating piezoelectric beam gyroscope,’’ Int. J. Appl. Electromagn.
Mater.2, 227–241~1991!.

7J. Soderkvist, ‘‘Piezoelectric beams and vibrating angular rate sensors,’’
IEEE Trans. Ultrason. Ferroelectr. Freq. Control38, 271–280~1991!.

8I. A. Ulitko, ‘‘Mathematical theory of the fork-type wave gyroscope,’’
Proceedings of the IEEE Frequency Control Symposium, 786–793
~1995!.

9G. M. Reese, E. L. Marek, and D. W. Lobitz, ‘‘Three dimensional finite
element calculations of an experimental quartz rotation sensor,’’ Proceed-
ings of the IEEE Ultrasonics Symposium, pp. 419–422~1989!.

10R. D. Mindlin, ‘‘High frequency vibrations of piezoelectric crystal
plates,’’ Int. J. Solids Struct.8, 895–906~1972!.

11H. F. Tiersten,Linear Piezoelectric Plate Vibrations~Plenum, New York,
1969!.

12B. A. Auld, Acoustic Fields and Waves in Solids~Wiley, New York,
1973!, Vol. 1, pp. 357–382.

13Y. Kagawa, T. Tsuchiya, and T. Kawashima, ‘‘Finite element simulation
of piezoelectric vibrator gyroscopes,’’ IEEE Trans. Ultrason. Ferroelectr.
Freq. Control43, 509–518~1996!.

14D. Salt,Hy-Q Hand Book of Quartz Crystal Devices~Van Nostrand Re-
inhold, UK, 1987!, pp. 45–62.

15R. D. Mindlin and W. J. Spencer, ‘‘Anharmonic, thickness-twist overtones
of thickness-shear and flexural vibrations of rectangular, AT-cut quartz
plates,’’ J. Acoust. Soc. Am.42, 1268–1277~1967!.

FIG. 3. Normalized thickness shear resonant frequencyv/v` .

3548 3548J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 J. S. Yang: Analysis of piezoelectric gyroscopes



An experimental-numerical technique for evaluating the bulk
and shear dynamic moduli of viscoelastic materials

R. Lance Willis, T. Shane Stone, and Yves H. Berthelot
Woodruff School of Mechanical Engineering, Georgia Institute of Technology, Atlanta, Georgia 30332-0405

Walter M. Madigosky
Vector Research Company, 3206 Tower Oaks Boulevard, Suite 400, Rockville, Maryland 20852

~Received 22 January 1997; revised 7 July 1997; accepted 13 August 1997!

An experimental/numerical technique has been implemented to determine simultaneously the bulk
and shear dynamic moduli~and loss factor! of viscoelastic materials of arbitrary shape under
low-frequency~0.5–2.5 kHz! harmonic excitation. The method consists of measuring the dynamic
response of the sample at several points on the surface with a set of five independent laser
interferometers, and matching the response with the predictions from a finite element code in which
the two complex elastic moduli are the adjustable parameters. Results are presented for
measurements made in air, under standard pressure and temperature conditions, and compared with
predictions based on Kerner’s model. ©1997 Acoustical Society of America.
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INTRODUCTION

Viscoelastic polymers have become widely used in
many areas involving water-borne transmission and attenua-
tion of acoustic waves. In order to use these materials effec-
tively, it is critical to determine accurately their complex,
bulk and shear moduli.1 A standard approach is to measure
the reflection and transmission of sound with the sample
placed either in a free-field water tank or inside an imped-
ance tude.2–6 A simpler experimental method is the reso-
nance technique proposed by Madigosky and Lee7,8 in which
a longitudinal wave is transmitted down a rod of material
with accelerometers attached at both ends. The complex
modulus of elasticity can be calculated at each resonance
frequency from the phase interference of the extensional
waves in the bar. The technique works throughout the audio
range but is limited to a specific one-dimensional sample
geometry, a discrete set of resonance frequencies, and it
measures only the complex Young’s modulus. A similar
technique has been developed by Garrett9 to measure both
the Young’s and shear moduli in a rod in which torsional,
longitudinal, and flexural resonant modes are selectively ex-
cited by a pair of coils placed at the end of the rod in a
magnetic field. Again, the technique is limited to a one di-
mensional geometry and a discrete set of frequencies. A sys-
tem developed by Polymer Laboratories~now Rheometric
Scientific, NJ! is the Dynamic Mechanical Thermal Analyzer
~DMTA !. This elaborate system measures automatically
Young’s modulus as a function of temperature, in a small
sample, over a limited range of frequency, typically 0.3–30
Hz. The master curve covering the entire frequency range is
then obtained by using the time-temperature superposition
principle and the associated WLF shift constant.10 This prin-
ciple states that measurements made within a narrow fre-
quency range at several temperatures are equivalent to mea-
surements made over a wide frequency range at a single
temperature.

We propose a new, direct method for measuring the two

complex elastic moduli simultaneously, with a sample of ar-
bitrary shape, over a continuous frequency range. The
method consists of measuring the dynamic response of a
sample with a set of five independent laser interferometers,
and matching the response with the predictions from a finite
element code in which the two complex elastic moduli are
the adjustable parameters. This material characterization in-
verse problem has been studied in detail by McCollum
et al.11 at the Underwater Sound Reference Detachment in
Orlando. The experimental arrangement is presented in Sec.
I, the inversion procedure is described in Sec. II, the results
are presented and discussed in Sec. III, and summarized in
Sec. IV.

I. EXPERIMENTAL SYSTEM

Measurements are made in air at ambient conditions.
The sample is excited harmonically at the base by a shaker
~Ling Dynamic Systems, model 556! between 500 and 2500
Hz. A block diagram of the experimental arrangement is
shown in Fig. 1. The sample is glued to an aluminum base
with a cyanoacrylate bond. The base is designed to minimize
the amount of wobble and the presence of flexural waves, so
that the base motion can be modeled as uniform. Measure-
ments on the unloaded base indicate that this assumption is
valid ~within 5%! in the frequency range of interest with the
Ling dynamic shaker.~With a small B&K 4810 shaker, the
nonuniformity of the base motion reaches 10% in the 0.3–2
kHz range and 20% in the 2–4 kHz range.!

The surface dynamics of the sample were measured in
the time domain, in real time, simultaneously at four points
and referenced~amplitude and phase! to the motion of the
base. To do so, five independent laser interferometers were
built, calibrated, and tested. Two of the interferometers were
used in the out-of-plane configuration to measure the vertical
component of the velocity at the top-center of the sample
~point #5! and at the base~point #4!. The other three inter-
ferometers were used in the in-plane configuration to mea-
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sure the in-plane component of the surface velocity of the
sample as indicated in Fig. 1. Probe #1 and #2 measured
in-plane surface velocity~horizontally polarized!, close to
the edge of the sample, at a heightz5H/3 and z52H/3,
respectively, whereH57.58 cm is the sample height andz is
the vertical axis~z50 denotes the base!. Probe #3 measured
the in-plane surface velocity~vertically polarized! at a height
z5H/2, on the edge of the sample. Each probe is very
compact12 ~about 3.2 cm31.5 cm31 cm!.

Each interferometer was powered by a 10 mW He:Ne
laser. For convenience, single mode fibers were used to bring
the light to the probe heads which were positioned close to
the sample~1 cm for the in-plane configuration, and 4.4 cm
for the out-of-plane configuration!. Each probe was mounted
on a small aluminum arm secured to a series of optical stages
~two translations and one tilt! for precise alignment.

The principle of laser interferometry for in-plane and
out-of-plane measurements is well understood.13,14In our ex-
periment, five optical benches with lasers and associated op-
tics lead separately to the five optical probe heads. On each
optical bench, the light from the laser passes through an
acousto-optic Bragg cell driven by a precision quartz oscil-
lator at f B540.0 MHz. The Bragg cell splits the beam into
two beams, one of which is frequency shifted by 40 MHz
while the other remains unaffected at the optical frequency,
f L . Each beam is then launched into a single mode optical
fiber. Figure 2 shows the geometry associated with either
in-plane or out-of-plane detection. To detect the in-plane sur-
face displacement,u(t), the two arms of the interferometer
illuminate the surface at an anglea530° symmetrically with
respect to the normal to the surface. The two beams are
focused to a tight spot ('75mm) by two cylindrical rod
lenses with graded index of refraction~GRIN lenses!. At the
surface, the two beams interfere at 40 MHz, and light is
scattered in all direction because of surface roughness. Some
of it is collected by a large core~1000 mm diameter! fiber
and fed into an avalanche photodiode~EG&G C30950EL!.
In this configuration, the detected signal is of the form
cos@2pfBt12k sinau(t)#, wherek is the optical wave num-
ber. To increase the amount of scattered light, a small patch
~1 mm31 mm! of scattering film~retroreflective tape series

680 from 3M! is placed at the focusing point on the surface.
In the out-of-plane configuration, only one beam illuminates
the surface at an angle very close to the normal (,3°).
Some of the light is reflected to a large core multimode fiber
~also 1000mm diameter! and combined with the second arm
of the interferometer~reference signal! to produce the inter-
ference signal at 40 MHz which, in this configuration, is of
the form cos@2pfBt12kw(t)#, wherew(t) is the out-of-plane
displacement. To increase the amount of reflected light, a
small patch~1 mm31 mm! of reflective mylar is placed at
the focal point on the surface of the sample.

Each signal is then downshifted from a 40-MHz carrier
to a 100-kHz carrier by mixing the output of the photodiodes
with a 40.1-MHz signal generated by another precision
quartz oscillator. The in-plane and out-of-plane signals are
demodulated with a phase-locked loop~PLL!. Basically, a
PLL produces a voltage proportional to the instantaneous
frequency deviation from the nominal carrier frequency. Its
output is therefore proportional to the instantaneous surface
velocity components,u̇(t) or ẇ(t), which are then displayed
on a digital oscilloscope and transferred to a computer via a
GPIB interface controlled by Labview. In our experiment,
the PLL’s ~National Semiconductor LM565! are designed to
have a flat frequency response up to 10 kHz. In our design,
each probe head can be configured either for in-plane or for
out-of-plane detection. The system performance and charac-
teristics are shown in Table I.

Two four-channel digital oscilloscopes are used to cap-
ture the seven waveforms in real time: five surface
velocities1one reference signal for each oscilloscope. The
reference signal for each oscilloscope is the output from the
signal generator driving the shaker. The Labview software
controls the data acquisition as follows. The waveform gen-

FIG. 1. Experimental arrangement.

FIG. 2. Optical configuration for~a! in-plane and~b! out-of-plane measure-
ments.
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erator scans successively throughout the frequency range
from 500 to 2500 Hz~usually by steps of 100 Hz!. At each
frequency, 7 waveforms of 5000 data points each are ac-
quired 64 times successively, and converted to 64 files in
ASCII format. At this point, the signals are processed under
the Matlab environment as follows. The waveforms are
slightly truncated to contain an integer number of cycles. A
discrete Fourier transform~DFT! is used to find the peak
complex amplitude of each of the 7364 waveforms at each
frequency. No special windowing is needed if one uses an
integer number of cycles in the waveform. Then, each com-
plex amplitude is multiplied by the appropriate calibration
constant of each interferometer~PLL calibrations and probe
geometry! and compensated for the phase difference between
the two reference signals of each scope which may have
slightly different trigger levels. All signals are phase refer-
enced to the oscilloscope on which probe #4~the base! is
displayed. Subsequently, the mean and the standard devia-
tion over the 64 samples~at each frequency! in amplitude
and phase is calculated. These values characterize the aver-
age and the spread of the amplitude and the phase of the
surface velocities at points #1, #2, #3, and #5, relative to
point #4, at each frequency. As indicated in the next section,
the values can be compared with numerical predictions to
infer the values of the elastic moduli of the sample.

II. MATERIAL CHARACTERIZATION

The viscoelastic material under investigation is usually
assumed to be macroscopically homogeneous and
isotropic15–18 in which case the dynamics are governed by
the wave equation

~l1m!““–u1m¹2u5r
]2u

]t2 ~1!

subject to the appropriate boundary conditions. Here,l and
m are the~complex! effective Lame´ constants,u is the vector
displacement, andr is the effective density of the sample.
The term ‘‘effective’’ is used to denote the macroscopic be-
havior of the sample, matrix~neat material! and voids com-
bined. The effective Lame´ constants are related to the effec-
tive shear and bulk moduli,G and K, by G5m and K5l
1(2m/3). The effective shear and longitudinal complex
sound speeds are related to the elastic moduli by

cs5AG

r
~2!

and

cL5AK1 4
3 G

r
. ~3!

The lossy properties of the material are usually described by
the loss tangents, tandK and tandG , defined by

tan dK5
K9

K8
with K5K81 iK 95K8~11 i tan dK!,

~4a!

tan dG5
G9

G8
with G5G81 iG95G8~11 i tan dG!.

~4b!

The loss tangents of the sample under consideration are typi-
cally around 0.3. For void fractionF less than 0.45, the
Kerner model19 is the best theory available20 to calculate the
effective moduli of the sample in terms of the complex
moduli of the neat material,K0 andG0 , and the void frac-
tion F using

K5
K0~12F!

113K0F/4G0
and G5

G0

115F/3
. ~5!

By definition,K05l01 2
3m0 , andG05m0 . For our sample,

it is reasonable to assume thatl05r0cL0

2 with r0

51076 kg/m3 andcL0
51750 m/s, and that the frequency de-

pendence and the losses in the viscoelastic material come
into play only through the shear modulus of the neat mate-
rial. SinceuK0u@uG0u, the phase ofK0 is identical to that of
G0 andG, and the effective bulk modulus is approximated
by

K5
4~12F!G0

3F
, ~6!

and the ratio of the longitudinal to shear sound speeds be-
comes

cL

cs
5AC where C5

K

G
1

4

3
5

4~12F!~11 5
3F!

3F
1

4

3
.

~7!

This ratio is independent of the material moduli and thus it is
a direct measure of void fraction. Note that the ratio of
sounds speeds can also be expressed in terms of the effective
Poisson’s ratio of the material,n, as follows:

cL

cs
5A2~12n!

122n
, ~8!

and therefore

n5
C22

2~C21!
, ~9!

whereC is given explicitly in terms of the void fraction,F,
in Eq. ~7!. Note that the assumption used to derive Eq.~6!
implies that the imaginary part ofK ~i.e., the lossy part! is
due entirely to the shear modulus. The loss factors ofK, G,
and G0 are identical, so that the ratio of sound speeds, the
constantC, and the Poisson’s ratio are all real. Physically, it
means that all the losses are due to the conversion of dilata-
tional to shear energy at the boundaries of the air inclusions,
with a corresponding dissipation of the shear waves into heat
in the polymer.17

In our experiment; the boundary conditions are such that
all faces of the sample are free except for the bottom face
which is driven harmonically and uniformly. With such a
simple geometry and boundary conditions, the problem is

TABLE I. Typical performance and characteristics of the interferometers.

In-plane Out-of-plane

Noise floor~w/o ave.! 65 mm/s—rms 35mm/s—rms
Noise floor~w/ 64 ave.! 5 mm/s—rms 3.5mm/s—rms
Maximum velocity 35 mm/s—peak 17 mm/s—peak
Maximum displacement 18mm—peak 125mm—peak
Sensitivity 23.7~mm/s!/mV 11.7 ~mm/s!/mV
Bandwidth dc—10 kHz dc—10 kHz
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ideally suited for an efficient and accurate computation of the
surface dynamics by the finite element method~FEM!. Our
numerical code~FAcoudl! uses the quarter symmetry of the
sample geometry with 825 nodes and 36 elements: 6 along
the height, 3 along the half-length, and 2 along the half-
width. The algorithm used to extract the material properties
from the data consists in minimizing the difference between
the data and the predicted values. It turns out that, in prac-
tice, the imaginary part of the Poisson’s ratio is often as-
sumed to be negligible. The finite element code is therefore
written in terms of only three material parameters: the
Young’s modulus,E8, the loss factor,h, and the Poisson’s
ratio, n. As usual, the complex Young’s modulus is defined
asE5E8(11 ih). From these three values, we compute the
complex Lame´ constants according to the standard relations:

l5
En

~11n!~122n!
and m5

E

2~11n!
, ~10!

from which one can evaluate the bulk and shear moduli and
the longitudinal and shear sound speeds using Eq.~3!. ~Al-
ternatively, the complex bulk and shear moduli can also be
expressed directly asK5E/@3(122n)# and G5E/@2(1
1n)#, respectively.!

The search for these three parameters~E8, h, n! is ob-
tained by a three-dimensional direction set method~Powell’s
method!,21 a robust, classical method in optimization theory.
The method requires initial estimates of the three parameters
and a step size for the search procedure. The function that is
minimized is the mean-square error defined by

D25(
i 51

4

@~X̄i ,data2Xi ,FEM!21~Ȳi ,data2Yi ,FEM!2#, ~11!

whereX andY are the real and imaginary parts, respectively,
of the complex amplitude of the surface velocity of either the
measured data or the FEM prediction.~The overbar indicates
an average value over the 64 samples.! The summation in
Eq. ~11! is over the four surface points~#1, #2, #3, #5! nor-
malized to point #4~the base! in both amplitude and phase.
This function~and the minimization algorithm! is evaluated
for one frequency at a time. The algorithm converges toward
the optimum values ofE8, h, andn, from which one calcu-
lates the shear and bulk moduli~and also the Young’s modu-
lus and Poisson’s ratio, the Lame´ constants, and the shear
and longitudinal sound speeds! at that frequency. The pro-
cess is repeated at each frequency over the range of interest.
A block diagram of the procedure is shown in Fig. 3. The
material inversion procedure takes typically 15 min per fre-
quency on a Pentium Pro computer.

III. RESULTS

Measurements were made on a sample of rectangular
shape~width51.42 cm, length55.00 cm, and height57.88
cm!. The sample is a black, soft polymer which has not been

FIG. 3. Block diagram of the experimental/numerical procedure for deter-
mining the material properties.

FIG. 4. Amplitude and phase at four points as a function of frequency.~a!
probe #3;~b! probe #5;~c! probe #1; and~d! probe #2, all referenced to the
base excitation probe #4. Solid line: average of 64 samples; dashed lines:
average6 a standard deviation~64 samples!; 1: FEM prediction.
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pressure cycled. It contains closed cell, voided microspheres,
with nominal void fraction of about 32% and an average
density of 736.3 kg/m3. The matrix ‘‘neat’’ density is
1076 kg/m3 and the ‘‘neat’’ sound speed is 1750 m/s. Figure
4 shows the amplitude and phase~normalized at each fre-
quency to the amplitude and phase of the motion of the base
at point #4! measured at each of the four locations of interest,
as a function of frequency. The amplitude is given in deci-
bels referenced to the base velocity. The solid line represents
the measurements obtained after 64 averages~mean value!
while the two dashed lines represent the mean value plus or
minus one standard deviation, also after 64 averages. The
dashed lines are barely distinguishable from the solid line,
thus indicating excellent repeatability of the measured wave-
forms. The ‘‘1’’ symbols denote the numerical predictions
from the finite element model in which the material param-
eters were calculated with the inversion technique in which
the input surface displacements were the mean values~over
the 64 averages!. The results clearly show the first reso-
nances with the corresponding amplitudes and phases~mea-
sured relative to the base motion! characterizing the sample
dynamics. At very low frequencies~below 500 Hz!, the
sample is undergoing rigid body motion and the predicted
dynamic response of the sample is insensitive to the material
parameters. Probe #5 which measures the vertical motion at
the top center of the sample shows a sharp drop at 2 kHz.
This is not a spurious data point. Indeed, the finite element
code shows that, at the frequency, the sample is also subject
to a resonance along the lateral dimension, so that the total
vertical displacement at the top center of the sample remains
zero.

The measured surface displacements were then used to
infer the effective bulk moduli of the sample using the inver-
sion procedure described above. The results indicated some
rather large peaks as a function of frequency which were
unlikely to be physical. The source of these large fluctuations
was found to be some relatively small variations in the Pois-
son’s ratio as a function of frequency. Based on physical
consideration, as well as well as on Eqs.~9! and ~7! which
show that the Poisson’s ratio should be independent of fre-
quency, we calculated an average value of the Poisson’s ratio
over the frequency range of interest ofn50.408. This value
is in good agreement with the value ofn50.393 predicted by
the Kerner model, Eq.~9!, with a void fractionF50.32. The
inversion procedure was repeated again, with a fixed value of
n50.408 over all frequencies to determineE8 and h, and
therefore the bulk and shear moduli. As expected, this tech-
nique reduced the large fluctuations observed earlier. The
results are shown in Fig. 5 which shows the real and imagi-
nary parts of the bulk and shear moduli as functions of fre-
quency. The solid line represents the elastic moduli obtained
after the inversion procedure in which the input displace-
ments are the mean values over 64 averages~i.e., the solid
lines in Fig. 4!. The two dashed lines represent elastic
moduli obtained after the inversion procedure when the input
to the inversion code is the mean value of the data plus or
minus one standard deviation, also after 64 averages~i.e., the
dashed lines in Fig. 4!. Therefore, the dashed lines in Fig. 5
are not the standard deviation of the bulk and shear moduli,
but rather a somewhat qualitative representation of the con-
fidence in the mean value that one can expect at a given

FIG. 5. Real and imaginary parts of the bulk and shear moduli as functions of frequency. Solid line: average of 64 samples; dashed line: average6 a standard
deviation~64 samples!. The straight line is a prediction based on Kerner’s model and DMTA data.
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frequency. The results are also compared with predictions
based on the Kerner model19 @see Eq.~5!# in which G0 ~fre-
quency dependence and loss tangent! are determined experi-
mentally by a totally different method: the Dynamic Me-
chanical and Thermal Analyzer~DMTA ! and Universal
Temperature Programmer~UTP! apparatus from Rheometric
Scientific, NJ. The result of this independent measurement is
shown in the appendix. From the values ofK and n, one
computesE53K(122n) andG5E/2(11n). The real and
imaginary parts of the complex shear and compressional
sound speeds are then computed from the complex elastic
bulk and shear moduli using Eq.~3!. The results are shown
in Fig. 6. ~Note that the scales of the shear and compres-
sional sound speeds are very different.! Clearly, the shear
and bulk complex moduli exhibit a relatively strong fre-
quency dependence but the ratioK/G is independent of fre-
quency, as predicted by Eq.~7!. The Kerner model predicts a
ratio of 4.34 for a void fractionF50.32, i.e., a Poisson’s
ratio of n50.393. The Kerner model somewhat underesti-
mates the ratioK/G52(11n)/3(122n)55.10 for the Pois-
son rationn50.408 determined by the LDV numerical tech-
nique.

The LDV numerical data show good agreement with the
predictions based on Kerner’s model for the complex bulk
modulus and the complex compressional sound speed, espe-
cially between 1 and 2 kHz. Differences between measured
and predicted values can be attributed to several factors
which remain to be investigated to determine the accuracy of
the proposed new method. In particular, the shift factors used
in estimating the shear modulus of the neat material by the

DMTA technique may be imprecise; the sample used in the
LDV numerical experiment was different from the one used
in the DMTA apparatus, albeit from the same strip of mate-
rial; it is possible that the sample exhibits some anisotropy or
even that there are some large air bubbles inside the sample;
also, the base may have some nonuniform motion. In addi-
tion, there are several assumptions built into the Kerner
model. Also, the LDV numerical method is not expected to
work at low frequencies. Well below the first resonance,
when the sample is undergoing essentially rigid body mo-
tion, the material inversion routine is extremely inaccurate.

IV. SUMMARY

A laser-based numerical/experimental technique suitable
for laboratory studies has been designed and tested to mea-
sure simultaneously the bulk and shear complex dynamic
moduli of a viscoelastic sample excited harmonically in the
0.5–2.5 kHz range. The method consists in measuring the
dynamic response~amplitude and phase! of the sample at
four points and at the base using noncontact laser Doppler
interferometry. This method eliminates the inherent loading
of the sample that occurs when using accelerometers. In ad-
dition, in-plane surface dynamics can be accurately measured
by laser interferometry, thus providing additional valuable
information. To determine the bulk and shear moduli as
functions of frequency, the measured dynamic surface re-
sponse is matched to the predictions obtained from a finite
element model of the sample in which the two complex elas-
tic moduli are the adjustable parameters. This inversion pro-

FIG. 6. Real and imaginary parts of the shear and compressional sound speeds as a function of frequency. solid line: average of 64 samples; dashed line:
averaged6 a standard deviation~64 samples!. The straight line is a prediction based on Kerner’s model and DMTA data.
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cedure is based on a classical multidimensional direction set
method ~Powell’s method! of optimization theory. The re-
sults were found to be very sensitive to small changes in the
value of the Poisson’s ratio as a function of frequency. Better
results were obtained by computing an average value of the
Poisson’s ratio over the frequency range of interest, and re-
peating the inversion procedure with Young’s modulus and
the loss factor as adjustable parameters. The results were
compared with predictions based on Kerner’s theory and in-
dependent measurements with the DMTA apparatus with a
reasonable degree of agreement especially in the 1–2 kHz
range. At low frequencies, when the sample is undergoing
essentially rigid body motion, the method is not expected to
work. At high frequencies, the method is currently limited by
the nonuniform motion of the base below the sample. The
results presented in this paper are for measurements made in
air under standard pressure and temperature conditions.
However, work is under way toward a similar system that
would allow for measurements under static pressure and con-
trolled temperature.

ACKNOWLEDGMENTS

This work is based on the Master theses of the first two
authors. The research was supported by the Office of Naval
Research, Structural Acoustics Program, Code 334, Dr. G. L.
Main Scientific Officer. The authors would like to thank
Steve Hahn for his help with the finite element code; and
Jacek Jarzynski, Michele McCollum, Steve Black, and Pat
Klippel, and Geoff Main for many insightful discussions dur-
ing the course of this project.

APPENDIX

A similar sample of viscoelastic material was tested with
the Dynamic Mechanical Thermal Analyzer~DMTA ! to de-
termine its complex shear modulus. The DMTA actually
measures the Young’s modulus of a small sample at a given
temperature over a narrow frequency band~0.3–30 Hz!. It
repeats the measurements over a large temperature range
~220 °C–150 °C! and builds a master curve over a large
frequency range based on the time-temperature equivalence

principle and the associated WLF shift constant.10 This prin-
ciple states that measurements made within a narrow fre-
quency range at several temperatures are equivalent to mea-
surements made over a wide frequency range at a single
temperature. The shear modulus is then obtained by dividing
the Young modulus by 3, i.e., by assuming a Poisson’s ratio
of 0.5. The results are shown in Fig. A1 which shows the
measured shear modulus,Gmeasand the measured loss tan-
gent, tandG . To relate the measured values~voided polymer!
to the modulus of the neat material, we use Kerner’s model
@Eq. ~5!#, i.e., we multiply the measured value by a factor
(11 5

3F). The frequency dependence is calculated only be-
tween 500 and 2500 Hz by linear interpolation for both the
shear modulus and the loss tangent.
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This paper examines the potential improvements in bearing estimation performance of split-beam
processing over full-aperture beamforming for broadband signals. It presents theoretical results in
order to define the details of the signal flow in a split-beam processor, and it provides theoretical
performance predictions by using Cramer–Rao lower bound~CRLB! analysis. The split-beam
processing scheme was implemented in a real-time line array system. Good agreement between the
theoretical performance predictions and the associated experimental broadband results were
obtained. The experimental results indicate that the advantage of improved bearing estimation
performance of the split-beamformer over the conventional full-aperture beamformer may be
practically insignificant for passive line array applications because of the split-beamformer’s poor
performance in detecting very weak broadband signals. ©1997 Acoustical Society of America.
@S0001-4966~97!01311-8#
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INTRODUCTION

Sonar array processing includes a large number of algo-
rithms that are quite diverse in concept. However, a common
element in most sonar systems is the beamforming process
which provides both array gain and target bearing estimation.

Previous theoretical studies1–4 have addressed two im-
portant points regarding the beamforming problem. First,
Cramer–Rao lower bound~CRLB! analysis has been used to
set an absolute lower bound for the minimum variance
achievable by a maximum-likelihood~ML ! estimator. Sec-
ond, CRLB estimates have been used to determine the opti-
mum position configuration for the hydrophones of a line
array in order to get optimum estimates for a target’s bearing
or range or position. When quantifying bearing performance,
MacDonald and Schultheiss1 and Carter2 have shown that,
when placing half the towed array sensors exactly at one end
and half exactly at the other end, the theoretical lower limit
is achieved indicating optimum array configuration for bear-
ing estimates. However, the above optimum array configura-
tion is useful only under the assumed condition that signal
and noise are stationary Gaussian processes embodied in an
isovelocity medium. Furthermore, several hydrophone ele-
ments could never be physically located at the identical spot
on both ends of the line array. In practice, the sensors would
be placed at moderate fraction of a half-wavelength spacing.
As a result of this kind of practical constraint, it has been
shown1 that a nearly optimal technique for bearing estima-
tion is thesplit-beam processing method.

In split-beam processing a linear array is assumed to
consist of two subarrays placed towards each end of a hy-
drophone array configuration. At each subarray, beams are

steered simultaneously in the same direction by means of
conventional beamforming. Then, the corresponding output
pairs of beam time-series are cross correlated in order to
derive time delay measurements for bearing estimates. Theo-
retically, split-beam processing can provide better broadband
bearing resolution than conventionally beamforming the full
aperture.1,4

Even though the improved bearing estimation perfor-
mance of the split-beam processing over full aperture beam-
forming is more pronounced for broadband signals located in
the endfire directions of a towed array, this advantage may
be practically insignificant for passive towed array applica-
tions because of the split-beamformer’s poor performance in
detecting very weak signals.2,3,5,13,14However, despite these
performance problems, the split-beamforming concept was
considered, until very recently, as an attractive option by the
sonar system designers. The reason is that hardware restric-
tions and computing architecture limitations favored
suggestions2 that included the placing of two or three subar-
rays widely spaced over a baseline of a fixed length. The aim
of this paper is to address these concerns experimentally and
to assess their importance with respect to system applica-
tions.

The material in Secs. I–III of this paper addresses the
theoretical principles1–5,13–15to provide the details of an op-
timum split-beamformer’s signal processing flow and to as-
sess its performance. The poor performance of the split-beam
processing versus the full-aperture beamforming, predicted
in Secs. II and III, is verified experimentally in Sec. IV by~i!
implementing the broadband split-beamforming concept in a
real-time line array system as shown in Fig. 3, and~ii ! com-
paring the split-beamformer’s performance with that of the
full-aperture beamformer’s output, which is shown in
Fig. 11.a!Electronic mail: stergios@dciem.dnd.ca
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I. BACKGROUND

Consider a horizontal line array withN omnidirectional
hydrophones equally spaced at distanced in an anisotropic
ocean. Furthermore, assume an incoming acoustic signal
from a distant source with bearingu, measured from the
broadside direction of the line array. The signal is sampled at
time incrementDt with t i5 iDt, wherei 51,2,...,K, K being
the number of data samples for each one of the hydrophone
time series. The time series are expressed by

xn~ t i !5s~ t i1nt!1«n,i~0,s«!, ~1!

wheren50,1,...,N21, N is the number of hydrophones and
t is the time delay between two successive hydrophones of
the signal wavefront arrival. HereXn( f )5( i 51

K xn(t i)
3exp(2j2pfti) is the Fourier transform ofxn(t i) at fre-
quencyf , c5 f l is the speed of sound in the ocean, andl is
the wavelength;«n,i(0,s«) are independent, zero mean,
Gaussian random variables with standard deviations« .

Quantitative estimates of the spatial coherence for sig-
nals from a line array are provided by the cross-spectral den-
sity matrix between any set (n,m) of two hydrophone time
series of the line array with spatial separationdnm5(n
2m)d. An estimate of the cross-spectral density matrix2,3 in
the frequency domain is given by

Rnm~ f ,dnm!5E@Xn~ f !Xm* ~ f !#, ~2!

whereE@•••# denotes the expectation operator and* denotes
complex conjugate. The above space-frequency correlation
function can be related to the angular power directivity pat-
tern of the source,Cs( f ,u), via a Fourier transformation6 by
using a generalization of Bello’s concept7 of time-frequency
correlation function @ t⇔2p f # into space
@dnm⇔2p f sinu/c#. The correlation function,Rnm( f ,dnm),
has numerous uses in other areas such as time delay estima-
tion, beamforming, and determination of array gain.

Previous studies8 have shown that for a signal embedded
in a spatially white noise field, theconventional beamformer
~CBF! without shading is an optimum beamformer for bear-
ing estimation and its variance achieves the theoretical
CRLB bound. When there are multiple signals, however, the
deterioration of performance for the CBF is well-known and
well documented with defects of ‘‘spatial beam leakage’’
and degradation in spatial resolution.16 The narrow-band
CBF is defined byB( f ,us)5D* ( f ,us)X( f ), where thenth
element of the steering vectorD( f ,us) is

hn~ f ,us!5exp@ j 2p f d1n sin us /c#

and X( f ) is an N-dimensional vector of hydrophone data
Xn( f ) at frequencyf . The term ts5d1n sinus/c, in the
steering vectorhn( f ,us), represents the time delay between
the first andnth hydrophones of the array for an incoming
plane wave with direction of propagationus .

Cross correlation of the corresponding pairs of beam
time series in split-beam processing is the main processing
step to provide time delay estimatests , which can be inter-
preted as bearing anglesus expressed by

us5cos21~cts /DL !, ~3!

whereDL is the distance between the two acoustic subarray
centers. A tutorial review on time delay estimation is pro-
vided by Carter.2–4 Practical issues of robustness for cross-
correlation processing are also discussed by Ferguson.5

For bandwidth-limited signals the cross-correlation out-
put of the split-beam processing is a cosine function modu-
lated by a sinc function@see Eq.~5!#, therefore the time
spreading increases as the bandwidth decreases. As the sig-
nal bandwidth becomes a small fraction of the center fre-
quency, then the time delay estimate from the cross-
correlator’s output becomes more ambiguous.13,14 For
temporally white noise the cross-correlation outputRu(t) of
the corresponding pairs of beam time series in split-
beamforming is expressed by

Ru~t!}d~t!, ~4!

for bandwidth limited signals is expressed by

Ru~t!5BwFsin~pBwt!

pBwt Gcos~2p f 0t!, ~5!

where Bw is the bandwidth of the signal and 0, f 0

2(Bw/2)< f < f 01(Bw/2), and for a monochromatic signal
is expressed by

Ru~t!}cos~2p f 0t!. ~6!

Furthermore, for signals close to broadside (us50) the
resolution properties of the split-beamformer are governed
by the width of the main lobe of the correlator’s output.
Thus, for two detected signals with bearingsu1 and u2 the
corresponding time delay estimates,t1 and t2 , provided at
the output of the split beamformer, will be resolvable if their
difference satisfies the relation

t22t15
DL

c
~cosu22cosu1!>

m

Bw
, ~7!

wherem is a constant that depends on the definition of reso-
lution. Assume for simplicity~u150, i.e., broadside! then
cosu25mc/(BwDL) or, more general,

u5cos21S mc

BwDL D , ~8!

which is Eq.~3! with ts5m/Bw . Based on Eq.~8! and for
m51, which assumes ideal bandpass signals, numerical re-
sults in Figs. 1 and 2 illustrate the effects of the signal band-
width and the subaperture separationDL on the effective
angular resolution performance of the split-beamformer. In
particular, Fig. 1 plots for two cases of subaperture separa-
tion, DL, the angular resolution performance of a split beam-
former as a function of the signal’s bandwidth,Bw . Figure 2
shows the effects of subaperture separation,DL, on the mini-
mum signal bandwidth,Bw , which is required to achieve the
indicated angular resolution.

II. SIGNAL PROCESSING FLOW FOR A SPLIT-
BEAMFORMER

Before we present the signal processing flow of a split
beamformer implemented in a real-time line array system, it
is important to discuss briefly prefiltering operations that im-
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prove the cross-correlation processing performance and, as a
result, the time delay and bearing estimation process associ-
ated with split-beam processing.

Improvements in the time delay estimation process can
be obtained through the application of various prefilters in
order to accentuate the signal passed to the correlator at those
frequencies at which the SNR is highest.4 In other words, the
highest weighting will be applied to cross-spectral estimates
with the least variance in the phase error estimates. The same
type of prefiltering is provided by the generalized Eckart
filter,15 which maximizes the SNR of the correlator output.
In practice, however, the Eckart filter requires knowledge or
estimation of the signal and noise spectra.

In the time domain, prefiltering includes the application
of filters to the two time series prior to their cross-
correlation, while in the frequency domain, prefiltering in-
cludes the application of windows or weighting functions to
the cross-spectral density function before the inverse FFT
process. Therefore, ifRnm( f ,dnm) is the correlation output in
the frequency domain between two hydrophone time series
with dnm being the hydrophone separation,f is in the fre-
quency range of 0, f 02(Bw/2)< f < f 01(Bw/2), Bw is the
signal bandwidth, andf 0 is the center frequency, then the
prefiltered cross-correlation output is

Rus
~ f !5W~ f !3Rnm~ f ,dnm!, ~9!

whereW( f ) is a filter defined below by Eq.~10!. The in-
verse FFT ofRus

( f ) provides the cross-correlation time se-
ries r us

(t). Since estimates ofW( f ) are a function of the
signal and noise spectra, the signal’s coherence properties
must be either knowna priori or estimated. Ferguson5 has
examined experimentally the performance characteristics of
three different filters and has discussed practical aspects as-
sociated with this kind of prefiltering process. One of the
above three prefilters is thephase transformprocessor,4

which is an ad hoc technique that uses only the cross-
spectral phase information and it is defined by

W~ f !5uRnm~ f ,dnm!u21/2. ~10!

The Eckart filter15 unlike the phase transform processor
attaches zero weight, W( f )50, to bands where
Rnm( f ,dnm)50. However, the Eckart filter requires knowl-
edge or estimation of the signal and noise characteristics to
be integrated in the signal processing flow of a real time
split-beam processor, which is a very difficult requirement to
fulfill. For the present real time system application, we have
chosen to use thephase transformas a filter, because it does
not require knowledge or estimation of the shape of the sig-
nal and noise spectra.

Shown in Fig. 3 is the processing configuration of split-
beam processing for a line array system. At each subarray,
beams are steered simultaneously in the same direction by
means of frequency domain conventional beamforming with-
out spatial shading. The frequency domain beamforming out-
puts are made equivalent to the FFT of the time domain
beamformers’ outputs by applying proper selection of beam-
forming weights and careful data partitioning. This equiva-
lence corresponds to implementing FIR filters via circular
convolution.9

Then, the corresponding output pairs of frequency do-
main beams@BF( f ,us) andBA( f ,us)# are cross correlated to
form the beam cross spectra,F( f ,us)5BF( f ,us)
3BA* ( f ,us), for all the frequency bins of the signal’s band-
width Bw , where 0, f 02(Bw/2)< f < f 01(Bw/2). Prefilter-
ing is applied next by weighting the termsF( f ,us) by the
phase transformW( f )5uF( f ,us)u21/2. The inverse FFT of
$W( f )3F( f ,us)% provides a cross-correlation time series
for each beam steered atus . The peaks associated with the
cross-correlation outputs provide differential time delay esti-
mates and, as a result, bearing estimates according to Eq.~3!.
Integration of the bearing estimates from all the cross-

FIG. 1. Effects of signal bandwidth versus angular resolution for a split-
beamforming process. Two cases have been considered having subaperture
separation of 18 m~shown by the solid line! and 36 m~shown by the dashed
line!.

FIG. 2. Effects of subaperture separation and signal bandwidth on selected
cases of angular resolution performance by a split-beamforming process.
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correlated beams and their display as a function of time pro-
duces the main output of the split-beamformer.

III. THRESHOLD EFFECTS

In this section, the CRLB analysis and computer simu-
lations are used to define and compare quantitatively the per-
formance of the split-beamformer~defined in Sec. II! versus
the full aperture beamformer.

Typically, the performance of an unbiased estimator is
represented as the variance in the estimated parameters. If
the a priori probability of detection is close to unity, the
minimum variance achievable by any unbiased estimator is
provided by theCramer–Rao Lower Bound~CRLB!.10,11 In
this case, if there exists a signal processor to achieve the
CRLB, it will be the maximum-likelihood estimation~MLE!
technique. The above requirement associated with thea pri-
ori probability of detection is essential because if it is less
than one, then the estimation is biased and the theoretical
CRLBs do not apply.10 This general framework of optimality
is essential in order to account for Middleton’s~Ref. 10, p.
787! warning that a system optimized for the one function
~detection or estimation! may not be necessarily optimized
for the other.

Let u i denote themaximum likelihood estimate~MLE!
of the parameter of interest andsu i

2 denote the variance of

the estimateũ i for the parameteru i that is described by a
model, such as the one in Eq.~1!. The Cramer–Rao10,11

bound states that the variancesu i

2 of the best unbiased esti-

mateũ i of the parameter ofu i has a CRLB, which is given
by the diagonal elements of the Fisher information
matrix.10,11 This CRLB is used as a standard of performance
and provides a good measure for the performance of a signal
processing algorithm. Furthermore, for each estimator it is
well known that there is a range ofSignal-to-Noise Ratio
~SNR! in which the variance of the estimates rises rapidly as
SNR decreases. This effect, which is called thethreshold
effect of the estimator, determines the range of SNR of the
received signals for which the parameter estimates can be
accepted. Thus, estimation of the threshold effect is essential
in the selection of practical robust sonar signal processing.

At this point it is important to note that the CRLB ap-
plies to small or local errors only, hence it is not useful
below threshold where large errors occur. Other bounds are
thus needed to characterize the large error region. One such
bound is the Zik–Zakai lower bound~ZZLB!.13,14

In this study, the CRLB analysis and computer simula-
tions have been used to define and compare quantitatively
the performance of the split-beam processing for different
cases of effective signal bandwidth and subaperture separa-
tion. Shown by the three curves in Fig. 4 are the theoretical
CRLB, suCRLB

2 for the bearing as a function of SNR for the

case of one source. These theoretical CRLB estimates were
derived from MacDonald and Schultheiss@Ref. 1, Eq.~20!#
and are for a split-beam processor including two subaper-

FIG. 3. Signal processing flow of a split-beamformer implemented in a real time system.
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tures each having 6 hydrophones. The separation between
the two subapertures is 12 hydrophone spacings as this is
illustrated in Fig. 5. Moreover, the geometric configuration
of the above figure shows the concept of this study of form-
ing the two subapertures at both ends of an equi-spaced line
array. For the above three CRLB estimates,suCRLB

2 , the cor-

responding signal bandwidths are 300, 600, 1500 Hz; and for
all of them the processing period was the same and equal to
1 s.

For the same signal bandwidths and subaperture con-
figuration, computer simulations were also considered for the
calculation of the variancesus

2 of bearing estimates. Figure 4

presents the estimates ofsus

2 derived by a split-beam proces-

sor with a signal processing flow, which is shown in Fig. 3.
The ocean model for the simulations is a direct path iso-
velocity environment.

In Fig. 4, the difference between the theoretical CRLB
estimates,suCRLB

2 and the simulations,sus

2 is approximately

7.8 dB and agrees with predictions discussed in Ref. 1, Eq.
~35!. It is apparent by the above results that the performance
of the split-beamformer improves as the signal bandwidth

increases. The threshold effect is also shown by the rapid rise
of the variance of the bearing estimates for SNR values in
the range of212 dB at the hydrophone.

The results depicted in Fig. 6, from the same kind of
computer simulations as those of Fig. 4, show how bearing
variance depends upon aperture size. The curves in Fig. 6
provide the theoretical CRLB,suCRLB

2 , @Ref. 1, Eqs.~19!,

~20!# for the bearing as a function of SNR for the case of one
source with effective signal bandwidth of 600 Hz. These
theoretical CRLB estimates are for two different kinds of
subaperture configurations, shown in Fig. 6. Results indi-
cated by solid circles are from computer simulations derived
by full aperture beamforming a 24-hydrophone line array.
The processing period for this signal was equal to 1 s. In this
case of full aperture beamforming, the threshold effect is
shown to be in the range of222 dB at the hydrophone. Solid
squares in the same figure present the variance estimatessus

2

for the same 600-Hz signal bandwidth and 1-s integration
period. These estimates were derived by applying split-beam
processing on two subarrays of 6 hydrophones each and
separated by 12 hydrophones. The threshold effect of the
split-beam processing is in the range of212 dB at the hy-
drophone.

In order to quantify the effects of larger subapertures,
this split-beamforming analysis was also applied to the same
signal and for subarrays of 12 hydrophones each and sepa-
rated by 24 hydrophones for an extended array. The simula-
tion results ofsus

2 , in this case, are shown by the star sym-

bols in Fig. 6 and indicate inferior performance than that of
the fully populated 24-hydrophone array, shown by the solid
circles in the same figure. In the simulation, the conventional
beamformer included uniform spatial shading across the hy-
drophone samples. Thus, although the two subarrays of 12
hydrophones each have in total the same number of hydro-

FIG. 4. Performance analysis of a split-beamformer for three different cases
of effective signal bandwidth. Curves show the corresponding theoretical
CRLB estimates.

FIG. 6. Performance analysis of a split-beamformer for two different cases
of subaperture sizes and for a full aperture beamformer. The signal band-
width was 600 Hz and the observation period was 1 s. Curves show the
theoretical CRLB estimates.

FIG. 5. Geometric configuration showing the concept of this study of form-
ing the two sub-apertures at both ends of an equi-spaced line array.
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phones as the 24-hydrophone fully populated array, the
threshold value of the split-beam processing is worse than
that of the full aperture beamformer.

IV. REAL EXPERIMENTAL RESULTS

The set of experimental data of this study represents an
acoustic field consisting of radiated noise including strong
narrowband and broadband features from distant ships and
geological equipment in acoustic conditions typical of a
North Atlantic sea state 4. The data were collected over 150
s on a 24 hydrophone line array with 2-m spacing. The ve-
locity profile was a typical North Atlantic summer ocean
environment.

The subaperture configuration for split-beam processing
included two subarrays with 6 hydrophones each at both
ends of the deployed array and separated by 12 hydrophones
spacing. Application of the split-beam processing scheme on
the above subarray configuration provided broadband bear-
ing results shown in the following figures. The length of the
processed time series was 1 s and the signal bandwidth was
200 Hz. Figure 7 shows the bearing estimates as a function
of time provided by the output of the split-beamformer of
Fig. 3, which utilizes prefiltering. In Fig. 8 the cross-
correlation output is presented from one snapshot of the cor-
responding pairs of beams steered simultaneously in the
same direction of 60°, with respect to the line array axis,
where a loud broadband target was known to exist. The
cross-correlation peaks in this figure indicate the differential
time delays, which provide the associated bearing estimates
according to Eq.~6!.

In order to illustrate the influence of the prefiltering pro-
cess on the performance of the split-beamformer, the weight-

ing coefficientsW( f ) of the prefilter were set to unity. That
is prefiltering was ‘‘off.’’ In this case, split-beam processing
of the same data set of Fig. 8 provided poor bearing results
which are shown in Fig. 9. Another way to demonstrate the
relative performance of the prefiltering process is to examine
the corresponding cross-correlation output from one snap-
shot of the corresponding pairs of beams steered simulta-
neously in the same direction of 60°, as those of Fig. 8. The
associated cross-correlation output, for split-beam processing

FIG. 7. Bearing estimates as a function of time from real sea data and for a
split-beam processing scheme shown in Fig. 3. The signal bandwidth was
200 Hz and the coherent processing period was 1 s. The two subapertures
~with size of 6 hydrophones each! were separated by 12 hydrophone spac-
ings.

FIG. 8. Cross-correlation output from the corresponding pair of subaperture
beams steered simultaneously in the same direction of 60°. The cross-
correlation peaks in this figure indicate the differential time delays that
provide the associated bearing estimates shown in the previous Fig. 7.

FIG. 9. Bearing estimates as a function of time for a split-beam processing
scheme shown schematically in Fig. 3. In this case the weighting coeffi-
cientsW( f ) of the prefilter were set to unity. The pronounced difference in
performance between the results of this figure with those of Fig. 7 indicates
the necessity to include the prefiltering process in the split-beamformer.
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with prefilter weighting coefficients set to unity, is shown in
Fig. 10. This figure shows fewer correlations peaks~or tar-
gets! than the results of Fig. 8.

The correlation peaks in Figs. 7–10 refer to distant mul-
tiple targets and their associated multipath characteristics.

Since Figs. 8 and 10 refer to the same set of real data, their
pronounced difference indicates the necessity to include the
prefiltering process in split-beam processing. Furthermore,
the above real data results confirm theoretical predictions on
prefiltering process, which are discussed in Refs. 1–4.

Figure 11 shows broadband bearing results from a split-
beam and a full aperture conventional beamformer imple-
mented for a real experimental array system. The array con-
figuration was as described above. The upper part of this
figure shows broadband bearing results derived by beam-
forming all 24 hydrophones of the array. The lower part in
the same figure shows the broadband bearing estimates pro-
vided by the output of the split-beamformer. Both the split-
beam and full aperture beamforming operations were applied
simultaneously on the same set of data. The middle solid line
in both displays shows the heading of the tow ship. The two
almost vertical traces, which appear to be parallel with the
heading of the tow ship, are the bearing estimates of the tow
vessel detected at the forward endfire of the towed array.

Differences in the bearing estimates of the tow vessel
between the upper and lower displays indicate the superior
performance of the split beam processor to provide better
accuracy in bearing estimates at the endfire beams of the
towed array than that of the full aperture conventional beam-
former. This confirms predictions1–4 that the bearing esti-
mates located at the endfire of the towed array are biased
when are provided by the full aperture beamformer. In fact
this was the main argument and driving force to pursue this
implementation study. The objective was to quantify experi-
mentally that the split-beam processor provides significant
angular resolution improvement over that of the full aperture
beamformer for targets located at the endfire beams of a
towed array.

In conclusion, the results in Fig. 11 are in agreement
with those of Figs. 4 and 6, which predicted the characteris-
tics and the performance difference between the full and sub-
aperture beamforming. As discussed in Sec. III, a dramatic
performance difference associated with the detection of weak
signals should be expected to be in favor of the full aperture
beamforming over the split-beam processing. This prediction
has been confirmed by the results of Fig. 11. The only ad-
vantage that the split-beam processing has with respect to the
full aperture beamforming is a better angular resolution per-
formance at the end-fire beams, which is restricted only for
cases with very strong signals.1–4

V. CONCLUSION

In conclusion, this study has shown that the improved
bearing estimation performance of the split-beam processing
over the full aperture beamforming is practically insignifi-
cant for passive line arrays because of the split-beamformer’s
poor performance in detecting very weak signals.

Furthermore, in practical sonar applications the acoustic
signals of interest are embedded in spatially and temporally
partially correlated noise fields, which is in sharp contrast
with the assumption of this study that the noise field is spa-
tially and temporally white. The general case of broadband
and narrowband signals embedded in a spatially and tempo-
rally anisotropic noise field requires that the spatial filtering

FIG. 10. Cross-correlation output from the corresponding pair of subaper-
ture beams steered simultaneously in the same direction of 60°. In this case
the weighting coefficientsW( f ) of the prefilter were set to unity. The cross
correlation peaks in this figure indicate the differential time delays that
provide the associated bearing estimates shown in the previous Fig. 9.

FIG. 11. Bearing estimates as a function of time from real line array data,
including both split-beam and full-aperture conventional beamforming pro-
cessing schemes under a parallel configuration. The upper part shows the
bearing estimates from a full-aperture conventional beamformer and the
lower part from the corresponding split-beamformer.
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operation for optimum detection should include adaptation of
the sonar signal processing according to the noise character-
istics. This last argument suggests a need for adaptive beam-
forming in sonar systems.

In summary, the results of this experimental study verify
that the theoretical developments play an important role in
assisting the sonar system designers to define optimum sig-
nal processing concepts and in predicting the performance of
a sonar line array system incorporating split-beamformers.
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Although many aspects of the mechanisms by which low-frequency sounds exert their powerful
masking on responses to high-frequency sounds are well documented and understood, there are few
data on the growth of masking for signal frequencies near, but not necessarily at,
auditory-nerve-fiber characteristic frequency~CF!. Masking of responses to 6- or 8-kHz tones by a
continuous 300-Hz band of noise centered at 500 Hz was measured in single auditory-nerve fibers
with various CFs. The growth rate of maskings averaged approximately 2 dB/dB, was typically
largest for tones about 10% above fiber CF, and decreased at higher and lower frequencies. This
pattern of masking versus frequency relative to CF resembles the pattern of compression of the
growth of basilar membrane motion versus frequency at a fixed cochlear place. This correspondence
supports the hypothesis that the high growth rate of masking by low-frequency sounds is due to the
same mechanisms which produce the compression in the growth of basilar membrane motion.
© 1997 Acoustical Society of America.@S0001-4966~97!03112-3#

PACS numbers: 43.64.Kc, 43.64.Pg, 43.66.Dc@RDF#

INTRODUCTION

Intense low-frequency sounds powerfully mask re-
sponses to high-frequency sounds, particularly the
information-rich high-frequency components of speech
~Stevenset al., 1946; Miller, 1947!. Low-frequency sounds
are also important as maskers because most natural environ-
mental noise, many kinds of industrial and traffic noise, and
the energy content of human speech are predominantly low
frequency~e.g., Fletcher, 1953; Onoet al., 1983!.

The physiological mechanisms underlying psychophysi-
cal masking have been extensively studied so that many as-
pects of masking are well understood~Kiang and Moxon,
1974; Abbas and Sachs, 1976; Abbas, 1978; Geisler and
Sinex, 1980; Schmiedt, 1982; Javelet al., 1983; Costalupes
et al., 1984, 1987; Fahey and Allen, 1985; Young and Barta,
1986; Delgutte, 1990a, b; Ruggeroet al., 1992; Nuttall and
Dolan, 1993; Rhode and Cooper, 1993; Cooper, 1996; Cai
and Geisler, 1996; Cooper and Rhode, 1997!. Masking can
be excitatory~via the line-busy effect!, adaptive~excitation
produces adaptation which lowers sound-evoked responses!,
and suppressive~masking without excitation!. Generally
speaking, excitatory and adaptive masking compress neural
rate versus sound level functions by increasing the back-
ground rate and reducing the plateau~or saturated! rate; in
contrast, suppressive masking shifts neural rate-level func-
tions to higher sound levels.

One aspect of masking which is not fully understood is
the high growth rate of masking for simultaneous maskers
that are much lower in frequency than the signal. For such
maskers, both psychophysical and physiological studies have
found high growth rates of masking, typically 2 dB/dB~We-
gel and Lane, 1924; Egan and Hake, 1950; Abbas and Sachs,
1976; Geisler and Sinex, 1980; Javelet al., 1983; Fahey and
Allen, 1985; Costalupeset al., 1987; Delgutte, 1990a, b!.
Although with a low-frequency suppressor there is a clear
within-cycle variation of the suppression~e.g., Javelet al.,
1983; Ruggeroet al., 1992; Rhode and Cooper, 1993!, in the
present paper we are concerned only with masking mani-
fested in responses averaged over many cycles.

For understanding the origin of growth rate of simulta-
neous masking, it seems relevant that the growth rates of
basilar-membrane motion are different for signal-frequency
versus masker-frequency tones. Near the signal-frequency
place~the cochlear place with the largest basilar-membrane
motion at the signal frequency!, basilar membrane motion in
response to a signal-frequency tone grows more slowly than
sound level~i.e., shows a compressive nonlinearity! through-
out much of the normal range of hearing~Rhode, 1971,
1978; Patuzzi and Sellick, 1983; Robleset al., 1986; Cooper
and Rhode, 1992; Nuttall and Dolan, 1993, 1996; Ruggero
et al., 1997!. In contrast, basilar membrane motion increases
linearly at all sound levels in response to a suppressor tone at
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a frequency an octave or more lower than the signal fre-
quency. Thus near the signal-frequency place in the cochlea,
basilar membrane motion in response to a low-frequency
masker grows much faster than basilar membrane motion in
response to a signal-frequency tone.

For simultaneous maskers much lower in frequency than
the signal, masking appears to be predominately suppressive
~reviewed by Delgutte, 1990a, 1996; see also Fahey and
Allen, 1985; Smoorenburg and Kloppengurg, 1986; Costa-
lupes et al., 1987!. Suppressive masking has been hypoth-
esized to be due to the masker causing saturation of outer
hair cell ~OHC! mechanical-to-electrical transduction chan-
nels, thereby reducing the gain of the cochlear amplifier at
the signal frequency, and the same mechanism may be re-
sponsible for the compressive growth of basilar membrane
motion ~Zwicker, 1986; Geisleret al., 1990; Kanis and de
Boer, 1994; Nobili and Mammano, 1997; Geisler and Nut-
tall, in press!. Thus the properties of the cochlear amplifier
and those of suppressive masking may be tied closely to-
gether.

If the compressive growth of basilar membrane motion
is produced by a mechanism in which the amplitude of the
resulting motion controls the gain of the cochlear amplifier at
the signal frequency, then, for a masker much lower in fre-
quency than the signal, the different growth rates of basilar
membrane motion at signal and masker frequencies will pro-
duce a high growth rate of masking. To see this, consider
that to produce a 1-dB increase in motion at the signal-
frequency place, the masker need only be increased 1 dB, but
a tone at the signal frequency must be increased 1/S dB
~where ‘‘S’’ is the slope of the growth of basilar-membrane
motion and is less than unity!. Thus if the resulting motion
controls the cochlear-amplifier gain, then the masker will be
much more efficient than the signal in lowering the gain.
With this kind of mechanism, the growth rate of masking is
strongly~and inversely! related to the growth rate of basilar-
membrane motion for the tone alone.

In light of the above putative relationship, the observa-
tion that the lowest slopes of the growth of basilar membrane
motion are for signal frequencies slightly above the charac-
teristic frequency of the cochlear place~Rhode, 1971, 1978;
Patuzzi and Sellick, 1983; Robleset al., 1986; Cooper and
Rhode, 1992; Nuttall and Dolan, 1996; Ruggeroet al., 1997!
implies that the greatest growth of masking will be for signal
frequencies slightly above the characteristic frequency. Al-
though many response properties of single auditory-nerve
fibers relevant to masking are well documented, the depen-
dence of the growth rate of masking on signal frequency for
frequencies near, but not necessarily at, the fiber character-
istic frequency~CF! has been explored very little. Several
studies have varied signal frequency and found that for low-
frequency maskers, the greatest masking is for signals at CF
~Kiang and Moxon, 1974; Abbas and Sachs, 1976; Abbas,
1978; Geisler and Sinex, 1980; Fahey and Allen, 1985!.
However, these studies only reported data from a few fibers
with relatively coarse frequency spacings and/or without
measurements of the growth rate of masking as a function of
frequency.

In addition to its implications for the mechanisms in-

volved, the growth rate of masking at frequencies near CF is
interesting because in psychophysical tasks listeners use
auditory-nerve fibers with CFs over a range of frequencies,
not just fibers with CFs at the signal frequency. Intense
maskers can change the tuning of single auditory-nerve fi-
bers producing changes in the effective CF of half an octave,
although usually much less~Kiang and Moxon, 1975; Fahey
and Allen, 1985; Delgutte, 1990a!. In such cases, listeners
may most easily hear a tone by using auditory-nerve fibers
normally tuned to a nearby frequency, a phenomenon known
as ‘‘off-frequency’’ listening~Johnson-Davies and Patterson,
1979; Glasberg and Moore, 1990!. Thus to fully understand
the physiological basis of masking, it is necessary to know
how maskers affect responses of auditory-nerve fibers at a
variety of frequencies near the CF, e.g., within one-half oc-
tave of CF.

In this paper, we present data on the masking by low-
frequency noise of auditory-nerve fiber responses to signals
at a variety of frequencies near fiber CF. We studied low-
frequency maskers because they are important in many cir-
cumstances and because of our interest in the effects of sta-
pedius contractions in reducing masking~see Pang and
Guinan, 1997!. We have focused on measuring the growth
rate of masking produced by continuous, low-frequency
noise ~center frequency 500 Hz, 300 Hz bandwidth! on re-
sponses of auditory-nerve fibers to 6- or 8-kHz tones. These
parameters were chosen to correspond to those used by Borg
and Zakrisson~1974! in psychophysical measurements in hu-
mans. With our paradigm, signal frequency was varied rela-
tive to CF by using a fixed-frequency tone with CF varied as
different auditory-nerve fibers were contacted.

We measured masking in several ways because one sta-
tistic may not provide all the relevant information. From the
point of view of statistical detection theory, the detectability
indexd8 provides a summary of the information in the firing
pattern for a signal processed by an ideal detector. However,
Relkin and Pelli~1987! and others have provided evidence
which indicates that the central nervous system does not use
the information in auditory-nerve spike trains in the optimal
signal-processing way. Considering this, it is relevant to
measure masking in several ways to indicate how sensitive
the measurements are to the method used. We measured the
growth rate of masking using three measures of masking:
changes in tuning curves, changes in sound-level functions,
and changes in the detectability indexd8. These measures
provide criteria which are calculated in different ways, and
they measure the masking at different points on the sound-
level functions so that they are relevant to both threshold and
suprathreshold masking.

I. METHODS

A. Surgery

Treatment of experimental animals was in accordance
with regulations of the Committees on Animal Care at the
Massachusetts Institute of Technology and the Massachu-
setts Eye and Ear Infirmary. Thirty-two normal-hearing adult
cats were anesthetized by intraperitoneal injection~0.75 ml/
kg! of Dial-Urethane~100-mg diallylbarbituric acid, 400-mg
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Urethane, and 400-mg monoethylurea per ml!. Additional
anesthesia was given as needed to maintain the animal with-
out a toe-pinch withdrawal reflex. Observations of the stape-
dius tendon and the head of the stapes~as in Pang and Peake,
1986! demonstrated that this level of anesthesia abolished
sound-evoked middle-ear-muscle reflexes for 1-kHz binaural
tones up to 115 dB SPL. The methods for animal prepara-
tion, generation of acoustic stimuli, and recording from
auditory-nerve fibers are similar to those described by Kiang
et al. ~1965!. Important points and differences are noted
here.

B. Sound stimulation

An acoustic assembly consisting of a 1-in. condenser
earphone~Bruel & Kjaer 4144! as a sound source and a
1/4-in. condenser microphone~B&K 4136! was fitted into
the cut ear canal. The acoustic system was calibrated on each
animal so that all sound levels refer to the sound pressure
level ~SPL! near the tympanic membrane. The square-law
characteristic of the condenser earphone produced second-
harmonic and intermodulation distortion in the acoustic sig-
nal. For 6- or 8-kHz tones, the second-harmonic was ap-
proximately twice the SPL of the fundamental, minus 132
dB. For a 6- or 8-kHz tone plus a 500-Hz noise, the levels of
the sum and difference intermodulation components were ap-
proximately the sum of the SPLs of the signal and the
masker, minus 132 dB. Thus the second-harmonic and inter-
modulation components were each 68 dB SPL~32 dB below
the signal! with signal and masker at maximum~100 dB
SPL!, and 48 dB SPL~42 dB below the signal! with signal
and masker at 90 dB SPL. These distortion components
would be expected to evoke little additional excitation or
masking and should have negligible influence on the results.

C. Monitoring

Auditory-nerve compound action potentials~CAPs!
were monitored with an electrode on, or near, the round win-
dow. An automated tone-pip audiogram determined the
sound level at 0.5, 1, 2, 4, 8, 16, and 32 kHz which evoked
criterion CAPs. An ear was not used if its thresholds were 20
dB or more above normal~the average from.30 ears of
early experiments! in the frequency regions of concern to
this study~0.5, 4, 8 kHz!. All data presented in this paper are
from the ears in which the threshold at the end of data col-
lection remained within 15 dB of the level at the beginning
of data collection.

D. Recording

Auditory-nerve-fiber responses were recorded with glass
micropipettes filled with 1 M KCl ~40–80 mV!. The search
stimuli were acoustic clicks and sometimes broadband noise
bursts. Once a fiber was isolated, an automated tuning curve
was obtained~Liberman, 1978! with 50-ms tone bursts pre-
sented at 10 bursts/s, 30 points per octave, a sound-level step
size of 0.75 dB, and a threshold criterion rate increase over
background of approximately 20 spikes/s. The spontaneous
firing rate~SR! was measured and the fiber was classified as
lower SR~SR,1 spikes/s! or higher SR~SR>1 spikes/s!. A

fiber was studied if it had an adequate dynamic range over
which to obtain a masking function, i.e., if its threshold at 6
or 8 kHz was<75 dB SPL~in almost all cases, the threshold
at CF was much lower than this!. Measurements typically
included firing rate versus tone-level functions in quiet and
with several levels of masking noise. Many of these mea-
surements were also done with and without shock-induced
stapedius contractions for use in another study~Pang and
Guinan, 1997!.

Rate-level functions used tone bursts of 100-ms dura-
tion, 2.5-ms rise–fall times, presented once per second, and
had 5- or 10-dB steps from near the fiber threshold to a
maximum of 100 dB SPL. When masking noise~50–100 dB
SPL! was added, it was turned on at least 15 s prior to the
tone bursts and was on throughout the level function so that
a steady state of noise-evoked activity was present~Costa-
lupeset al., 1984!. Each point in a rate-level function was
determined from the responses of at least ten tone bursts. The
average and variance of the spike rate were calculated using
the spikes in a window 80-ms long starting at 20 ms after
each tone burst onset, so that an approximately ‘‘steady-
state’’ rate response was sampled~Costalupes, 1985!. The
mean and variance of the spike rates were also measured for
spontaneous activity and for responses to the masking noise
alone. Average firing rates were used, thereby ignoring the
information in spike times relative to sound phase, because
at the high-signal frequencies used~>6 kHz! there is little
synchrony in auditory-nerve responses~Johnson, 1980!.
Rate-level functions and tuning curves were smoothed by a
three-point triangular moving average~weight: 1/4, 1/2, 1/4!
before the masking-induced shift was measured.

From each rate-level function and the corresponding
variance measurements, we calculated ad8 versus sound
function, whered85(Mn1t2Mn)/sn1t , M is the mean rate,
s is the standard deviation, and the subscriptn is for noise
andn1t is for noise plus tone. A tone was considered ‘‘de-
tectable’’ when thed8 value of an auditory-nerve fiber’s re-
sponse reached unity~d851 corresponds to approximately
75% correct in a two-interval forced-choice paradigm!. The
use of the detectability measured8 assumes that auditory-
nerve-fiber discharge rates can be characterized as a normal
random variable or a variable that is monotonically convert-
ible to normal~Teich and Khanna, 1985; Relkin and Pelli,
1987!.

For data compilations across fibers~e.g., Figs. 2, 7, and
Table I!, the growth of masking was determined from the
lowest to the highest masking level at which complete data
were obtained, excluding points at which there was less than
5 dB of masking. We avoided using masker noises which
produced less than 5 dB of masking because near masking
threshold the growth rate of masking depended strongly on
masker level, whereas for masking greater than 5 dB, the
growth rate of masking was relatively constant~see Results!.

II. RESULTS

A. Masking effects on tuning curves

To obtain masking functions at many frequencies from
one set of measurements, we measured the effects of mask-
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ing noise on tuning curves. For high-CF fibers, the tuning-
curve tip region is the most sensitive to masking by low-
frequency noise~Kiang and Moxon, 1974!, so this is the
region we focused on.

For a higher-SR auditory-nerve fiber, the masking pro-
duced by low-frequency noise on tuning-curve tips is shown
in Fig. 1. As the masker level was increased, there was a
monotonic increase in the fiber’s threshold for frequencies
near the CF, an effect typical of all fibers observed~also see
Fahey and Allen, 1985!. Figure 1~B! shows masking func-
tions for tones at 6 and 8 kHz, and fiber CF, calculated from
the data of Fig. 1~A!. For all noise levels, the masking was
larger near the CF than at frequencies substantially below or
above the CF~i.e., in Fig. 1, the squares are always above the
diamonds and circles!. At CF, the masking was over 60 dB
with 95 dB SPL noise. At all three frequencies, the growth-
rate of masking had a value close to 2 dB/dB.

Figure 2 shows the relationship between the growth rate
of masking and test signal frequency relative to fiber CF
from 25 auditory-nerve fibers in seven animals with fiber
CFs ranging from 4.5 to 11 kHz. On the average, the growth
rate was largest when the test frequency was slightly higher
~0.1 to 0.2 oct! than the fiber CF. Another way to view the
data of Fig. 2 is that for a fixed test frequency, the maximum
growth rate was from fibers whose CFs were near or slightly
below the test frequency. Other features of the data~not
shown in Fig. 2! include: ~1! the growth rate at fiber CF,
averaged over all noise levels and all fibers, was 2.30 dB/dB
@range: 1.55–3.44, standard deviation~s.d.!50.43#. ~2! The
average growth rates at 6 and 8 kHz were 2.03 and 1.69
dB/dB, respectively.~3! The largest measured masking was
almost 80 dB.

Since masking was typically largest and the growth rate

of masking highest near the fiber CF, the sharpness of tuning
must have been reduced. Figure 3 shows the relationship
between noise-induced elevation of threshold at the fiber CF
and the change in tuning-curve sharpness as measured by the
change inQ10 ~Q10 is the CF divided by the bandwidth of the
tuning curve at 10 dB above the threshold at CF!. In general,
Q10 decreased with increasing elevation in tuning-curve
threshold, reaching a 60% decrease at about 75 dB elevation
of the threshold~Fig. 3!.

The noise masking sometimes produced an apparent
shift of the tuning-curve ‘‘CF.’’ The typical value of such a
shift was rather small~0.03 oct up or down!, and no system-

FIG. 1. Masking measured from tuning curves.~A! Tuning curves for various masking-noise levels. Dashed lines mark 6 and 8 kHz.~B! Masking functions
obtained from the data in panel~A!. The growth rates of masking~GRs! at the characteristic frequency~CF!, 6 kHz, and 8 kHz, are 1.99, 1.90, and 2.03 dB/dB,
respectively. Fiber 87–73: CF56.31 kHz; threshold at CF51.8 dB SPL; SR551 spikes/s.

FIG. 2. The growth rate of masking from all tuning-curve measurements as
a function of the signal frequency relative to fiber CF. Each thin line corre-
sponds to one fiber. The thick line is the mean at each frequency in the range
60.5 oct relative to CF. The dashed line is at CF. For each fiber, the growth
rate was measured between the most and the least intense noise levels,
excluding noise levels which did not elevate the tuning curve by at least 5
dB. Data are from 25 auditory-nerve fibers~CF range: 4.5–11 kHz! from
seven animals.
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atic trend was observed in the direction or magnitude of the
shift with increasing noise level.

B. Masking patterns from rate-level functions

Tuning curves provide information only at fiber thresh-
old, but suprathreshold responses are also of interest for their
relevance in a variety of psychophysical tasks and for under-
standing the mechanisms involved in masking. Suprathresh-
old masking was measured using firing rate versus tone-level
functions.

An example of the masking produced by a low-
frequency noise on rate-level functions for a high-frequency
tone is shown in Fig. 4~A!. Although this example is for a
lower-SR auditory-nerve fiber, two features typical of all fi-

bers can be seen:~1! as the noise level was increased there
was a monotonic shift of the rate-level function towards
higher tone levels, and~2! when the increasing noise level
started to excite the fiber, there was a monotonic increase in
the background discharge rate~most easily seen with the
tone at 10 dB SPL!. This fiber also showed a decreased re-
sponse to the noise as the tone was increased from 20 to 60
dB SPL ~most easily seen in responses from the 90 dB SPL
noise at tone levels 30–60 dB SPL!. Such masking of the
noise response by the tone was observed in some fibers, but
it was much smaller than the masking of the tone response
by the noise and is not the focus of the present study.

An example of masking from a higher-SR fiber is shown
in Fig. 5~A!. In addition to the features noted above, Fig.
5~A! shows a plateau rate~sometimes called ‘‘saturated
rate’’! that decreased with increasing noise level. Such a de-
pression of plateau rate was seen more frequently in
higher-SR than in lower-SR fibers, but was not seen in all
higher-SR fibers. Presumably, this depression of plateau rate
is due to adaptation produced by the noise-evoked increase
in background discharge rate, with lower-SR fibers being
more resistant to this form of adaptation~Costalupeset al.,
1984, 1987!.

As an index of masking, we used the amount that rate-
level functions are shifted toward higher sound levels by the
masking noise~Geisler and Sinex, 1980!. Because of the
nonlinear shape of rate-level functions, with both thresholds
and saturations, level shift provides a better overall descrip-
tion of the effects of masking than the rate difference at a
constant tone level. To provide a single-number characteriza-
tion of masking over the widest possible range of conditions,
we measured masking using a ‘‘midrate’’ criterion
~‘‘midrate’’ is the mean of the fiber’s spontaneous and pla-
teau rates, both measured without masking noise!. One ad-

FIG. 3. The masking-induced change in tuning-curve~TC! sharpness as a
function of the change in TC threshold. Sharpness is measured byQ10 , the
CF divided by the bandwidth of the tuning curve at 10 dB above the thresh-
old at CF. All available data are shown~88 data points from 25 fibers from
six animals, fiber CFs 4.5–11 kHz!. The solid, linear-regression line has a
slope of 20.7 and an intercept of27.45. The correlation coefficient is
20.67. The dashed line marks no change in TC sharpness.

FIG. 4. Masking in a lower-SR auditory-nerve fiber.~A! Firing rate versus tone-level functions for various noise levels~key at upper left!. The dashed line
is at the ‘‘midrate’’ ~the mean of the spontaneous and plateau rates!. ~B! The masking function at the midrate from the data in panel~A!. GR is 1.72 dB/dB.
The dashed line has a slope of 2. Fiber 80–71: CF58.04 kHz, threshold at CF514.2 dB SPL; SR50.4 spikes/s.
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vantage of the midrate criterion is that it is robust against
small variations in the criterion because the noise-induced
shifts of tonal rate-level functions are usually close to paral-
lel in the midrate region@Figs. 4~A! and 5~A!#. Using
midrate criteria, the masking functions determined from the
data in Figs. 4~A! and 5~A! are shown as pentagons in Figs.
4~B! and 5~D!. For both fibers, the highest noise level~90 dB
SPL! masked the tone response by 50 dB, or more, at the
midrate.

Since the growth rate of masking was usually relatively
constant across noise levels above the threshold for masking
@Figs. 4~B! and 5~D!#, we normally characterized the growth
rate of masking for a fiber by the average across all noise
levels used. For the fibers in Figs. 4 and 5, the growth rates
of masking were 1.72 and 2.1 dB/dB, respectively. Consid-
ering all of our masking measurements from rate-level func-
tions at either 6 or 8 kHz~82 fibers with a CF range of
4.5–12.5 kHz from ten animals!, the maximum masking was
75 dB, and the mean growth rate~GR! of masking was 1.9
dB/dB ~range: 0.43–3.8, s.d.50.72!.

Masking patterns from rate-level functions are compared

to those from tuning-curves in Fig. 5 for the same fiber at the
same frequency and the same noise levels. There was slightly
more masking and a slightly higher growth rate of masking
with tuning-curve ‘‘threshold’’ measurements than with
‘‘midrate’’ measurements@Fig. 5~D!#. This was typically the
case, but the differences were never very large. For the 14
cases in which we have comparable data available on the
same fiber, the growth rate of masking averaged 0.2 dB/dB
higher for the tuning curve measurement than at midrate.

C. Masking measured by the elevation of detection
threshold

As a masking noise is increased in level, it not only
shifts the tonal rate-level function upward, it also raises the
background discharge rate, and it may also change the vari-
ance of the rate. The true separability or detectability of the
tone from the background noise is determined by both the
separation of the mean rates and by the variances of the spike
distributions. Thus measuring masking only as the shift at
the midrate does not completely characterize the masking

FIG. 5. Masking in a higher-SR auditory-nerve fiber.~A! Firing rate versus tone-level functions for various noise levels~key at upper right!. The dashed line
is at the ‘‘midrate.’’ ~B! Detectability indexd8 versus tone-level functions. Data from the same responses as in panel~A!. Dashed lines atd850 and 1. The
small negative values of thed8 functions are probably due to masking by the tone of the fiber’s response to the noise.~C! Tuning curves for various
masking-noise levels~key at upper right!. The dashed line marks 8 kHz.~D! Masking functions obtained from each of the three data sets at left. GR is 2.1
dB/dB at midrate, 2.4 dB/dB atd851, and 2.2 dB/dB from the tuning curves at 8 kHz. The dashed line has a slope of 2. Fiber 76–105: CF58.13 kHz;
threshold at CF525.9 dB SPL; SR579 spikes/s.
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and may tend to underestimate the effective growth rate of
masking. The detectability indexd8 ~see Methods! takes into
account the variability in the spike response and, at least
theoretically, is more ‘‘complete’’ than masking measured
directly from tuning curves or rate-level functions. Masking
measured fromd8 is also more comparable to masking mea-
sured psychophysically.

Figure 5~B! showsd8 versus level functions for the mea-
surements that were shown in Fig. 5~A! as rate versus level
functions. Thed8 versus level functions and the rate versus
level functions are similar in overall shape, but in thed8
functions, the different background discharge rates~due to
the different noise intensities! are taken into account accord-
ing to their effect on tone detectability. Since thed8 func-
tions take into account the noise-produced elevation of back-
ground discharge rate, it is not surprising that the growth-rate
of masking measured fromd8 functions was somewhat
larger than the growth rate from the midrate functions@Fig.
5~D!#. Rate andd8 versus level functions for a lower-SR
fiber are shown in Fig. 6. Again the growth rate of masking
from d8-level functions was larger than that from rate-level
functions @Fig. 6~C!#. This was generally the case but the

differences were usually small, averaging only 0.2 dB/dB.
Data from all of the masking functions fromd8 mea-

surements are summarized in Table I. This shows that there
were no significant differences in the growth rates of mask-
ing due to the presence of efferent innervation~see Pang and
Guinan, 1997, for the methods for cutting the efferents!, the
SR category of the fibers, or whether the tone was at 6 or 8
kHz. Tests performed with and without the assumption of
equal-variance for the subpopulations gave the same results,
and tests of whether the variances were equal revealed no
significant differences at the 0.2 level.

The relationship between the growth rate of masking
measured fromd8 functions and the test-tone frequency rela-
tive to fiber CF is shown in Fig. 7. With masking measured
from d8 functions, the maximum growth rate was typically
from tone frequencies slightly greater~0.1 to 0.2 oct! than
fiber CF, which is consistent with Fig. 2.

III. DISCUSSION

A. The growth rate of masking as a function of
frequency

Our data clearly show that the growth rate of masking is
a function of signal frequency relative to CF with the peak
growth rate being not at CF, but slightly above CF. In both

TABLE I. Growth rates~dB/dB! of masking measured fromd8-level functions.

Category

Growth rate Probability that the
two groups have the
same growth rateamean range s.d. n

All fibers 2.09 0.72–3.52 0.65 91
Intact efferents
Severed efferents

2.1
2.02

0.72–3.52
1.14–3.10

0.66
0.62

82
9

0.7

Lower SR
Higher SR

2.05
2.15

0.72–3.27
0.99–3.52

0.63
0.63

36
55

0.4

6 kHz
8 kHz

2.10
2.04

0.93–3.32
0.72–3.52

0.58
0.69

40
51

0.6

aMore specifically, to assume that the two groups have different growth rates, one would be wrong with a
probability larger than the number given.

FIG. 6. Masking in a lower-SR auditory-nerve fiber.~A! Firing rate versus
tone-level functions for various noise levels@key in panel~B!#. The dashed
line is at ‘‘midrate.’’ ~B! Detectability indexd8 versus tone-level functions.
Data from the same responses as in panel~A!. Dashed lines are atd850 and
1. ~C! Masking functions obtained from the data in panels~A! and~B!. GR
is 1.85 dB/dB at midrate, and 2.48 dB/dB atd851. The dashed line has a
slope of 2. Fiber 87–28: CF55.96 kHz; threshold at CF522.6 dB SPL;
SR50.1 spikes/s.

FIG. 7. The growth rate of masking from alld8-level functions as a function
of the separation between the signal frequency and fiber CF. Each point
corresponds to a fiber~91 fibers from eleven animals, CF range 4.5–12.5
kHz! with the growth rate averaged over all noise levels used. The continu-
ous line is a five-point rectangular moving average of all data points.
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the data from tuning curves~Fig. 2! and the data fromd8
versus tone-level functions~Fig. 7!, the peak growth rate was
at a frequency approximately 10% above the fiber CF.
Above and below this peak, the growth rate fell relatively
steeply with frequency~i.e., it decreased approximately a
factor of 2 for a half octave change in frequency!. This pat-
tern has not been reported before. However, it is consistent
with previous reports that the greatest masking is at fiber CF,
if one takes into account that previous investigations did not
make growth-rate measurements as closely spaced in fre-
quency at, and near, fiber CF~Kiang and Moxon, 1974; Ab-
bas and Sachs, 1976; Geisler and Sinex, 1980; Fahey and
Allen, 1985; Delgutte, 1990a, b!.

B. The observed masking is mostly due to
suppression

The mechanisms by which our low-frequency noise
masked responses to the high-frequency tones are almost cer-
tainly a combination of suppressive, excitatory, and adaptive
masking. The mark of suppressive masking is a shift of rate
versus sound-level functions to higher sound levels, consis-
tent with the suppression turning down the gain of the co-
chlear amplifier~Geisleret al., 1990!. In our masking data,
upward shifts of the rate versus level functions were the most
noticeable feature and occurred for noise levels at which
there was no increase in background rate~Figs. 4–6! indicat-
ing that this masking was due to suppression. However, there
were also increases in background rate and depressions of
plateau rate which indicate that excitatory and adaptive
masking were also present.

The relatively small difference between the growth rate
of masking measured at the midrate versus that measured
from tuning curves ord8 indicates that our masking was
mostly suppressive. Masking measured at midrate can be ex-
pected to emphasize suppressive masking because it mea-
sures primarily shifts of neural rate-level functions to higher
sound levels, and it is affected little by increases in back-
ground rate or decreases in the saturated rate@see Figs. 4~A!,
5~A!, and 6~A!#. On the other hand, masking measured with
tuning curves ord8 will be affected by all three factors.
Although we did find a higher growth rate of masking with
tuning curves andd8 measurements, the increase over mask-
ing measured at the midrate averaged only about 10%. In
somewhat similar measurements on cats, Fahey and Allen
~1985! saw masking that extended over a 40-dB range and
was produced by tones that were below the threshold for
excitation, i.e., it was suppressive masking. All in all, the
data are consistent with the conclusion of Delgutte~1990b!
that for signal tones more than a decade higher than the
masker frequency, masking is mostly due to suppression.

C. Comparison of the growth of masking with the
growth of basilar membrane motion

Our observation that the peak growth rate of masking is
not at CF, but is slightly above CF, supports the hypothesis
that the high growth rate of masking is strongly related to the
slope of basilar-membrane motion versus sound-pressure
level for a signal-frequency tone. To enable a more direct

comparison of the growth rate of masking and the growth of
basilar membrane motion, in Fig. 8 we have compiled data
from many studies of basilar membrane motion. This figure
shows the ‘‘compression’’ of basilar membrane motion with
‘‘compression’’ defined as 1/slope in a log-log plot of basilar
membrane motion versus sound level. Most of these data are
for cochlear regions with higher CFs than our 6- and 8-kHz
measurements. Since tuning curves generally become
sharper as frequency goes up, data from higher frequency
regions may be more compressed along the frequency axis

FIG. 8. The ‘‘compression’’ of the growth of basilar-membrane motion as a
function of normalized signal frequency. ‘‘Compression’’ is the reciprocal
of the slope of the amplitude of basilar-membrane motion versus sound level
~with both plotted on log scales so that linear growth has a slope of 1!. The
key in the figure shows the species, the characteristic frequency~CF! of the
cochlear place, and the paper from which the data were obtained. Slope was
measured over the range of sound levels which showed the largest compres-
sions of basilar-membrane motion in each case. The number of cases and
details of the data extraction for each paper are Rhode~1971, Fig. 7!, 1 case,
slopes from the constant slope region at the highest SPL; Rhode~1978, Fig.
10! ~CFs from Table I!, 4 cases, slopes from the lowest-slope lines that
encompass more than a single pair of data points; Cooper and Rhode~1992,
Figs. 13 and 14!, 2 cases~1 cat, 1 guinea pig!, slopes from points>65 dB
SPL; Nuttall and Dolan~1993, Fig. 2B!, 1 case, slopes from points at 30–60
dB SPL. Nuttall and Dolan~1996, Fig. 2!, 1 case, slopes from points with
stapes velocity.1 m/s; Ruggeroet al. ~1997, Figs. 6 and 7!, 1 case, points
from the constant slope part between 40–80 dB SPL.
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than data from lower frequencies. Although there is consid-
erable scatter in the data from the different preparations,
there is an overall resemblance of the basilar-membrane
compression data~Fig. 8! and the growth rate of masking
data~Figs. 2 and 7! in that the frequency of peak compres-
sion, or growth rate of masking, is slightly above the CF in
both sets of data.

In addition to the similarity in shape, data on the growth
rate of masking and the ‘‘compression’’ of basilar membrane
motion are numerically consistent. In particular, if the com-
pressive growth of basilar membrane motion is produced by
a mechanism in which the resulting motion controls the gain
of the cochlear amplifier at the signal frequency, then, a re-
gion with compressionC ~whereC51/slope of basilar mem-
brane growth! will produce a growth rate of masking of
C21.1 We found peak growth rates of masking mostly in the
range of 2 to 3 for the 6- and 8-kHz regions of the cat
cochlea which would correspond to basilar-membrane peak
compressions of 3 to 4. Our data~Figs. 2 and 7! and the
basilar membrane data~Fig. 8! are consistent bearing in
mind that ~1! our measurements were seldom on the most
sensitive ears because of our use of intense maskers and test
tones, but much of the basilar-membrane data may also be
from compromised ears,~2! our masking may include line-
busy and adaptive components in addition to suppression,
and~3! there may be species and CF differences@the one set
of squirrel-monkey data which was usually compressive in
Fig. 8 may be due to species differences, but the three other
sets of data from this same paper~Rhode, 1978! are much
less compressive#.

The hypothesis that the amplitude of basilar membrane
motion controls the gain of the cochlear amplifier at the sig-
nal frequency explains several additional aspects of low-
frequency suppression. For suppressor frequencies an octave
or more below CF, the growth rate of masking is constant as
a function of suppressor frequency but increases with fiber
CF ~Delgutte, 1990b!. According to the hypothesis, this im-
plies that the growth of basilar-membrane motion at CF be-
comes more compressive with increasing CF. The few data
available on the growth of basilar membrane motion at dif-
ferent CF regions are consistent with this~Cooper and
Rhode, 1997!. The prediction also fits with auditory-nerve-
fiber data~rate-versus-level functions! which indicate that
the growth of basilar-membrane motion at CF becomes more
compressive as CF increases~Cooper and Yates, 1994!. Fi-
nally, for suppressor frequencies within an octave below CF,
as suppressor frequency is increased toward CF, the growth
rate of basilar-membrane motion in response to the suppres-
sor tone slowly becomes more compressive~at CF becoming
the same as the CF tone!, so that the hypothesis predicts that
the growth rate of suppression should gradually decrease
from the value for very low-frequency suppressors to unity at
CF. Our masking data~Figs. 2 and 7! and the basilar mem-
brane data~Fig. 8! agree in showing that this change takes
place over approximately 1/2 octave.

The hypothesis that the amplitude of basilar membrane
motion controls the gain of the cochlear amplifier provides
a very general explanation for two-tone rate suppression
~Zwicker, 1986; Geisleret al., 1990; Kanis and de Boer,

1994; Nobili and Mammano, 1996; Geisler and Nuttall,
1997!. In addition to explaining the high growth rate of sup-
pression for low-frequency suppressors, it can also explain
why, for suppressor frequencies greater than CF, the growth
rate of masking is less than one and decreases as suppressor
frequency increases above CF~Delgutte, 1990b!. Presuming
that the cochlear amplifier is spread over a region~e.g., a
half-octave to octave! basal to the CF place~i.e., places
tuned to higher frequencies!, fractional growth rates of sup-
pression can be understood by the fact that basilar-membrane
motion in response to the high-frequency suppressor tone
only reaches a fraction of the cochlear region containing the
amplifier for the signal frequency. Thus amplification is re-
duced only in the narrow cochlear region where there is
overlap of signal-frequency cochlear amplification and a
high-amplitude response to the masker, but amplification
continues in the remaining region involved in signal-
frequency cochlear amplification. Thus overall signal-
frequency cochlear amplification decreases as masker level
increases, but since only a fraction of the cochlear amplifier
is suppressed, the overall growth rate of masking is less than
one. As the suppressor frequency increases above CF, there
is a progressively smaller region in which the response to the
suppressor tone overlaps the region of signal-frequency co-
chlear amplification, so the growth rate of masking decreases
as the suppressor frequency increases. An additional factor is
that basilar membrane motion for the suppressor grows ap-
proximately as slowly as the response to the signal~even
though the response to the suppressor may grow linearly at
the signal-frequency CF place, it grows slowly at the higher-
frequency region where its amplitude is big enough to pro-
duce the suppression!. With the suppressor and signal-
frequency tones both growing slowly, the growth rate of
suppression is lower than unity because the suppressor fre-
quency response overlaps very little with the region of am-
plification at the signal frequency.

The above analysis was stated in terms of the amplitude
of basilar membrane motion controlling the gain of the co-
chlear amplifier because there are data on basilar membrane
motion, but the relevant mechanical variable which controls
the gain of the cochlear amplifier may be something else,
e.g., the mechanical drive to the OHCs. Since the compres-
sive nonlinearity of basilar membrane motion in response to
a near CF tone is presumably created by the OHCs in some
sort of feedback system with basilar membrane motion, the
mechanical drive to OHCs may not show the same degree of
compressive nonlinearity as basilar membrane motion. The
above analysis will hold as long as the mechanical drive that
controls the gain of the cochlear amplifier shows a pattern of
compressive nonlinearity similar to that of basilar membrane
motion.

Considerable evidence indicates that saturation of OHC
receptor currents is a major source of two-tone suppression
~Geisleret al., 1990; see also Zwicker, 1986; Kanis and de-
Boer, 1994; Nobili and Mammano, 1996!, but it may not be
the only mechanism involved. Nonlinearity in the OHC elec-
tric to mechanical transduction~Evanset al., 1991! may also
play a role. In addition, the motion that drives the cochlear
amplifier for a particular signal frequency is likely to be
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basal to the signal CF place. Thus there will not be a simple
correspondence between the degree of suppression and am-
plitude of the response to the suppressor tone at the CF place
~Kanis and de Boer, 1994!. Finally, it appears that the sup-
pression of low-SR fibers is not fully accounted for by the
suppression of basilar membrane motion~Cai and Geisler,
1996; Geisler and Nuttall, in press!.

In summary, while saturation of OHC receptor currents
may be the major source of both two-tone suppression and
the compression of basilar-membrane motion, there are as-
pects of these phenomena which are not understood. It seems
likely that appreciating the relationship between the growth
rate of suppression and the compression of basilar-membrane
motion will provide insight into these important facets of
cochlear mechanics.

There are reports of individuals with normal-hearing
thresholds but no suppression~see Thibodeau, 1996!. In the
light of the above hypothesis, these people would be ex-
pected to have an abnormal growth of basilar-membrane mo-
tion with increasing sound level. It would be interesting to
determine whether such individuals have abnormal loudness
growth functions.

D. Comparison of our data with previous data

Most aspects of our data are consistent with previous
reports on masking in single auditory-nerve fibers~Kiang
and Moxon, 1974; Abbas and Sachs, 1976; Abbas, 1978;
Geisler and Sinex, 1980; Schmiedt, 1982; Costalupeset al.,
1984, 1987; Fahey and Allen, 1985; Young and Barta, 1986;
Delgutte, 1990a, b!. In agreement with these reports, for
masking of responses to high-frequency sounds by low-
frequency maskers we found that the threshold of masking is
high ~typically greater than 60 dB SPL! as is the growth rate
of masking~2 dB/dB or more! so that large maskings~over
60 dB! can be produced~Figs. 1 and 4–6!. In our data, the
most prominent effect of the masker is to shift the signal
sound-level functions to higher sound levels, but the masker
normally also increases the background firing rate~i.e., the
rate for below-threshold signals! and can decrease the slope
and the plateau rate so that the firing-rate dynamic range is
reduced~Figs. 4–6!. In general, our experiments provide
more extensive quantitative data for a narrower range of con-
ditions than previous studies, but both are in agreement.

We found little consistent change in fiber CF even
though we found large values of masking. This is in agree-
ment with the data of Fahey and Allen~1985! and the find-
ings of Delgutte~1990a! that for signal frequencies which
are more than ten times the masker frequency, there was
little change in fiber CF.

We found a systematic decrease in tuning curve sharp-
ness as masking increased~Fig. 3!. Such a masking-induced
decrease in tuning curve sharpness has been reported previ-
ous ~Kiang and Moxon, 1974; Delgutte, 1990a; see also Fa-
hey and Allen, 1985!. Stimulation of medial olivocochlear
efferents produces a similar decrease in tuning-curve sharp-
ness ~Guinan and Gifford, 1988!. If both low-frequency
maskers and efferents act by similar or identical mechanisms
to depress the gain of the cochlear amplifier, one would ex-

pect the relationship between the change in tuning and the
reduction in sensitivity to be similar in both cases.

Although efferents influence masking under certain cir-
cumstances, we found no substantial effect on the growth
rate of masking from cutting the efferents. This is consistent
with reports that efferents influence masking in a frequency
selective fashion with the influence being close to the fre-
quency band of the sound that evoked the efferent activity.
Thus a high-frequency sound may evoke efferent activity
which increases forward masking~Libermanet al., 1996! or
decreases the masking of transients by steady backgrounds
~Winslow and Sachs, 1987; Kawaseet al., 1993!, but this
action is close in frequency to the sound that evoked the
efferent activity. In contrast, we have studied masking which
goes across frequency bands~the masking of responses to
high-frequency sounds by low-frequency maskers!. Our cut-
efferent results indicate that such across-frequency masking
is mediated by intracochlear processes, not by sound-evoked
efferent activity.

E. Comparison of our data with psychophysical
masking in humans

Studies in humans have found masking similar to the
masking we have found in cats. In humans masking grows at
close to 1 dB/dB for a masker close in frequency to the test
frequency, but for maskers which are much lower in fre-
quency than the test tone, the growth rate of masking is high,
approaching 2 dB/dB~Wegel and Lane, 1924; Egan and
Hake, 1950!. Studying masking over very wide sound-level
ranges in humans is complicated by the presence of the
acoustic stapedius reflex. As masker level increases above
the reflex threshold, stapedius contractions slow the growth
of masker energy reaching the cochlear, thereby lowering the
growth rate of masking. Wegel and Lane~1924! and Egan
and Hake~1950! avoided this problem by only using sound
intensities below the threshold of the acoustic stapedius re-
flex. Our work used acoustic intensities up to 100 dB SPL
but did not evoke stapedius contractions because of the an-
esthesia.

Data comparable to ours, from subjects without a func-
tioning acoustic stapedius reflex, were obtained by Borg and
Zakrisson~1974! on human subjects who had Bell’s Palsy.
These investigators measured masking at frequencies up to 8
kHz using the same low-frequency masking noise as ours.
The growth-rate of masking from ears with active Bell’s
Palsy were similar to those in cat auditory-nerve fibers, with
the average growth rate~above 5 dB of masking! approxi-
mately 2 dB/dB for frequencies 4–8 kHz. However, the hu-
man threshold of masking at 6 and 8 kHz was about 15 dB
higher than the average threshold of masking in cat auditory-
nerve fibers. This difference may originate from a difference
in the acoustic calibrations or from the difference in tonal
audibility thresholds between the human and cat. Cat hearing
thresholds at 6 and 8 kHz are lower than those of humans
and are more comparable to human thresholds at 3 and 4 kHz
~Sivian and White, 1933; Milleret al., 1963!. Whatever the
cause of the threshold difference, the data of Borg and
Zakrisson~1974! show that high growth rates of masking in
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humans persist above the normal threshold for stapedius con-
tractions, as they do in cats.

In certain psychophysical tasks, subjects hear the signal
tone by using responses from auditory-nerve fibers that do
not have CFs at the signal frequency~Johnson-Davies and
Patterson, 1979!. It seems likely that such ‘‘off-frequency
listening’’ will be influenced by the different growth rates of
masking above and below fiber CF~Figs. 2 and 7!. If a
subject is making use of fibers with CFs below the signal
frequency, then one would expect the growth rate of masking
to be higher than for a subject using fibers with CFs at or
above the signal frequency.

IV. CONCLUSIONS

~1! Over all noise levels and fibers, the growth rate of
masking averaged approximately 2 dB/dB.

~2! The growth-rate of masking was typically largest for
tones about 10% above fiber CF and decreased over about
1/2 octave above and below this frequency.

~3! Masking as large as 70 dB was measured either at
tuning-curve threshold, at the middle of rate-level functions,
or in d8 versus sound-level functions.

~4! We found no significant difference between the
growth rate of masking for higher-SR versus lower-SR fi-
bers, or at 6 versus 8 kHz.

~5! For a tone near CF, the high growth rate of masking
by low-frequency maskers and the compressive growth of
basilar membrane motion may be due to a common mecha-
nism, one in which the amplitude of basilar-membrane mo-
tion controls the gain of the cochlear amplifier at the signal
frequency. Such a mechanism may explain the growth rate of
two-tone suppression under a wide range of conditions.
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1Consider a log-log plot of basilar membrane motion versus sound level
which has a slopeS at the signal frequency. For an increase in signal level
of C51/S dB, there will be an increase in basilar membrane motion of 1
dB, and a corresponding decrease in cochlear amplifier gain ofC21 dB
~the motion would have increasedC dB if the gain stayed the same, but
since the motion increased only 1 dB, the gain must have decreasedC21
dB!. If the amplitude of basilar membrane motion controls the gain, then a
1 dB increase in motion produced by a low-frequency masker will also
decrease the cochlear amplifier gain byC21 dB, so the response to the
signal frequency will decrease~i.e., be ‘‘suppressed’’! by C21 dB.
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There has been little exploration of the mechanisms by which stapedius muscle contractions reduce
the masking of responses to high-frequency sounds by low-frequency sounds. To fill this gap in
knowledge, controlled stapedius contractions were elicited with direct shocks in anesthetized cats,
and measurements were made of the effects of these contractions on the masking of single
auditory-nerve fibers and on the attenuation of middle-ear transmission. The results show that the
stapedius-induced reductions of masking can be much larger than the attenuations of low-frequency
sound. With a 300-Hz band of masking noise centered at 500 Hz, and signal tones at 6 or 8 kHz,
unmasking effects over 40 dB were observed for sounds 100 dB SPL or less. The data suggest that
much larger unmasking might occur. The observed unmasking can be explained completely by a
linear stapedius-induced attenuation of sound transmission through the middle ear and a nonlinear
growth rate of masking for auditory-nerve fibers. No central effects are required. It is argued that the
reduction of the upward spread of masking is probably one of the most important functions of the
stapedius muscle. ©1997 Acoustical Society of America.@S0001-4966~97!03212-8#

PACS numbers: 43.64.Kc, 43.64.Bt, 43.64.Ha, 43.64.Pg@RDF#

INTRODUCTION

One effect of the stapedius muscle is to reduce masking.
An important example of this is the stapedius-induced reduc-
tion of masking during the perception of high-level speech.
At levels over 90–100 dB SPL, speech recognition in ears
lacking a working stapedius reflex is worse than normal, pre-
sumably because the low-frequency components of the
speech mask responses to the high-frequency components
~Borg and Zakrisson, 1973, 1975b; Dormanet al., 1987;
Colletti and Fiorino, 1994; Wormaldet al., 1995!.

With current knowledge, we can formulate a plausible
hypothesis for the mechanism responsible for the ‘‘unmask-
ing’’ effect of the stapedius. The stapedius provides signifi-
cant ‘‘unmasking’’ in situations in which low-frequency
sounds mask responses to high-frequency sounds. One line
of evidence for this comes from experiments on patients with
Bell’s palsy who lacked a functioning stapedius on one side
~Borg and Zakrisson, 1974!. In these patients, the ‘‘unmask-
ing’’ attributed to the stapedius was as much as 50 dB when
the masker was a 300-Hz band of noise centered at 500 Hz
and the masked signal was a tone in the 4–8-kHz range.
Furthermore, the amount of stapedius ‘‘unmasking’’ paral-
leled the attenuation produced by the stapedius at the fre-
quency of the masker~Borg and Zakrisson, 1974!. A
stapedius-induced attenuation of the low-frequency noise
would be expected to exert a powerful ‘‘unmasking’’ effect

because the masking of responses to high-frequency tones by
low-frequency maskers grows at a high~e.g., 2 dB/dB! rate
~Wegel and Lane, 1924; Egan and Hake, 1950; Geisler and
Sinex, 1980; Delgutte, 1990; Pang and Guinan, 1997!. Con-
sidering this evidence, we hypothesize that the ‘‘unmask-
ing’’ produced by the stapedius can be explained by~1! a
stapedius-induced change in the middle-ear transfer function
which is equivalent to inserting a linear filter, followed by
~2! a nonlinear cochlea in which intense low-frequency
sounds strongly mask responses to high-frequency sounds.
Despite the fact that the background elements of this hypoth-
esis are well established, the mechanisms by which stapedius
contractions reduce masking have never been directly tested
experimentally.

The goal of this paper is to test the above hypotheses
and thereby to understand the mechanism responsible for the
‘‘unmasking’’ effect of the stapedius. Understanding the
mechanisms by which the stapedius reduces masking will
help us to predict the magnitude of the effect and the circum-
stances under which it is important. Ultimately, this will help
us to understand the role of stapedius ‘‘unmasking’’ in hear-
ing. It should also indicate the usefulness of incorporating
into hearing aids an action like that of the stapedius acoustic
reflex.

The unmasking~UM! produced by contraction of the
stapedius when a high-frequency signal is masked by a low-
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frequency noise is illustrated in Fig. 1. GR is the growth rate
of neuronal masking at the signal frequency produced by the
low-frequency noise in the absence of stapedius contractions,
and DN is the stapedius-induced attenuation of the low-
frequency noise. The stapedius-induced reduction of the low-
frequency noise will reduce the masking byDN3GR @Fig.
1~B!#. However, the stapedius contraction also reduces
middle-ear transmission at the signal frequency byDS @Fig.
1~A!#, so the total reduction of masking is1

UM5~DN3GR!2DS. ~1!

Note that with this hypothesis, the only attribute of the single
auditory-nerve fiber needed for the prediction of stapedius
unmasking is the growth rate of masking, GR.

To test the hypothesis, we monitored responses of single
auditory-nerve fibers and measured the ‘‘unmasking’’ pro-
duced by fixed stapedius contractions in responses to high-
frequency tones masked by low-frequency noise. To be com-
parable to the experiments of Borg and Zakrisson~1974!, we
used a tone at 6 or 8 kHz as the signal and a 300-Hz band of
noise centered at 500 Hz as the masker. We compared the
measured ‘‘unmasking’’ results with ‘‘unmasking’’ pre-
dicted by Eq.~1! from ~a! measurements of GR obtained
from the same auditory-nerve fiber as the stapedius unmask-
ing measurements, and~b! measurements of the middle-ear-
transmission attenuations at the frequencies of the signal and
masker (DS andDN) obtained by monitoring the change in
cochlear microphonic~CM! from the same fixed stapedius
contraction.

I. METHODS

A. General experimental approach

We blocked activation of the stapedius through the cen-
tral nervous system by deep anesthesia and evoked con-
trolled stapedius contractions by directly stimulating the
muscle with electric shocks. From a signal-flow point of
view, the anesthesia opens the loop of the middle-ear-muscle
acoustic reflex. Although the hypothesis applies to both
open- and closed-loop stapedius contractions, the hypothesis
is more easily tested in the open-loop condition. Direct sta-
pedius stimulation had several other advantages:~1! we
could evoke stable contractions at a desired time and
strength,~2! since it as not necessary to use intense sounds to
evoke stapedius contractions, the hypothesis could be tested
at any sound level, and~3! we could reduce the desensitiza-
tion of the cochlea produced by intense sounds. With an
open-loop reflex, we are able to test the hypothesis up to
high effective sound levels because the drive to the cochlea
in the open-loop condition at the highest noise level used
~100 dB SPL! is equivalent to a close-loop drive to the co-
chlea with a noise level of 110–120 dB SPL~the exact value
depends on the reflex regulation factor!.

A potential complication might come from the olivoco-
chlear efferents which are also activated by sounds, inhibit
the responses of auditory-nerve fibers, and can have unmask-
ing effects~see Guinan, 1996!. However, since the stapedius
loop is opened, the olivocochlear efferents have no influence
on the activation of the stapedius. For this study, efferent
effects can be treated as part of the cochlear processing of
the signal, as long as the preparation is stable and activation
of the efferents depends only on the sound drive to the co-
chlea. This will not be true, however, if the stapedius shocks
directly excite efferent fibers. Direct, shock-excitation of ef-
ferents appears to be a possibility because our shock elec-
trode is not far from the round window and high-level shocks
on the round window~RW! can excite efferents~Rajan and
Johnstone, 1983!. However, Rajan and Johnstone used mo-
nopolar stimulation on the RW to maximize current flow into
the cochlea, but we used bipolar stimulation to minimize
current spread and electrodes at lest 1 mm from the RW. As
a partial test for shock-evoked efferent effects, a control ex-
periment was carried out in the same way as the others, but

FIG. 1. The relationship of stapedius ‘‘unmasking’’ to the growth rate of
masking and to the stapedius-induced attenuations at masker and signal
frequencies.~A! A schematized typical example of the stapedius-induced
attenuation of middle ear~ME! transmission showing the attenuation at the
frequency of the masking noise (DN) and the signal tone (DS). ~B! A
schematized typical example of stapedius unmasking. The thick diagonal
line is the auditory-nerve-fiber masking function, i.e., the amount in dB that
the signal sound level must be increased in the presence of the masking
noise to equal the response without the masking noiseversusthe masking
noise level. This line shows a growth rate of masking~GR! of 2 dB/dB
which is close to the average of our data~Pang and Guinan, 1997!. The
stapedius contraction reduces the effective masker noise by 20 dB (DN line!
which would reduce the masking byDN3GR540 dB, except that the sta-
pedius contraction also reduces the signal frequency byDS, so the net
unmasking UM5(DN3GR)2DS.
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with the olivocochlear efferents severed at the anastomosis
of Oort. This provided no evidence of shock excitation of the
olivocochlear efferents~see Sec. II!. The cut is only a partial
control because it is not clear how far the damage to efferent
axons extends from the cut, or where along the fibers effer-
ents are excited by the round-window shocks. In addition, we
found no sign of auditory-nerve fiber activity being directly
evoked, or spontaneous activity being modified, by the sta-
pedius shocks.

Our hypothesis assumes that the stapedius-induced
change in the middle-ear transfer function2 is equivalent to
inserting a linear filter. Experiments that confirm that the
attenuation produced by the stapedius is not a function of
sound level are reported elsewhere~Pang, 1988; Pang and
Guinan, unpublished!.

B. Animal preparation

Treatment of experimental animals was in accordance
with regulations of the Committees on Animal Care at the
Massachusetts Institute of Technology and the Massachu-
setts Eye and Ear Infirmary. Normal-hearing adult cats were
anesthetized by intraperitoneal injection~0.75 ml/kg! of
Dial-Urethane~100-mg diallylbarbituric acid, 400-mg ure-
thane, and 400-mg monoethylurea per ml!. Additional anes-
thesia was given as needed to maintain the animal without a
toe-pinch withdrawal reflex. Methods for the preparation of
the animal, the acoustic system, the recording from auditory-
nerve fibers, and the data analysis for obtainingd8 were
described previously~Pang, 1988; Pang and Guinan, 1997!.
The data in this paper are from 103 auditory-nerve fibers
from nine cats. Fibers were classified as lower spontaneous
rate ~SR! ~SR,1 spikes/s! or higher SR~SR>1 spikes/s!.

After the experiment in which olivocochlear efferents
were cut, the cochlea was injected with horseradish peroxi-
dase and the tissue was processed as described by Joseph
et al. ~1985!. No olivocochlear-neuron labeling was found
@hundreds are routinely labeled if the fibers are not cut~Jo-
sephet al., 1985!#, confirming that the efferents were com-
pletely severed.

C. Electric stimulation of the stapedius muscle

The stapedius was stimulated with a bipolar electrode
placed either~1! in the bony notch just dorsal and lateral to
the round-window~the notch often provided direct access to
the ventral surface of the muscle!, or ~2! on the dorso-lateral
surface of the muscle after the stapedius was exposed by
drilling a small hole through the temporal bone posterior and
dorsal to the external ear canal~Vacheret al., 1989!. Since
the latter approach required drilling through~and then reseal-
ing! the external semicircular canal, it was used only if the
‘‘notch approach’’ produced a high threshold for muscle
contraction and intolerable shock artifact~presumably, cases
when the notch electrode was not directly on the muscle!.
Ears in which the muscle exposure produced a threshold loss
of 15 dB or more~assessed by measurements of compound
action potentials! were not used. No difference in results

appeared attributable to which approach was used. The ten-
don of the tensor tympani was cut to prevent it from affect-
ing middle-ear transmission.

Shocks were delivered through an isolation transformer
to two platinum wires 1 to 2 mm apart. In early experiments,
these wires were pointed, but ball-tipped electrodes produced
more stable results and were used in most experiments. The
relationship between shock current intensity~monitored by a
Tektronix P6016! and stapedius contractions~monitored by
stapes head displacements; Pang and Peake, 1986! was nor-
mally stable during the experiment. Shock artifacts were
minimized by an aluminum-foil shield between the shock
electrode and the microelectrode and by cancellation using a
reference artifact from an electrode near the auditory nerve
~as in Guinan and McCue, 1987!. The remaining shock arti-
fact was less than 10% of the neuronal spike amplitude in the
shock range normally used, but was much larger at shock
levels that produced maximum stapedius contractions. Shock
artifacts limited our ability to use the largest stapedius con-
tractions. The artifact in the recording of CM produced by
electric stimulation of the stapedius muscle could be ad-
equately eliminated by the use of bandpass and tracking fil-
ters.

The stapedius was stimulated by sinusoids or low-pass-
filtered pulse trains. Pulse stimuli had lower peak currents at
the threshold for evoking stapedius contractions, but the ar-
tifact from sinusoids was easier to remove. In each cat, we
chose the waveform which gave the smaller artifact at stape-
dius threshold. Pulse stimulation used 0.3-ms pulse durations
and 5-ms interpulse intervals; these values gave the lowest
threshold currents. With sinusoidal stimulation, the current at
threshold decreased as shock frequency increased from 50 to
200 Hz. However, sinusoidal shocks to the stapedius produce
an undesirable vibration~i.e., sound! in the middle ear at the
shock frequency, so it was important to keep the shock fre-
quency low to avoid producing a potential masking sound.
We usually chose 100 Hz as the sinusoidal shock frequency.

Stapedius shocks were either continuous or in bursts.
Bursts were usually used when the acoustic stimulation was
also in repeated bursts, e.g., in rate-level functions. Each
shock burst was 200-ms duration with a 1-s repetition period
to maintain stable stapedius excitability. To ensure that the
stapedius contractions were in the steady state, tone bursts
began at least 100 ms after shock onset, and spikes were
counted only during the last 80 ms of the shock burst. For
most auditory-nerve fibers, rate-level functions with stape-
dius shocks were measured before other rate-level functions
to obtain the best spike-to-artifact ratio~the spike size usu-
ally decreased with time!. A few auditory-nerve fibers were
held for long times with large spikes enabling us to redo
measurements and confirm that the results were not order
dependent. Continuous shocks were used when long continu-
ous stapedius contractions were needed, i.e., in obtaining
tuning curves from auditory-nerve fibers. With continuous
shocks, all measurements were made during the period of
constant stapedius contraction, and the minimum time be-
tween stapedius stimulations~up to 4 min! was adjusted to
maintain consistent stapedius excitability@based on measure-
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ments of cochlear microphone~CM! attenuations made be-
fore contacting the auditory-nerve fiber#.

We determinedDN andDS @Fig. 1~A!# immediately af-
ter losing contact with an auditory-nerve fiber using
constant-response measures of CM with and without stape-
dius contractions@e.g., Figs. 2~A!, and ~B! and 3~A! and
~B!#. The same shock-current level was used as in the
auditory-nerve measurements. The stapes head displacement
was also measured to confirm that the strength of the stape-
dius contractions had not changed. Since the stapedius-
induced change in middle-ear transmission is relatively flat
near 500 Hz~Pang and Peake, 1986!, DN was measured at
its center frequency instead of over the octave band of the
noise. In some cases~all of which had an almost linear
growth of CM with sound level!, we measuredDN andDS
from short frequency sweeps at a constant sound level, with
and without stapedius contractions@e.g., Fig. 4~A!#. Since
the attenuation produced by the stapedius is not a function of
sound level~Pang, 1988; Pang and Guinan, unpublished!,

DN and DS measured at one sound level will hold for all
sound levels.

D. Controls for artifacts

Electrical stimulation of the stapedius produced two
kinds of sound in the middle ear, a very low-frequency tran-
sient sound at the onset and offset of stimulation, and a con-
tinuous sound at the stimulation frequency. The low-
frequency transient sound was produced both by pulse and
sinusoidal stimulation, was generally,45 dB SPL, and typi-
cally lasted less than 100 ms. It may be generated by a step
displacement of the stapes at the onset and offset of stapedius
contraction. This transient sound occasionally evoked activ-
ity in nerve fibers with CFs,0.2 kHz, but did not evoke
activity in nerve fibers with CFs.0.5 kHz. Since our counts
of auditory-nerve spikes began 120 ms after shock onset, this
transient sound should have negligible effects on the mea-
surements.

FIG. 2. A comparison of predicted and measured stapedius unmasking using neural rate versus sound-level functions. Top: The magnitude of CM versus
sound level for~A! tones at 0.5 kHz, the center frequency of the masker noise, and~B! 8 kHz, the signal frequency. The sound attenuations produced by
stapedius contractions,DN andDS, were obtained from the differences between the curves obtained without and with stapedius contractions, as indicated in
the figure.~C! Firing rate versus 8-kHz sound level functions for various combinations of noise levels and stapedius contractions~key in figure!. Measured
stapedius unmasking, UMM was the difference between the signal levels which produced midrate responses with and without stapedius contractions.The
growth rate of masking, GR, was calculated fromDm, the change in masking measured at midrate, due to the change in masking noiseDL from 75 dB SPL
to 85 dB SPL. Inset: Comparison of predicted unmasking UMP and measured unmasking UMM . Fiber 86–79: CF57.5 kHz, threshold at CF57.3 dB SPL,
spontaneous rate~SR!590 sp/s.
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The sustained sound produced by stapedius shocks
should also have a negligible effect on our measurements.
With shock-pulse stimulation of the stapedius, we were un-
able to detect sustained sound in the ear canal. With sinu-
soidal shock currents at 100 Hz, the sound in the ear canal
was typically less than 20 dB SPL, although the effective
sound level reaching the cochlea may have been more. We
found no effect of this sound in the high-CF auditory-nerve
fibers used in this study. In particular, there was no evoked
activity and no modulation at 100 Hz of responses to 6- or
8-kHz tones. Finally, when the stapedius tendon was cut,
electric stimulation of the muscle produced no change in the
CM response to acoustic stimuli.

II. RESULTS

Tests of the ‘‘linear-transmission-change plus nonlinear-
cochlea’’ hypothesis of Eq.~1! were made with the masking
of single auditory-nerve fibers measured in three ways: from
rate versus level functions~Fig. 2!, from d8 versus level
functions~Fig. 3!, and from tuning curves~Fig. 4!. Testing
with three different criteria is useful because each measure is
in a somewhat different position of the response versus
sound level functions and the three criteria represent differ-
ent aspects of the neural responses that the brain might use in

making threshold and/or suprathreshold judgments. In Figs.
2–4, panel~C! shows the single-fiber response data used to
measure stapedius unmasking, UMM , and to calculate the
growth rate of masking, GR. The stapedius unmasking,
UMM was measured from the difference between the signal
levels which produced a criterion response with and without
stapedius contractions. Our criteria were the midrate~for rate
versus level functions, Fig. 2! ~midrate is the average of the
spontaneous and maximum rates!, d851 ~for d8 versus level
functions, Fig. 3!, and tuning-curve threshold~for tuning
curves, Fig. 4!. The growth rate of masking was calculated
from data without stapedius contractions as GR5Dm/DL,
with the change in maskingDm being the difference be-
tween the signal levels which produced criterion responses
for two masker levels separated byDL. We measured GR in
the noise intensity range which corresponded as closely as
possible to the range over which the stapedius unmasking
was measured. In all cases, we chose sound levels which
ensured that the noise drive to the cochlea remained above
the threshold of masking~in almost all cases the noise drive
to the cochlea was kept at least 5 dB above the threshold of
masking to avoid the region of gradual onset of masking!. In
Figs. 2–4, the top panels show determinations ofDN and
DS, the stapedius-induced attenuations at the center fre-

FIG. 3. A comparison of predicted and measured stapedius unmasking using neurald8 versus sound-level functions. Format as in Fig. 2 except that panel~C!
showsd8 versus sound level functions and the signal frequency is 6 kHz. Fiber 86–104: CF57.0 kHz, threshold at CF510.3 dB SPL, SR575 sp/s.
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quency of the masking noise and at the signal frequency.
From these, and the measured GR, we calculated the stape-
dius unmasking predicted by the hypothesis UMP .

In each of Figs. 2–4, UMP was very close to the mea-
sured unmasking UMM . This was true no matter whether the
criteria applied were in terms of rate~Fig. 2!, d8 ~Fig. 3!, or
tuning-curve threshold~Fig. 4!. In each of these cases, the
stapedius contraction produced a moderateDN ~8–13 dB!
and a larger stapedius unmasking~15–32 dB!. As can be
seen in each figure, unmaskings larger than the stapedius
attenuations came about because the growth rates of masking
were over 2 dB/dB.

Figure 5 shows examples of the effects of fixed stape-
dius contractions on masking functions~i.e., masking as a
function of masker-noise level! using d8 ~top! and midrate
~bottom! criteria. If the masking function in the absence of
stapedius contractions is a straight line, then the hypothesis
predicts that the effect of a fixed stapedius contraction would
be a parallel shift of the masking function towards higher
noise levels. Although there are not many points in the mask-
ing functions, the data of Fig. 5 are consistent with the hy-
pothesis.

A. The effect of cutting the olivocochlear efferents

As a control, in one experiment we measured masking
and stapedius unmasking in an animal with cut olivocochlear
efferents. In this animal, masking level functions were ob-
tained from rate-level functions from nine fibers with CFs
5.7–7.5 kHz. The growth rate of masking~mean51.9 dB/dB,
s.d.50.48, n59! was almost identical to the growth rate
from all animals with intact efferents~see Pang and Guinan,
1997!. The average masking at a given noise level, however,
was less than the average from other animals. This might be
due to an increase in the masking threshold~the noise level
at which masking begins! on the order of 5 dB, but the
sample size with cut efferents is not large enough to warrant
a detailed analysis or a definitive conclusion on the source of
this small difference.

Figure 6 shows data for a comparison of predicted and
measured stapedius unmasking from the cat with cut olivo-
cochlear efferents. As in the earlier examples, the predicted

FIG. 4. A comparison of predicted and measured stapedius unmasking using
neural tuning curves.~A! The magnitudes of the stapedius-induced attenua-
tions in the frequency regions of the noise (DN) and the signal (DS). In this
case,DN andDS were calculated from the difference~in dB! of CM-level
versus tone-frequency sweeps at constant SPL with and without stapedius
shocks~at the sound levels used, 60–70 dB SPL, the CM-level functions
had approximately unity slopes!. ~B! Comparison of predicted unmasking
UMP and measured unmasking UMM . ~C! Threshold tuning curves for
various combinations of noise level and stapedius contractions~key in fig-
ure!. At a given frequency, the measured stapedius unmasking UMM was the
difference between the tuning-curve threshold levels with and without sta-
pedius contractions in the presence of 55 dB SPL noise. The growth rate of
masking, GR, was calculated fromDm, the change in tuning-curve thresh-
old due to the change in masking noiseDL from 55 dB SPL to 60 dB SPL.
Fiber 65–3: CF58.04 kHz, threshold at CF57.8 dB SPL, SR565 sp/s.

FIG. 5. The effects of stapedius contractions on masking functions from two
auditory-nerve fibers,~A! and ~B!. Masking criteria wered851 ~A! and
midrate ~B!. ~A! Fiber 83–123: CF58.04 kHz, threshold at CF56.4 dB
SPL, SR5116 sp/s.~B! Fiber 83–117: CF58.61 kHz, threshold at CF519.1
dB SPL, SR59.2 sp/s.
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and measured unmasking are very similar, indicating that
cutting the efferents did not affect the validity of the hypoth-
esis. This is consistent with the interpretation that the shocks
do not directly excite efferent fibers and with the expectation
that whatever unmasking effects the efferents produce~e.g.,
Kawaseet al., 1993!, the hypothesis of Eq.~1! should hold
both with and without efferent activity.

B. Measured and predicted stapedius unmasking in
all fibers

A comparison of measured and predicted stapedius un-
masking is shown in Fig. 7 for all the available data from
rate-level functions,d8-level functions, and tuning curves. In
the data from each type of measurement, and in the com-
bined data, there are no statistically significant systematic
differences between the measured and predicted unmasking.
The largest difference between the measured and predicted
unmasking was 8.3 dB. Since that point was from a very
early experiment where sharp-tipped shock electrodes were
used, one possibility is that the strength of the stapedius con-

tractions evoked by the shocks changed over the 19 min
between the single-fiber and the CM measurements.

In Fig. 7 there is only one stapedius unmasking point
over 40 dB, but we measured stapedius unmasking over 40
dB in five fibers. Four of these five cases are not shown in
the figure because we did not obtain sufficient data to calcu-
late a predicted stapedius unmasking for them. In all five
cases, stapedius shocks were used that produced only 20 dB
of low-frequency attenuation. With maximum stapedius con-
tractions, stapedius unmaskings well in excess of 40 dB
would be expected.

III. DISCUSSION

A. Validity of the hypothesis as tested by the
physiologic data

Our tests show that the ‘‘linear-transmission-change
plus nonlinear-cochlear’’ hypothesis, of Eq.~1!, provides a
good quantitative accounting of the stapedius unmasking
data. In almost all cases, the predicted unmasking was close
to the measured unmasking~Fig. 7!. Although there are a

FIG. 6. A comparison of predicted and measured stapedius unmasking from neurald8 versus sound level functions from a cat with cut olivocochlear efferents.
Format as in Fig. 2 except that panel~C! showsd8 versus sound level functions and the signal frequency is 6 kHz. Fiber 89–22: CF56.92 kHz, threshold at
CF521.2 dB SPL, SR51.6 sp/s.
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few outliers in Fig. 7, there does not appear to be any trend
toward a systematic difference between the predicted and
measured unmasking. Furthermore, the validity of the
stapedius-unmasking hypothesis does not depend on any par-
ticular measure of the masking effect. For all three measures
~firing rate,d8, and tuning curves!, the predicted unmasking
equals the measured unmasking~Fig. 7!.

B. Extension of the hypothesis to psychophysical
performance in humans

Although the hypothesis was tested with physiological
data from cats, it is reasonable to believe that it applies to
psychophysical performance in humans. First, the frequency
dependence and magnitude of the middle-ear transmission
changes produced by stapedius contractions are similar in
cats and humans~Mo” ller, 1962, 1965; Borg, 1968; Teig,
1973; Rabinowitz, 1977; Pang and Peake, 1986!. Second,
psychophysical masking of tones by noise is similar for cats
and humans with respect to the growth rate of masking~Wat-
son, 1963! and the critical bandwidth~Costalupes, 1983!.
Masking measurements at sound levels above the stapedius
acoustic-reflex threshold must be interpreted carefully be-
cause the reflex is usually blocked in the cat data but intact in
normal humans. Comparable, high-sound-level, reflex-
blocked measurements show similar masking growth rates
~over 2 dB/dB up to very high sound levels! in anesthetized
cats ~Pang and Guinan, 1997! and in subjects with Bell’s
Palsy3 ~Borg and Zakrisson, 1974!. Finally, similar maxi-
mum values of stapedius unmasking have been found in cats
~40–45 dB, this paper! and in humans~47 dB, Borg and
Zakrisson, 1974!. Although it is possible that there is a cen-
tral component to stapedius unmasking~whatever activates

the stapedius could also activate fibers to central auditory
nuclei and change their signal processing!, our data show
that peripheral mechanisms alone are sufficient to produce
stapedius unmasking quantitatively similar to that observed
psychophysically in humans. All in all, our hypothesis is
consistent with available data from humans.

C. Implications of the hypothesis

The hypothesis, combined with previous data, has impli-
cations regarding the contributions to unmasking from vari-
ous classes of auditory-nerve fibers. Since noise-induced
masking of a fiber’s response to a signal is most powerful
when the signal frequency is near the fiber’s CF~Kiang and
Moxon, 1974; Geisler and Sinex, 1980; Pang and Guinan,
1997!, stapedius unmasking should be largest in fibers with
CFs near~or just below! the signal frequency. Since, on the
average, there is no significant difference between the
growth rate of masking in higher-SRversus lower-SR
auditory-nerve fibers~Pang and Guinan, 1997!, there should
be no significant difference between the stapedius-
unmasking effect for higher-SRversuslower-SR auditory-
nerve fibers. Since it appears likely that all fibers with similar
CFs ~i.e., fibers that innervate a narrow region of the co-
chlea! are affected by stapedius unmasking to the same ex-
tent, and there is no reason to think that the central nervous
system uses information from various auditory-nerve fibers
differently when the stapedius is contracting, the unmasking
seen in individual single auditory-nerve fibers should be
close in value to the unmasking which would be measured
psychophysically.

Although we observed 40–45 dB of stapedius unmask-
ing in cats, and unmaskings as high as 47 dB were found in
humans~Borg and Zakrisson, 1974!, the largest possible sta-
pedius unmasking might be even higher. In cats, the maxi-
mum growth rate of masking measured over a large noise
range was in excess of 3 dB/dB~Pang and Guinan, 1997!,
and the largest measured stapedius-induced attenuation of
low-frequency sound was 30 dB, with a corresponding high-
frequency attenuation of about 15 dB~Pang and Peake,
1986!. Thus the hypothesis predicts a maximum stapedius
unmasking of@3330#215575 dB. Although 75 dB is prob-
ably too optimistic, it seems realistic to think that stapedius
contractions might produce unmaskings in excess of the
40–47 dB measured so far.

Although we measured stapedius unmasking only at 6
and 8 kHz, it is interesting to consider how much stapedius
unmasking might be produced across a wide range of signal
frequencies. Large stapedius unmaskings will be obtained for
maskers 1 kHz or lower~i.e., frequencies at which stapedius-
induced attenuation is high! and for signals above about 2
kHz ~i.e., frequencies at which stapedius-induced attenuation
is low!. Although growth rates of masking of 3 dB/dB have
been obtained, growth rates are normally closer to 2, so that
with the largest stapedius-induced attenuations of Pang and
Peake~1986! there would be unmaskings of 40–50 dB by
Eq. ~1!. For stapedius contractions to produce 40–50 dB of
unmasking, there must be at least that much masking pro-
duced without the stapedius contractions. Low-frequency
maskers at 80 dB SPL produce masking of 40–50 dB up to

FIG. 7. Comparison of predicted and measured stapedius unmasking using
all data from rate-level functions,d8-level functions and tuning curves. 80
points from 58 auditory-nerve fibers from eight animals, CFs 4.3–9.9 kHz.
Statistics for the differences between prediction (p) and measurement (m)
are~in dB!: For (p2m), mean50.2, range:25.4 to 8.3, standard deviation
~s.d.!51.96. Forup2mu ~the absolute values of the difference!, mean51.4,
s.d.51.38.
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signal frequencies of a few kHz~Wegel and Lane, 1924;
Egan and Hake, 1950! and sufficiently high-level maskers
should produce 40–50 dB of masking up to the highest au-
dible frequencies. Measurements in Bell’s Palsy patients
~e.g., during versus after stapedius reflex block! show stape-
dius unmaskings over 40 dB for signal frequencies up to 8
kHz, the highest frequency tested~Borg and Zakrisson,
1974!. All considered, it seems likely that stapedius unmask-
ing of 40–50 dB is present up to the highest audible frequen-
cies.

D. Significance for hearing

In order to assess the significance of the stapedius un-
masking we have studied, we must know how relevant our
masker and signal frequencies are to sounds normally heard
by cats and humans. A lot of environmental noise and many
kinds of industrial and traffic noise are predominantly low
frequency with strong components in the frequency region of
our masker~Kryter, 1970; White, 1975; Harris, 1979!. In
addition, maskers in this low-frequency region are among the
most powerful and bothersome in terms of effects on re-
sponses to high-frequency sounds~Stevenset al., 1946;
Miller, 1947!. Our signal frequencies, 6 and 8 kHz, are well
within the acoustic spectrum of cat vocalizations as well as
some of its prey’s vocalizations~such as mice and rats! ~Bus-
nel, 1963!. These signal frequencies are relatively high for
humans, but the corresponding frequencies for humans
~about an octave lower, i.e., 3 and 4 kHz! are in the range of
frequencies important for speech communication~Fletcher,
1953; Licklider and Miller, 1951! and it seems likely that the
hypothesis applies for these lower frequencies. Borg and
Zakrisson, 1974 found sizable stapedius unmasking for fre-
quencies down to about 2 kHz. We conclude that stapedius
unmasking must operate and be important in many real
world situations both in cats and humans.

The ‘‘unmasking’’ effect of the stapedius is likely to be
important both while listening and while talking. Although
stapedius contractions produced by the acoustic reflex have
received the most attention in the literature, the stapedius
may well be active more oftenwithout intense external
sound. Stapedius activity is associated with vocalization,
mastication, and head and body movement~Carmel and
Starr, 1963; Simmons, 1964; Borg and Zakrisson, 1975a!.

One way to appreciate the significance of stapedius un-
masking on hearing is by looking at unmasking in terms of
the difference in the detectability of a fixed tone in a fixed
noise level. ~We have been using the increase in signal
needed to counteract the masking produced by the noise.!
Changes in signal detectability are shown by receiver oper-
ating characteristic~ROC! curves obtained from the differ-
ence in thed8 values and the corresponding variability in the
responses with and without contractions of the stapedius.
Figure 8 gives an example of the effects of stapedius con-
tractions on thed8 value of an auditory-nerve fiber’s re-
sponse to an 8-kHz tone masked by an 85 dB SPL low-
frequency noise@Fig. 8~A!#, and the calculated effects on the
detectability of the tonal signal@Fig. 8~B!#. Although the 1.8
difference ind8 might seem small, it indicates that the sta-
pedius contraction produces a remarkable increase in detect-

ability. For example, for a probability of false alarm of 0.1,
the probability of detection increased from 0.15 to 0.82.
Practically speaking, this is the difference between not de-
tecting the tone and detecting it.

E. Clinical implications

The results presented here help bolster the case for pre-
serving stapedius function in clinical situations. There is al-
ready good evidence that preserving stapedius function in
stapedectomy or stapedotomy provides better speech intelli-
gibility ~Lidén et al., 1964; Rasmy, 1986; Colletti and
Fiorino, 1994!. There might also be considerable benefit in
building stapedius-like function into hearing aids~e.g., Ono

FIG. 8. Stapedius unmasking in terms ofd8 ~A! and receiver-operating-
characteristics~ROCs! ~B! with and without stapedius contractions.~A! d8
versus tone level functions measured with 8-kHz tones in 85 dB SPL mask-
ing noise, with and without stapedius contractions.~B! The difference in the
‘‘best possible detection performance’’ as seen from the difference in
receiver-operating-characteristics~ROCs! with and without stapedius con-
tractions. The ROCs were derived from thed8 values at the 60 dB SPL tone
level @vertical dashed line in~A!#, and the sample variances of the fiber’s
discharge rates with noise alone and with noise1tone, both with and without
stapedius shocks. The ratior of the sample variance with noise alone over
that with noise1tone was 0.987 without shocks and 0.838 with shocks. The
area under each ROC curve equals the percentage correct in a two-
alternative forced-choice detection task. The fiber’s discharge rate was as-
sumed to have a normal distribution in all cases. Fiber 86–93: CF57.08
kHz, threshold at CF54.3 dB SPL, SR580 sp/s.
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et al., 1983! but some of this benefit might be blunted by
growth rates of masking which are lower in patients with
sensory-neural hearing loss than in normals~Murnane and
Turner, 1991; Dubno and Ahlstrom, 1995!.

F. Comparison of stapedius and olivocochlear
efferent effects

It is interesting to compare the effects of stapedius con-
tractions with the effects of medial olivocochlear efferents
because several putative functions of these feedback systems
are similar. Both systems can be activated by sound and form
acoustic reflexes which attenuate auditory-nerve responses to
tones in a quiet background@see Guinan~1996! for a review
of efferent physiology#. Both systems may function to reduce
masking of a signal by noise, albeit in very different ways.
The stapedius produces a predominantly low-frequency at-
tenuation, no matter what the activating stimulus, and re-
duces the masking of responses to high-frequency sounds by
low-frequency sounds. In contrast, individual medial olivo-
cochlear efferents innervate an octave or less of cochlear
length and can attenuate different frequencies selectively.
When activated by sound, medial efferents attenuate re-
sponses in each frequency band according to how much
sound energy is received in that frequency band. Medial ef-
ferents appear to reduce masking principally by reducing re-
sponses to low-level sounds thereby reducing the ongoing
adaptation in auditory-nerve fibers and allowing these fibers
to respond more vigorously to intense transients~Winslow
and Sachs, 1987; Kawaseet al., 1993!. Considering the dif-
ferences in the mechanisms and frequency range of action,
these two systems appear to be complementary.

IV. CONCLUSIONS

Our results demonstrate that:
~1! Stapedius unmasking can be explained completely

by a linear stapedius-produced attenuation of sound trans-
mission through the middle ear and a nonlinear growth rate
of masking for auditory-nerve fibers.

~2! Even though a contraction of the stapedius muscle
produces anattenuationof acoustic transmission through the
middle ear that primarily affects low-frequency sounds, it
can stronglyenhanceresponses of auditory-nerve fibers to
high-frequency sounds when low- and high-frequency
sounds are both present.

~3! The unmasking produced by stapedius contractions
can be more than twice as large as the stapedius-induced
attenuation of low-frequency sounds.

~4! Unmasking is probably one of the most important
functions of the stapedius.
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1The formula applies when the stapedius contraction does not reduce the
noise below the threshold of masking. If it does, then the amount by which
the noise had exceeded the threshold of masking before the stapedius con-
traction should be used in place ofDN in Eq. ~1!.

2The ‘‘stapedius-induced change in the middle-ear transfer function’’ mea-
sured in this paper is from earphone drive to cochlear response and includes
both the attenuation of acoustic transmission through the middle ear and the
change in sound pressure at the tympanic membrane due to the stapedius
contraction changing the input impedance of the middle ear. Alternately,
one could measure just the change of transmission through the middle ear.
Both measures provide an equally valid test of the hypothesis as long as the
same measure is used throughout. With the sound source used in this study,
a stapedius contraction that produced a 15-dB low-frequency attenuation
also produced an increase in sound pressure at the tympanic membrane of
about 1 dB for frequencies below 1 kHz, and close to zero dB at higher
frequencies.

3The usefulness of data from subjects with Bell’s Palsy was called into
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dB! at equal hearing levels instead of at equal levels of the high-frequency
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Thus Wormaldet al. ~1995! do not present a convincing case that would
make us reinterpret the data of Borg and Zakrisson,~1974!.
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Basilar membrane~BM! velocity responses were measured in the presence of olivocochlear bundle
~OCB! stimulation. Frequency threshold tuning curves~FTCs! were derived from tone-evoked
input–output~I/O! functions. Efferent nerve activation produced decreases in velocity amplitude for
frequencies around best frequency~BF! at low stimulus levels with little or no effect for stimuli well
below the BF. A level-dependent efferent reduction/enhancement of BM velocity was found for
certain stimulus frequencies above the BF. Efferent activation either had no effect or caused small
reductions in the velocity response produced by low level sound, whereas, at higher stimulus levels,
efferent activation increased the velocity response. The derived FTCs, therefore, showed
criterion-dependent changes with efferent activation. For low BM criterion velocities, FTCs showed
the classic desensitization of the tip region without a shift of BF. Some BM velocity criterion values
showed FTCs with an expanded high-frequency response area, also without a shift of BF. The
results suggest that the effect of OCB activation changes the gain of the voltage-dependent outer
hair cell motility such that BM velocity response near BF is decreased while increasing the response
for tones well above BF. ©1997 Acoustical Society of America.@S0001-4966~97!06112-2#

PACS numbers: 43.64.Me, 43.64.Kc 43.64.Ri@RDF#

INTRODUCTION

The source of efferent innervation of the mammalian
cochlea is bilaterally from lateral and medial locations within
the brainstem~Rasmussen, 1946; Warr, 1975, 1978; Warr
and Guinan, 1979; Guinanet al., 1983; Robertson, 1985!.
The efferent innervation is divided into two systems based
on site of origin within the brainstem and axon destination
within the organ of Corti~Warr and Guinan, 1979; Guinan
et al., 1983!. The lateral system gives rise to the small-
diameter, unmyelinated neurons that project primarily to the
afferent terminals under the inner hair cell. The medial brain-
stem gives rise to the large diameter, myelinated fibers that
terminate directly on the outer hair cell~OHC! ~Altschuler
and Fex, 1986!. Electrical activation of the medial system,
the crossed olivocochlear bundle~OCB! at the floor of the
fourth ventricle, causes a decrease in the endocochlear po-
tential ~Fex, 1967! and reduces the cochlear whole-nerve ac-
tion potential~CAP! ~Galambos, 1956! and the underlying
discharge rate of auditory nerve fibers~Wiederhold, 1970!.
OCB activation alters the level of the acoustic distortion
products recorded in the ear canal~Mountain, 1980; Siegel
and Kim, 1982; Guinan, 1986; Long, 1989; Mottet al.,
1989; Whiteheadet al., 1991; Kujawaet al., 1992!. The re-

duction of neural output can be accounted for by an efferent-
induced reduction of mechanical stimulation of the inner hair
cell ~IHC! ~Brown and Nuttall, 1984!.

More recently, the effect of OCB stimulation has been
shown to reduce the basilar membrane velocity and displace-
ment responses~Dolan and Nuttall, 1994; Murugasu and
Russell, 1996!. Dolan and Nuttall~1994! showed that the
effect of OCB stimulation reduced the velocity response of
the basilar membrane to transient~click! stimulation, while
Murugasu and Russell~1996! showed reductions in BM dis-
placement responses to tonal stimulation. The effects of
OCB stimulation on the basilar membrane, auditory nerve,
and IHC responses are frequency specific in that the re-
sponses to acoustic stimuli at and near the characteristic fre-
quency ~CF! are affected most. In general, the effects are
restricted to low stimulus intensities~Dolan and Nuttall,
1994; Murugasu and Russell, 1996; Wiederhold, 1970;
Brown and Nuttall, 1984!. The exception to this general rule
of effects being confined to low-level responses has been
reported by Guinan and colleagues~Gifford and Guinan,
1983; Guinan and Gifford, 1988; Guinan and Stankovic,
1996!. They showed that OCB activation can reduce auditory
nerve fiber discharge rates to tonal stimulation well above
threshold. The driven discharge rate of auditory nerve fibers
with low or medium spontaneous discharge rates can be re-
duced by OCB activation up to 100 dB SPL for tones pre-
sented at CF.a!Electronic mail: ddolan@umich.edu
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In this study we have found another phenomenon related
to higher level sound stimulation. The OCB activation can
have effects on BM velocity responses at stimulus levels
well above threshold. The effects of OCB stimulation at the
best tonotopic frequency are greatest at low stimulus levels.
The effects of OCB activation can increase the BM velocity

response at high stimulus levels for frequencies well above
the tonotopic best frequency.

I. METHODS

Pigmented guinea pigs, with body weights between 200
and 400 g, were anesthetized xylazine~5 mg/kg! and ket-

FIG. 1. ~A!–~F! Selected basilar membrane velocity I/O functions to tones below~A!, near~C! and above~B,D,E,F! best frequency are shown for animal
2704. The OCB stimulation~dashed line! has little effect for tones below best frequency~A! compared to the control function~solid line!. Near the best
frequency, OCB activation reduces the velocity response for tones near threshold~C!. For tones well above best frequency, OCB activation can decrease the
velocity magnitude at low stimulus levels and increase the values at high stimulus levels~E!. At even higher stimulus frequencies OCB stimulation causes
small increases in velocity amplitude~B,D,F!.
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amine ~30 mg/kg! and placed in a head holder. The anes-
thetic state was maintained with additional doses given ap-
proximately every hour after the initial dose. The EKG was
monitored and rectal temperature was maintained near 37°
with a heating blanket. To preserve cochlear sensitivity, a

head holder heater and heat lamp were used to maintain co-
chlear temperature near body temperature~Brown et al.,
1983; Shore and Nuttall, 1985!.

A postauricular incision exposed the bulla. The tensor
tympani and stapedius muscles were cut. An electrode was

FIG. 2. ~A!–~F! Selected basilar membrane velocity I/O functions to tones below~A!, near~C,E! and above~B,D,E,F! best frequency are shown for animal
2697. OCB stimulation~dashed line! has little effect for tones below best frequency~A! compared to the control function~solid line!. Near the best frequency,
OCB activation reduces the velocity response for tones near threshold~C,E!. For tones above best frequency, OCB activation can decrease the velocity
magnitude at low stimulus levels and increase the values at high stimulus levels~B,D!. At even higher stimulus frequencies OCB stimulation causes small
increases in velocity amplitude at moderate intensities and decreases the response at higher levels~F!.
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FIG. 3. ~A!–~F! Selected basilar membrane velocity I/O functions to tones below~A!, near~C! and above~B,D,E,F! best frequency are shown for animal
2706. The OCB stimulation~dashed line! has little effect for tones below best frequency~A! compared to the control function~solid line!. Near the best
frequency, OCB activation reduces the velocity response for tones near threshold~C,E!. For tones above best frequency, OCB activation can decrease the
velocity magnitude at low stimulus levels and increase the values at high stimulus levels~B,D,F!.
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cemented on the round window to record CAPs. Tone bursts
~1.0-ms rise/fall time, 15-ms duration! ranging in frequency
from 2.0–40.0 kHz were delivered from a12-in. condenser
microphone~B & K ! to assess auditory sensitivity. The mi-
crophone was housed in a custom-designed speculum and
inserted into the external auditory meatus as a closed field.
The CAP was measured after signal averaging, using custom
software with a PC-AT-type computer~512 samples, 25-ms
bin width, 64 responses!.

The animal was then rotated and prepared for stereotaxic
placement~Brown and Nuttall, 1984! of a bipolar electrode
~insulated 32-gauge stainless steel wire! into the floor of the
fourth ventricle where the OCB crosses between the genua of
the facial nerve. The stimulating electrode was insulated to
the cut end, with a tip separation of approximately 1 mm.
Electrical stimuli, generated by the computer, were bipolar
pulses~0.2 ms each phase! delivered at a rate of 250/s for
250 ms. Stimulating current values were measured with a
1.0-kOhm resistor in series with the electrode and ranged
from 50–200mA. The animals were then paralyzed with
curare~0.3 mg, i.m.!. Each animal was artificially respired
via intubation of the trachea. The acoustic and efferent acti-
vation epoch rate was 1/s. The stimulus to evoke the CAP
was temporally placed 10–15 ms after the offset of the OCB
activation.

The optimal placement of the bipolar stimulating elec-
trode was judged successful by the effect of OCB activation
on CAP response to a tone burst~10 kHz! set 10–15 dB
above threshold. The typical effect of OCB activation on the
CAP to this stimulus is a complete reduction to baseline.

The bipolar electrode was securely cemented to the head
and the animal rotated. A small hole was carefully made in
the bone over scala tympani of the first cochlear turn~Brown
et al., 1983!. The mechanical activity~velocity! of the BM
was measured using a laser Doppler velocimeter~LDV !
~Polytec Corp. OFV 1102!. Laser reflections from gold-
coated glass microbeads~10–30 mm diameter! were mea-
sured with the LDV through a compound microscope. A dis-
secting microscope was used to insure that the microbeads
were placed on the BM. The locations of the microbeads on
the BM ranged radially between the spiral osseous lamina
and the outer hair cells. Tones~300 ms! for BM velocity
responses were controlled by a microcomputer using Wilson-
ics ~PATT digital! attenuators and tone switches~BSIT!.
Tone intensity was increased in eight to ten steps of 10 dB
each from the lowest to highest sound levels. The epoch rate
was 1/s. For each I/O function, the OCB was stimulated con-
tinuously for 10–12 s. The electrical stimulation of the OCB
was controlled by an independent microcomputer. After each
I/O function, the OCB stimulation was terminated for 2–3
mins. Signals from the LDV were sent to a lock-in amplifier
~Stanford, model SR530! ~Nuttall et al., 1991!. To derive
BM velocity I/O functions, the output of the lock-in ampli-
fier was sent to the input of an A/D converter where custom
software plotted the response amplitudes. The I/O functions
were then analyzed off line.

II. RESULTS

The results presented here are from three of the four
animals in which the enhancement phenomenon was ob-
served. The enhancement was observed in animals in which
hearing sensitivity was maintained through the experimental
procedures for frequencies at the tonotopic location. Loss of
sensitivity resulted in a reduction of any OCB-induced ef-
fect. Figures 1–3 show representative I/O BM velocity out-
put functions at frequencies below, near, and above the BF
for the given BM location. In each figure, the solid line and
dashed lines represent the BM velocity without and with
OCB stimulation, respectively. For each animal, the OCB
effect on frequencies below the BF has little or no effect on
the I/O function at any stimulus level@Figs. 1~A!, 2~A!, and
3~A!#. For frequencies at or near the BF the OCB activation
reduces the BM velocity response over a 30–40-dB range of
stimulus level@Figs. 1~C!, 2~C! and~E!, and 3~C!#. For each
animal, stimulus frequencies well above the best tonotopic
frequency are affected differently depending on stimulus in-
tensity. At low levels, the OCB activation either has no ef-
fect or slightly reduces the velocity response@Figs. 1~B!,
2~B! and ~F!, and 3~B!, ~D!, and ~F!#. At high stimulus in-
tensities, OCB activation increases the velocity response
@Figs. 1~B!, ~D!, ~E!, and ~F!, 2~B!, ~D!, and ~F!, and 3~B!,
~D!, ~E!, and~F!#. The intensity level at which the enhance-
ment occurs varies across the three animals; in general, the
enhancement was only observed above 50 dB SPL.

Tuning curves generated from the I/O functions show
OCB stimulation can alter the high-frequency slope of the
tuning curve. Figures 4 and 5 show threshold tuning curves
for animal 2706~data from Fig. 3! and 2697~data from Fig.
2!. Each figure shows an isovelocity tuning curve at a low to
moderate velocity response criterion level. Isovelocity tuning
curves, with ~solid line! and without ~dashed line! OCB
stimulation, are shown for velocity criterion values of 35 and
30 m/s. In each figure, OCB stimulation broadens the high-
frequency slope of the tuning curve. The OCB-induced in-

FIG. 4. Isovelocity tuning curve (criterion535m/s) from animal 2706. The
OCB activation reduces the tip of the tuning curve and, to a lesser extent,
velocity responses below best frequency. Above best frequency, OCB acti-
vation actually broadens the response area. The arrows indicate area of the
expanded high-frequency region.
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crease in the high-frequency slope is restricted to moderate
level criterion. No significant change in the high frequency
slope was observed for tuning curves derived at very low or
very high criterion values.

In general, tuning curves showed no enhancement when
using higher criterion levels. Figure 6~A!–~C! shows tuning
curves generated from a 100-m/s velocity response criterion.
Using this criterion level, two tuning curves from different
animals@Fig. 6~A! and ~B!# showed no enhancement. The
tuning curve from animal 2706@Fig. 6~C!# did show a large
enhancement at this criterion level.

Figure 7~A!–~C! shows the shift in velocity, in dB, in-
duced by OCB stimulation as a function of velocity ampli-
tude for several stimulus frequencies for three animals. A
shift of the velocity I/O functions to the right~a reduction in
velocity response! is indicated by negative values and is re-
stricted to frequencies near the tonotopic best frequency. A
shift to the left~an increase in velocity response! is indicated
by positive values and occurs for frequencies above best fre-
quency. The enhancement, in general, is gone at the highest
stimulus intensities. Some enhancement remains at the high-
est stimulus levels for restricted frequencies.

Strychnine, known to block the effects of efferent activ-
ity ~Bobbin and Konishi, 1974; Klinke and Galley, 1974!,
was given ~1.0 mg/kg, i.p.! to one animal~Fig. 8! that
showed a clear enhancement as described above. The veloc-
ity response was measured directly from a chart recorder
~CNTL! during OCB stimulation and 1 h after administration
of strychnine. Strychnine eliminates the OCB-induced reduc-
tion of BM velocity responses for frequencies near BF as
well as the enhancement of velocity responses for frequen-
cies above BF.

One concern in these experiments is the duration of the
OCB stimulation. In these experiments the BM velocity re-
sponses were measured while the OCB was stimulated con-
tinuously for 10–12 s. The effect of this duration of OCB
stimulation on repeated measurement of BM velocity is

shown in Fig. 9. The I/O functions measured within 1 min of
the termination of the previous OCB stimulation showed no
effect. None of the velocity measurements in this study were
obtained at time periods less than 1 min from the previous
OCB stimulation. The duration of OCB stimulation used in
this study had no effect on repeated measures of the observed
enhancement.

Table I~A–C! lists the BF, threshold,Q~10 dB!, Q~20

FIG. 5. This figure is similar to Fig. 4 except the data is from a different
animal~2697!. The velocity criterion is 30m/s. The OCB activation reduces
the tip of the tuning curve and, to a lesser extent, velocity responses below
best frequency. Above best frequency, OCB activation causes a slight
broadening of the response area. The arrow indicates area of the expanded
high-frequency region.

FIG. 6. ~A!–~C! These figures are similar to Figs. 3–5 except that the
velocity criterion for the tuning curve is 100m/s. In general, at this response
criterion, OCB activation does not increase the BM velocity response. The
result is a narrowing of the tuning curve~A and B!. However, at this re-
sponse criterion, OCB activation did cause a slight broadening of the BM
response area for animal 2706~C!.
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dB!, Q~30 dB!, and Q~40 dB! for isovelocity tuning curve
condition for each animal.Q is defined as BF/bandwidth at
X dB. The OCB activation increased the BF for all criterion
values for animal 2706. In general, OCB stimulation did not
change the BF. The majority of decreases inQ with OCB
activation are for theQ values aboveQ~10!. This is consis-
tent with the earlier observation that the velocity enhance-
ment occurs at moderate to high intensities.

III. DISCUSSION

To the best of our knowledge, the enhancement phenom-
enon reported here has not been described previously. The

absence of a similar description of this enhancement phe-
nomenon in auditory nerve fiber responses suggests that it
may be specific either to the guinea pig BM response or to
the extreme high-frequency region of the cochlea. The re-
sponse measure used in this study, BM velocity, is restricted
to measurements at a location with tonotopic BF of 17–20
kHz. The enhancement of velocity responses occurred for
frequencies between 21–27 kHz. It is possible that a similar
phenomenon occurs in auditory nerve fibers but has been
missed because of the relatively few fibers studied with high
characteristic frequencies or a lack of detailed study of the
high-frequency slope. A similar study~Murugasu and Rus-
sell, 1996! to that reported here did not report any enhance-
ment of BM velocity in the presence of OCB stimulation. In
their study, most measurements were made near 15 kHz. The
highest frequency I/O function reported is 18 kHz~Muru-

FIG. 7. ~A!–~C! These figures show the OCB-induced shift of the basilar
membrane velocity I/O function for three different animals. Negative num-
bers indicates a shift of the I/O function to the right~decrease in velocity!
whereas an increase in velocity~a shift of the I/O function to the left! is
shown as positive numbers.

FIG. 8. This figure shows the uncorrected BM velocity amplitudes read
from a chart recorder before and after systemic application of strychnine.
Strychnine eliminates the OCB-induced reduction in BM velocity for tones
near best frequency and the enhancement of BM velocity for a tone well
above best frequency.

FIG. 9. The unusually long duration of OCB stimulation used in these
experiments has no effect on repeated measures of the BM velocity I/O
functions. The second control I/O and OCB conditions were each measured
less than 1 min after the previous electrical stimulation of the OCB.
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gasu and Russell, 1996, Fig. 3!. As stated above, only fre-
quencies well above BF showed the enhancement. The OCB-
induced alterations of the tuning curves reported here was
only observed for velocity criteria well above threshold and
frequencies well above BF. It is likely that no enhancement
was observed in Murugasu and Russell~1996! due to the fact
that their isoresponse tuning curves were generated with a
2-nm criterion. In their study, the 2-nm criterion was just
above the noise floor of 1–1.5 nm. All enhancement ob-
served in this report occurred at levels well above the noise
floor.

There is other evidence from this laboratory, though not
described, showing enhancement of the high-frequency slope
of tuning curves recorded from IHCs~Brown and Nuttall,
1984!. The measurement technique of recording from IHCs
is similar to the BM measurements reported here in that they
are made at a similar location in the cochlea. Brown and
Nuttall ~1984! showed one tuning curve~their Figure 9B!

with an expanded high-frequency slope in the presence of
OCB stimulation. The tuning curve reported in their study
~Brown and Nuttall, 1984! was derived from I/O functions to
tonal stimulation. The tuning curve is based on the acoustic
stimulus level that evoked a 2-mV d.c. receptor potential. It
is possible that higher criterion values, comparable to those
used in the present study, may have shown the expansion of
the high-frequency slope in other IHCs.

How can OCB-induced enhancement of the velocity re-
sponse occur? There are at least two possibilities that are
associated with the recipient of the medial efferent neural
system: the OHC.

The role that the OHC plays in the efferent-induced ef-
fects is probably based on the dynamic nature of this recep-
tor cell. The OHC has a major role in determining the active
micromechanical response of the cochlea. The effects of
OCB activation are mediated through the OHC. Acetylcho-
line ~ACh! is thought to be the neurotransmitter released by

TABLE I. ~A–C! Each table lists the results for a different animal. The best frequency, threshold at best frequency for the control, and OCB conditions are
given.Q(X dB) is given for 10, 20, 30, and 40 dB above threshold.** indicates an increase inQ as a result of OCB stimulation. There is a tendency for OCB
stimulation to increase the sharpness of tuning for theQ(10) condition for each animal.* indicates that there was insufficient data to compute a data point.

A. Animal 2704 FTC 30m/s FTC 40m/s FTC 50m/s FTC 60m/s FTO 100m/s

BF Control
Threshold-3 dB SPL

19.2 19.2 19.2 19.1 19.2

BF OCB
Threshold-4 dB SPL

19.2 19.2 19.2 19.2 19.2

Q(10) Control 8.53 7.97 7.13 6.9 7.52
OCB 6.99 7.06 7.16** 7.14** 7.74**
Q(20) Control 4.77 5.01 4.54 4.41 4.85
OCB 3.7 3.82 4.04 3.87 4.07
Q(30) Control 3.25 3.37 3.2 3.14 3.17
OCB 2.83 2.81 2.81 2.76 2.83
Q(40) Control 2.53 2.38 2.57 2.56 2.56
OCB 2.46 6.65** 2.45 2.44 2.46

B. Animal 2697 FTC 30m/s FTC 40m/s FTC 50m/s FTC 60m/s FTC 100m/s

BF Control
Threshold-1 dB SPL

19.2 19.2 19.1 19.1 19.1

BF OCB
Threshold 5.7 dB SPL

19.2 19.2 19.1 19.1 19.2

Q(10) Control 5.63 6.1 4.81 6.19 6.1
OCB 6.4** 6.1 5.5** 5.85 5.75
Q(20) Control 3.57 3.76 3.91 3.74 3.83
OCB 3.39 3.37 4.4** 3.41 3.42
Q(30) Control 2.86 3.01 2.99 2.99 2.97
OCB 2.59 2.63 2.67 2.68 2.69
Q(40) Control 2.3 2.73 2.42 2.42 2.4
OCB 2.08 2.12 2.2 2.19 2.2

C. Animal 2706 FTC 30m/s FTC 40m/s FTC 50m/s FTC 60m/s FTC 100m/s

BF Control
Threshold-4.5 dB SPL

19.8 19.8 19.8 19.8 20.0

BF OCB
Threshold 1.5 dB SPL

20.3 20.3 20.3 20.3 20.1

Q(10) Control 7.57 6.39 8.1 7.88 8.66
OCB 8.2** 7.8** 7.5 7.12 9.44**
Q(20) Control 4.67 3.48 4.9 4.9 5.35
OCB 4.25 4.4** 4.4 3.59 4.65
Q(30) Control 3.27 3.48 3.48 * *
OCB 3.03 3.08 3.02 * *
Q(40) Control * * * * *
OCB * * * * *
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the medial efferent fibers~see Eybalin, 1993, for review!.
The ACh receptor is unusual in that neither nicotine nor
muscarine activates the receptor but the receptor is blocked
by nicotinic and muscarinic antagonists~Housley and Ash-
more, 1991; Erosteguiet al., 1994!. A likely candidate for
the ACh receptor is thea9 subunit cloned by Elgoyhenet al.
~1994!. The pharmacological characteristics of thea9 sub-
unit are similar to the cholinergic receptor in the OHCs in
terms of the order of receptor antagonist potency~Sridhar
et al., 1995!.

A speculative notion is that two different ACh receptors
exist in the OHC~for a review see Guth and Norris, 1996!.
Briefly, one receptor is described as strychnine-preferring,
nicotiniclike ionotropic, and mediates hair cell hyperpolar-
ization ~Guth et al., 1994!. The other receptor is atropine-
preferring and muscariniclike. The receptor is metabotropic
and mediates depolarization in the hair cell~Guth et al.,
1986; Norriset al., 1988!. In the vestibular system, there is
evidence for the two different receptor types based on the
opposite responses of the vestibular nerve fibers to ACh ap-
plication. ACh caused an increase in afferent semicircular
canal fibers and reduction in frog saccule afferent fibers
~Guth et al., 1986; Norriset al., 1988; Guthet al., 1994!.
Although no evidence exists that efferent activation facili-
tates auditory nerve activity in mammals, there is strong evi-
dence that the same receptors found on the frog semicircular
canal hair cells exist in the cochlear OHCs. A comparison of
the effects of application of ACh on frog vestibular afferents
is difficult because in the mammalian system, the lateral and
medial components of the efferent system provide dual in-
nervation of the cochlea. Although the mechanisms underly-
ing the effects of ACh on the OHCs is not completely un-
derstood, ACh appears to hyperpolarize the OHC by
activating a Ca21-dependent K1 current~Housley and Ash-
more, 1991; Doi and Ohmori, 1993; Kakehataet al., 1993;
Erosteguiet al., 1994!. The ACh-induced rise in Ca21 may
result by Ca21 crossing the OHC membrane through a cation
channel gated by a nicotiniclike receptor~Housley and Ash-
more, 1991; Evans, 1996! or a release of Ca21 from inside
the OHC through the action of a muscarinic receptor linked
to a G protein~Kakehataet al., 1993!. The net effect of OHC
hyperpolarization is a reduction in the response of the BM,
IHC, and the auditory nerve.

Although the results presented here may be explained by
activation of a different ACh receptor in the OHC, the action
of ACh must be interpreted as a mechanical one involving
the OHC. The OHC clearly provides the sensitivity and ex-
quisite tuning of the IHC, BM, and auditory nerve fibers. In
the absence of the OHC, the motion of the BM becomes a
more broadly tuned filter. The OHC influences the organ of
Corti in an unknown but in a very frequency-specific man-
ner. The mechanical increase in sensitivity provided by the
OHC is tonotopic for each location along the BM. The
frequency-specific influence of the OHC is now a hallmark
of OHC function. The efferent influence on cochlear physi-
ology is specific in that it affects only the frequency region in
which the OHC provides gain. The enhancement observed in
this report is also frequency specific and level dependent.
The enhancement is observed only for frequencies well

above the BF and at levels of moderate to loud intensities. At
BF, OCB activation alters the mechanical response of the
system such that there is a reduction of the velocity ampli-
tude. Efferent activation may also alter the mechanical re-
sponse of the system to frequencies above BF by increasing
the velocity response. There isin vitro evidence for ACh-
induced increases in the OHC motility response. In isolated
OHCs, the transfer function of electromotility showed gain
decreases with hyperpolarization and gain increases with cell
depolarization with application of ACh to the synaptic end of
the OHC~Sziklai and Dallos, 1993!. In vivo it is possible the
velocity reduction at BF is associated with OHC hyperpolar-
ization while enhancement is a result of OHC depolarization.
Dallos et al. ~1996! showed that ACh applied to isolated
OHCs increases the axial but reduces the radial motile re-
sponse. They~Dallos et al., 1996! suggest that ACh acts on
the motors within the OHCs or their mechanical load. It is
not known by what means this happens in the ear but the
enhancement may involve a change in axial or radial motile
response, such that OCB activation causes an enhancement.

An upward shift in BF was observed in one animal in
this study~animal 2706, Table IC!. In this study we used a
resolution of 100 Hz around the BF to characterize the tun-
ing. This would seem to be sufficient to detect any significant
changes in BF with OCB stimulation. No changes in IHC
characteristic frequencies were noted during OCB stimula-
tion ~Brown and Nuttall, 1984!. It is likely that the use of
relatively coarse 1-kHz frequency steps in the Brown and
Nuttall ~1984! study would have been too large to detect an
upward or downward shift in characteristic frequency. Mu-
rugasu and Russell~1996! also used relatively coarse fre-
quency steps~500 Hz! but found a reduction in BF in three
of their seven animals. The small upward shift in BF for
animal 2706 was caused by a smaller OCB effect on BM
responses to frequencies slightly above the control BF.
Therefore the increase in BF may be an anomaly related to
the strength of efferent fiber activation since the other two
animals had similar best frequencies and thresholds but
showed no change in BF~up or down!.

What we find significant in this study is that OCB stimu-
lation can enhance the velocity amplitude for tones well
above the tonotopic location. The functional advantage or
role of an efferent-induced broadening of the high-frequency
slope is unknown. Further study in other animals showing
similar findings in auditory nerve fiber responses would
make it more likely that such an expansion does indeed play
some role in the processing of acoustic stimuli.
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Frequency specificity of the human auditory brainstem
and middle latency responses to brief tones.
I. High-pass noise maskinga)
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This study investigated the frequency specificity of the auditory brainstem~ABR! and middle
latency~MLR! responses to 500- and 2000-Hz brief tones using high-pass noise masking. Stimuli
were linear- ~2-1-2 cycles! and exact-Blackman-~5 cycles! gated tones presented at 80 dB
peak-to-peak equivalent~ppe! SPL. Cochlear contributions to ABR wave V-V8 and MLR wave
Na-Pa were assessed by the effects of high-pass noise masking on response amplitudes and
latencies. The high-pass noise results demonstrate that the ABR and the MLR to the 80 dB ppe SPL
brief tones show good frequency and place specificity. Changes in ABR or MLR amplitude and
latency with high-pass noise masking did not occur as the masker cutoff was decreased from 2 to
3 octaves above the stimulus nominal frequency until it was within one-half octave of this
frequency, below which amplitudes rapidly decreased~500- and 2000-Hz tones! and latencies
increased~500-Hz tones!. No significant differences existed in the frequency specificity of the ABR
versus MLR, or in these evoked potentials to exact-Blackman- versus linear-gated tones. ©1997
Acoustical Society of America.@S0001-4966~97!06212-7#

PACS numbers: 43.64.Qh, 43.64.Ri@RDF#

INTRODUCTION

The auditory brainstem~ABR! and the middle latency
~MLR! responses to tonal stimuli have both been suggested
for use in estimating pure-tone behavioral thresholds in in-
fants and children, thus highlighting the importance of defin-
ing the frequency and place specificity of these responses.
The frequency specificity of an audiometric measure is a
term generally applied to threshold evaluations and refers to
how independent a threshold at one stimulus frequency is of
contributions from surrounding frequencies~Stapellset al.,
1994, 1985!. Cochlear place specificity, in contrast, refers to
the portion of the basilar membrane contributing to the re-
sponse. Three areas of controversy with respect to the fre-
quency and place specificity of these evoked potentials to
tonal stimuli are:~1! the use of low-frequency stimuli~i.e.,
500 Hz! at high stimulus intensities for recording the ABR;
~2! the suggestion that the MLR provides a more frequency-
specific response to low-frequency tones compared to the
ABR; and ~3! the use of nonlinear-gated stimuli~e.g.,
Blackman-gated tone! versus conventional linear-gated tones
to improve the frequency specificity of the ABR and/or
MLR.

The controversial issues in the literature regarding the
use of the ABR to 500-Hz brief tones for estimating low-

frequency hearing sensitivity arise from a small number of
studies which suggest that:~1! the ABR to high-intensity
nonmasked 500-Hz tonal stimuli is primarily generated from
the basal end of the cochlea;~2! waveform identification of
the ABR to 500-Hz stimuli is problematic in quiet, and even
more so in the presence of high-pass~HP! noise masking;
and ~3! ABR thresholds to 500-Hz stimuli have poor fre-
quency specificity and thus are poor predictors of low-
frequency behavioral thresholds~e.g., Davis and Hirsh,
1976; Laukli, 1983a, 1983b; Laukliet al., 1988; Laukli and
Mair, 1986; Scherg and Volk, 1983; Sohmer and Kinarti,
1984; Weber, 1987!. Contrary to these results, many studies
have been successful in recording replicable and clearly
identifiable ABRs to air-conducted 500-Hz stimuli both in
quiet and in the presence of ipsilateral notched noise and/or
HP noise masking, down through 55 dB peak-to-peak
equivalent ~ppe! SPL and lower~Davis and Hirsh, 1979;
Hyde, 1985; Hydeet al., 1987; Jacobson, 1983; Kileny,
1981; Koderaet al., 1977a; Munnerleyet al., 1991; Purdy
et al., 1989; Siningeret al., 1997; Stapells, 1984, 1989;
Stapells et al., 1995; Stapells and Picton, 1981; Stapells
et al., 1994, 1990; Suzukiet al., 1977, 1981, 1984; Wu and
Stapells, in preparation!. In addition, high correlations~i.e.,
>0.9! between ABR thresholds to 500-Hz air-conducted
tones in notched noise and/or HP noise and 500-Hz pure-
tone behavioral thresholds have been demonstrated for nor-
mal and hearing-impaired subjects~e.g., Kileny and Ma-
gathan, 1987; Munnerleyet al., 1991; Stapellset al., 1995,
1990!.

a!Portions presented at American Speech–Language–Hearing Association
Convention, Seattle, WA, 21 November 1996.

b!Author to whom correspondence should be addressed. Electronic mail:
stapells@audiospeech.ubc.ca
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In view of the disagreement regarding the use of the
ABR to 500-Hz tones to estimate low-frequency hearing sen-
sitivity, the MLR has been proposed to be a better indicator
of 500-Hz sensitivity~e.g., Kavanaghet al., 1984; Kileny
and Shea, 1986; Palaskaset al., 1989; Scherg and Volk,
1983!. This suggestion has been based on the observation
that larger peak-to-peak amplitudes are measured for the
MLR compared to the ABR in response to 500-Hz tones,
leading to better detectability of the MLR~Scherg and Volk,
1983; Wu and Stapells, 1994, in preparation!. A commonly
held belief is that the MLR may be recorded using tones with
longer rise times than the ABR without causing a significant
decrease in the amplitude of the response. Tones with longer
rise times have greater acoustic frequency specificity
~Burkard, 1984; Gorga and Thornton, 1989; Jacobson, 1983;
Stapells and Picton, 1981!. The current literature on the ef-
fects of rise time on the MLR, however, shows significant
decreases in MLR amplitude when rise times exceed 5 ms
~Beiter and Hogan, 1973; Vivionet al., 1980!, similar to that
reported for the ABR~e.g., Stapells and Picton, 1981!.

To date, only three published studies have directly com-
pared the frequency specificity of the ABR to the MLR to
tonal stimuli and these have reported conflicting results
~Mackersieet al., 1993; Smithet al., 1990; Wu and Stapells,
1994!. Smith and colleagues employed forward masking of
2000-Hz probe tones with gerbils and reported that the MLR
is less frequency specific than the ABR. In contrast, Stapells
and co-workers~Mackersieet al., 1993; Wu and Stapells,
1994!, who tested human subjects with a simultaneous mask-
ing paradigm, reported no significant differences in the fre-
quency and place specificity of the ABR and MLR to low-
intensity ~60 dB ppe SPL! 500- and 2000-Hz probe tones.
The inconsistencies between the findings of Smithet al. and
these two later studies may be related to the differences in
masking techniques used, differences in adaptation charac-
teristics between the ABR and MLR, and/or species differ-
ences in the neural generators of the MLR. No published
research, however, has addressed the question of how fre-
quency specific the MLR is to higher intensity 500- and
2000-Hz tones. This information is clearly needed to deter-
mine the potential benefit of the MLR for threshold evalua-
tions.

Currently, the most widely used tonal stimuli for record-
ing evoked potentials are linear-gated brief tones. There are,
however, a number of nonlinear gating functions~e.g., co-
sine, exponential, Gaussian, Hanning, Kaiser–Bessel, exact-
Blackman! which can theoretically yield frequency spectra
that are more narrow than those for linear-gated tones, while
maintaining the rapid stimulus onset needed for eliciting
both the ABR and MLR~Gorga and Thornton, 1989; Harris,
1978; Nuttal, 1981!. The differences between the frequency
spectra of the linear and nonlinear stimuli are in the width of
the main energy lobe, the amplitudes of the sidelobes of
energy, and the rate of decay of the sidelobes with frequency.

Some investigators have claimed that the frequency
specificity of the ABR will be improved by using a
Blackman-gated tone~Gorgaet al., 1992; Gorga and Thorn-
ton, 1989; Telian and Kileny, 1989!. It has been suggested
that the reduction of energy in the sidelobes of the

Blackman-gated tone may have the advantage of removing
contributions to the evoked potentials from frequencies other
than the nominal frequency and thus yield more frequency-
specific responses than would have been obtained with a
linear-gated signal~Gorga and Thornton, 1989!. This may
not be the case, however, as the wider main lobe of the
exact-Blackman-gated tone likely stimulates a broader re-
gion of the basilar membrane. To date, no published studies
in humans have investigated how these frequency spectra
differences between the exact-Blackman- and linear-gated
tones are reflected by either of these evoked potentials.

Several noise masking techniques have been used to in-
vestigate the frequency and place specificity of evoked po-
tentials to different stimuli. These include: pure-tone mask-
ing ~Folsom, 1984, 1985; Folsom and Wynne, 1987; Klein,
1983; Klein and Mills, 1981a, b; Mackersieet al., 1993; Wu
and Stapells, 1994!; notched-noise masking~Abdala and Fol-
som, 1995; Beattie and Kennedy, 1992; Jacobson, 1983; Pic-
ton et al., 1979; Stapells, 1984; Stapells and Picton, 1981!;
and high-pass noise masking~Don and Eggermont, 1978;
Eggermont, 1976; Eggermont and Don, 1980; Kramer, 1992;
Nousak and Stapells, 1992!. Of these three types of noise
masking, high-pass noise yields the most frequency and
place specific evaluation of a response as there is little or no
downward spread of masking, as reflected by the steep high-
frequency edge of the VIIIth nerve action potential tuning
curves~Stapellset al., 1994, 1985!.

Using high-pass noise masking, the purposes of this
study were to assess:~1! the frequency specificity and co-
chlear contributions to the ABR and MLR to 80 dB ppe SPL
500- and 2000-Hz tones;~2! the differences, if any, in the
frequency and place specificity of the ABR~wave V! versus
MLR ~wave Na-Pa!; and ~3! the differences, if any, in the
frequency and place specificity of these responses to exact-
Blackman- versus linear-gated tones.

I. METHODS

A. Subjects

Twelve normal-hearing adults~4 males and 8 females!
participated in this study. The age range of the subjects was
18–40 years of age, with a mean age of 27.25 years. All had
behavioral pure-tone audiometric thresholds of 15 dB HL
~ANSI, 1989! or better at octave frequencies of 250 through
8000 Hz in the test ear, and no significant otologic or neu-
rologic histories. On each day of testing, typeA tympano-
grams~220-Hz probe tone! and a present ipsilateral acoustic
reflex to a 90 dB HL 1000-Hz tone were obtained.

B. Stimuli

The stimuli were generated and presented by a Neuro-
scan ‘‘STIM’’ system. The stimuli were 500- and 2000-Hz
brief tones which were presented in two conditions:~1! ‘‘2-
1-2’’ linear tones, consisting of a linear two-cycle rise and
two-cycle fall time, and a plateau time of one cycle, and~2!
exact-Blackman-gated tones, with a five-cycle total duration
and no plateau~Harris, 1978, formula 32!. Figure 1 displays
the acoustic spectra of these stimuli. The stimuli were of
alternating-onset polarity and were presented at a rate of
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9.4/s using Etymotic Research ER-2 insert earphones.
Alternating-onset-polarity stimuli were employed because
stimulus-related electrical artifacts and the cochlear micro-
phonic may be recorded, especially at moderate-to-high
stimulus intensities, and are effectively canceled by the po-
larity alternation~Davis, 1976!. The use of alternate-onset-
polarity stimuli also cancelled out the frequency following
response which may occur in ABRs to 500-Hz stimuli pre-
sented at stimulus intensities of 65 dB ppe SPL and above
~Davis and Hirsh, 1976; Gerkenet al., 1975!. The stimuli
were presented to one ear per subject, randomly selected for
each subject, and were presented at 80 dB ppe SPL. The
stimuli were calibrated daily using a Bru¨el & Kjaer DB0138
2-cc adaptor and 4152 coupler, 1-in. condenser microphone
~type 4144! and a 2209 sound-level meter. The 80 dB ppe
SPL value corresponds to levels of 53 dB nHL for the
500-Hz stimuli and 52 dB nHL for the 2000-Hz stimuli, as
determined from a pilot study conducted on 10 subjects with
normal hearing.

C. Broadband and HP noise masking

Broadband pink noise was generated by a white-noise
masking module~Coulbourn model S81-02! and pink noise
audio filter ~Coulbourn S86-05!, and then high-pass filtered
~Stanford Research System, model SR650, nominally 115
dB/octave slope!, and attenuated~Coulbourn S85-08!. The
actual slope of the filter, measured from the frequency spec-
tra using a Wavetek 804A spectrum analyzer, was 94 dB/
octave, with a stopband attenuation of 63.25 dB. The inten-
sity of the broadband pink noise required to mask the ABR
and MLR to the 80 dB ppe SPL exact-Blackman- and linear-
gated tones was initially determined behaviorally from a pi-
lot study conducted on ten normal-hearing adults. For each
subject in the present study, the maximum of the masker
intensity measured from the pilot study was increased in
1-dB steps until the ABR and MLR was judged to be com-

pletely masked. The mean pink noise masker intensity actu-
ally employed in this study was 92 dB SPL~range
590– 93 dB SPL!, measured prior to filtering through a
Brüel & Kjaer 2-cc adaptor and 4152 coupler, using a Bru¨el
& Kjaer 1-in. pressure microphone~type 4144! and sound
level meter~model 2209! set to slow normal~linear!.

The HP noise cutoff frequencies employed for the
500-Hz stimuli were: 4.0, 2.83, 2.0, 1.41, 1.0, 0.707, 0.5,
0.354, and 0.25 kHz; the HP cutoff frequencies for the
2000-Hz stimuli were: 8.0, 5.66, 4.0, 2.83, 2.0, 1.41, 1.0,
0.707, and 0.5 kHz.

D. Evoked potential recordings

All recordings and waveform analyses were carried out
using a Neuroscan ‘‘SCAN’’ system. Simultaneous record-
ings of the ABR and MLR were obtained using gold-plated
electrodes placed on the vertex~Cz! and earlobe~A1 or A2!
of each subject, with a forehead electrode~Fpz! serving as
ground. Interelectrode impedances were 2000 Ohms or less.
The electroencephalographic~EEG! signals were amplified
(gain5100 000) and analog filtered~10–3000 Hz, 6 dB/
octave, Grass model 12!. The EEG signals were digitized
~12-bit converter! using a sampling rate of 12 128 Hz over an
analysis time of 84 ms~including a pre-stimulus baseline of
3 ms!, and stored as averages of 1000 trials each. Trials
containing amplitudes exceeding625mV were automati-
cally rejected. The calibration of the EEG amplifier was
checked daily before each test session. The averaged re-
sponses were digitally filteredpost hocin the frequency do-
main~forward and inverse FFTs; data not windowed! using a
HP filter setting of 20 Hz~24 dB/octave! and a low-pass~LP!
filter setting of 1000 Hz~96 dB/octave!. After digital filter-
ing, average waveforms representing the overall average of
8000 sweeps were calculated, as were two replications of
4000 sweeps each and four replications of 2000 sweeps each.

E. Procedure

All testing was performed in a double-walled sound at-
tenuating room~Industrial Acoustics Corporation!. Subjects
were seated in a reclining chair, resting or reading quietly
during the testing. Subjects were instructed to remain awake
during testing, and their EEG activity was monitored on an
oscilloscope. All of the subjects were tested with the exact-
Blackman- and linear-gated stimuli at both 500 and 2000 Hz
in quiet and simultaneously with broadband pink noise, and
the nine HP noise cutoff frequency conditions for each
stimulus. Each stimulus frequency was tested over two ses-
sions with the HP noise conditions being presented in a dif-
ferent order for the second session. Four replications of 1000
sweeps each were collected within a test session yielding a
total ~over the two sessions! of 8000 sweeps for the non-
masked, broadband noise and HP noise conditions for each
stimulus. The orders of the stimulus test frequencies, linear
versus nonlinear stimuli, and the HP noise cutoff frequen-
cies, were all randomized for each subject.

FIG. 1. Acoustic spectra for exact-Blackman~thick line, ‘‘BLK’’ ! versus
linear-gated~thin line, ‘‘LIN’’ ! tones for 500 Hz~left! and 2000 Hz~right!.
These spectra were obtained by coupling the ER-2 insert earphone to a
Brüel & Kjaer 2-cc adapter and 4152 coupler, a 1-in. condenser microphone
~type 4144!, and a 2209 sound level meter. The ac output of the sound level
meter was routed to the ‘‘SCAN’’ system of the Neuroscan. The spectra
were obtained from FFTs of 200-trial time-domain averages, using a sam-
pling rate of 25 600 Hz over an analysis time of 20 ms, with the stimulus
waveforms centered in this window. The averaged waveforms were not
windowed prior to FFT.
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F. Response identification

The decision regarding the presence or absence of ABR
wave V and MLR wave Pa was made by combining the
ratings of three judges experienced in the identification of
ABRs and MLRs to tonal stimuli. All three judges had
knowledge of the frequency of the stimulus, however, they
were blind to the type of stimulus~exact-Blackman- versus
linear-gated tone! and to the HP noise cutoff frequency. The
order of rating the various HP noise conditions, as well as
the order of the subjects, were randomized for each rater.
Each judge scored the ABR and MLR waveforms indepen-
dently of the other judges. The three judges showed high
interjudge reliability, with Gamma probabilities ranging
from 0.844 to 0.922.

Each rater independently assigned a score of ‘‘1’’ to
‘‘4’’ to ABR wave V and MLR wave Pa in each subject’s
grand averages~8000 sweeps! for the various HP noise con-
ditions, based on the replicability of the wave in question.
The significance of the scores was as follows: a score of ‘‘4’’
indicated a ‘‘definite response’’, a ‘‘3’’ indicated a ‘‘prob-
able response’’, a ‘‘2’’ indicated a ‘‘probable no-response,’’
and a ‘‘1’’ indicated ‘‘definite no response.’’ The ratings
were then averaged, and mean ratings across the judges of
2.5 or higher were considered ‘‘response present’’~Stapells,
1984; Stapellset al., 1990!.

G. Response measurements

Peak-to-peak amplitude measures of ABR wave V-V8
and MLR wave Na-Pa for each subject were obtained from
each subject’s grand average waveforms~8000 trials! for
those peaks judged to contain a response in the various HP
noise masking conditions. Peaks judged as no response, as
determined by a mean rating of less than 2.5, were assigned
an amplitude value of zeromV.1

Wave V was defined as the maximum vertex-positive
peak occurring between 6 and 20 ms following stimulus on-
set. If several peaks of equal amplitude occurred within this
range, the peak preceding the largest negative shift was se-
lected. Wave V8 was defined as the greatest negativity oc-
curring within 8 ms after wave V~Stapells and Picton, 1981;
Nousak and Stapells, 1992!. MLR wave Na was defined as
the largest negativity following wave V and occurring be-
tween 10 and 30 ms; wave Pa was the largest positivity fol-
lowing wave Na and occurring between 20 and 50 ms
~Mackersieet al., 1993!. Latency values were corrected for
the delay introduced by the insert earphones.

H. Statistical analyses

Peak-to-peak amplitudes and latencies were analyzed
using descriptive statistics and repeated measures analyses of
variance ~ANOVAs!. Greenhouse–Geisser epsilon correc-
tions for the degrees of freedom for repeated measures were
employed when appropriate~Greenhouse and Geisser, 1959!.
Probabilities reported reflect these adjustments. Results were
considered statistically significant ifp,0.01. When signifi-
cant results were found in the ANOVAs, Newman–Keuls

post hoctests were performed to determine the pattern of the
significant differences. Results of thesepost hocanalyses
were considered significant ifp,0.05.

II. RESULTS

A. Nonmasked responses

The waveforms on the top of Fig. 2 represent the grand
mean (N512) nonmasked ABRs and MLRs recorded to 80
dB ppe SPL 500- and 2000-Hz exact-Blackman- and linear-
gated tones. ABR wave V and MLR wave Pa are labeled.

Mean ~6 standard deviation! peak-to-peak amplitude
values for the nonmasked responses to the 500-Hz stimuli
are: 0.3660.10mV, 0.4060.12mV, 0.6560.20mV, and
0.6760.23mV for wave V to linear tones, wave V to exact-
Blackman tones, wave Pa to linear tones, and wave Pa to
exact-Blackman tones, respectively. The mean~6 standard
deviation! amplitudes for the responses to the nonmasked
2000-Hz tones are: 0.4160.12mV, 0.3760.08mV, 0.55
60.17mV, and 0.5760.18mV for wave V to linear tones,
wave V to exact-Blackman tones, wave Pa to linear tones,
and wave Pa to the exact-Blackman tones, respectively. A
three-way repeated measures ANOVA~stimulus
frequency3wave3window! calculated on the amplitude re-
sults for the quiet condition revealed that the peak-to-peak
amplitude of MLR Na-Pa is significantly larger compared to
the amplitude of ABR V-V8 @p50.0001#. There are no sta-
tistically significant differences between the amplitudes of
the responses to the exact-Blackman- versus linear-gated

FIG. 2. Grand mean (N512) waveforms recorded to 80 dB ppe SPL 500-
and 2000-Hz exact-Blackman- and linear-gated tones recorded in nine HP
noise conditions.
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tones@p50.385#, or to the responses to 500- vs 2000-Hz
tones@p50.132#. No interactions reached statistical signifi-
cance @p50.012– 0.496#, however, there is a trend@p
50.012# for wave Na-Pa to be slightly larger to the 500-Hz
tones compared to the 2000-Hz tones.

The mean~6 standard deviation! absolute latency val-
ues obtained for the responses to the nonmasked 500-Hz
tones are: 9.9160.96 ms, 10.8460.83 ms, 31.9761.57 ms,
and 32.3161.21 ms forwave V to linear tones, wave V to
exact-Blackman tones, wave Pa to linear tones, and wave Pa
to exact-Blackman tones, respectively. The mean~6 stan-
dard deviation! latencies for the responses to the nonmasked
2000-Hz tones are: 7.0860.34 ms, 7.2960.60 ms, 27.88
61.16 ms, and 28.6261.49 ms for wave V to linear tones,
wave V to exact-Blackman tones, wave Pa to linear tones,
and wave Pa to exact-Blackman tones, respectively. A three-
way repeated measures ANOVA~stimulus frequency3wave
3window! calculated on the absolute latency values revealed
expected significant main effects for stimulus frequency@p
,0.0001# and wave@p,0.0001#, with later latencies for the
responses to the 500-Hz stimuli and for MLR wave Pa.
There is also a significant latency difference between the
responses to exact-Blackman- versus linear-gated tones@p
50.0003#, with the responses to the exact-Blackman-gated
tones having a longer latency. No interactions reached statis-
tical significance@p50.035– 0.915#

B. HP noise masking

The grand mean waveforms recorded to 80 dB ppe SPL
500- and 2000-Hz exact-Blackman- and linear-gated tones
for the nine HP noise masking conditions are also displayed
in Fig. 2. In response to the 500-Hz tones, clear ABRs and
MLRs are present in each of the HP noise masking condi-
tions down through 707 Hz, with no responses present at the
lowest HP noise cutoff frequencies~i.e., 500, 354, and 250
Hz!. For the 2000-Hz stimuli, ABR wave V and MLR wave
Pa are clearly evident down to a HP noise masking cutoff
frequency of 2830 Hz and both waves disappear at cutoff
frequencies of 1410 Hz and below. MLR wave Pa is present
in the recordings obtained in the presence of HP noise with a
2000-Hz cutoff, however, there is no clear wave V in this
condition. There are no obvious differences in the responses
to the exact-Blackman- versus linear-gated tones at either
stimulus frequency.

The ABRs and MLRs recorded in the presence of HP
noise masking are smaller in amplitude and longer in latency
than the nonmasked responses. The decrease in amplitudes
and increase in latencies are evident even at the highest HP
noise cutoff frequency 2–3 octaves above each stimulus fre-
quency~i.e., 4000 Hz for the 500-Hz tones, and 8000 Hz for
the 2000-Hz tones!. The responses then remain essentially
unchanged as the cutoff frequency of the masking noise is
lowered until it is within a half octave of the nominal stimu-
lus frequencies. When the cutoff frequency of the HP noise
is a half octave above the nominal stimulus frequencies, a
significant decrease in the amplitudes and increase in the
latencies of the ABR and MLR occurs prior to the wave-
forms disappearing when the cutoff frequency is less than or
equal to the nominal stimulus frequency.

Figure 3 presents the ABRs and MLRs recorded in the
presence of HP noise masking to 80 dB ppe SPL 500- and
2000-Hz linear-gated tones superimposed for each of the 12
subjects. The HP noise conditions displayed in half-octave
steps range from 1410 through 354 Hz for the responses to
the 500-Hz tones, and from 5660 to 1410 Hz for the re-
sponses to the 2000-Hz tones. These HP noise conditions
were selected as they show the greatest changes in response
amplitude and latency for each of the stimulus frequencies.
The response changes with HP noise cutoff frequency seen
in the grand mean waveforms~Fig. 2! are also clearly re-
flected in the individual subjects’ results.

Amplitudes for the responses recorded in HP noise were
normalized to a percentage of their nonmasked amplitudes.
Mean normalized ABR V-V8 and MLR Na-Pa amplitudes
~and standard deviations! are plotted in Fig. 4 as a function
of HP noise cutoff frequency. There is little or no change in
the amplitudes of waves V-V8 and Na-Pa as the cutoff fre-
quency of the HP noise is lowered to within a half octave
above the stimulus frequency, where there is a sharp dropoff
in response amplitude. The normalized amplitudes of ABR
V-V 8 and MLR Na-Pa to the 2000-Hz stimuli are lower~in
percent! than those for the 500-Hz tones. This is especially
evident for MLR Na-Pa, as indicated by a significant
ANOVA main effect for wave shown at this stimulus fre-
quency~see Table I!.

Three-way repeated measures ANOVAs were calculated
separately for the 500- and 2000-Hz amplitude profiles for
the HP noise conditions. The results of these ANOVAs, sum-

FIG. 3. ABRs and MLRs recorded from each individual subject (N512) to
80 dB ppe SPL 500- and 2000-Hz linear-gated tones presented in HP noise
~‘‘HPN’’ ! with cutoffs ranging from 1410 to 354 Hz for the 500-Hz tones,
and from 5660 to 1410 Hz for the 2000-Hz tones.
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marized in Table I~left side!, reveal a significant main effect
for HP noise cutoff frequency for both the 500- and 2000-Hz
stimuli. Neuman–Keulspost hoc testing of the amplitude
profiles for the 500-Hz tones reveal the ABRs and MLRs
recorded at HP noise cutoff frequencies of 1000–4000 Hz
are significantly larger in amplitude than those recorded at
cutoff frequencies of 707 Hz and below.Post hoccompari-
sons of the amplitude profiles for 2000-Hz tones show that
the main effect for HP noise cutoff frequency is due to the
fact that the ABR/MLR recorded at cutoff frequencies of
2830–8000 Hz has significantly larger normalized ampli-
tudes than those recorded at cutoff frequencies of 2000 Hz
and below. The amplitudes for the nonmasked condition
were excluded in these analyses. The results of thepost hoc
analyses indicate that there is little contribution of stimulus
energy from the frequencies greater than one or more octaves
above nominal frequencies to the ABRs and MLRs to the 80
dB ppe SPL 500- and 2000-Hz tones.2 The significant main
effect for wave indicates that the amplitude of ABR wave
V-V 8 to the 2000-Hz stimuli is significantly larger than for
MLR wave Na-Pa, relative to their nonmasked amplitudes.
There is no significant HP noise3wave interaction, however,
demonstrating that there is no difference in the frequency
specificity of these evoked potentials. There are no signifi-
cant differences between the amplitude profiles for responses
to exact-Blackman- versus linear-gated tones@i.e., no main
effect for window# for either stimulus frequency, nor any
significant interactions involving window. Both the ABR and
MLR in response to the 2000-Hz tones show greater de-

creases by masking compared to the responses to the 500-Hz
tones. This difference, however, was not tested statistically.
These findings show that there are no significant differences
in the frequency specificity of the ABR versus the MLR, or
in the responses to exact-Blackman- versus linear-gated
tones. These results also suggest that the responses to the
500- and 2000-Hz tones are equally place specific. Signifi-
cant changes in response amplitudes to both frequencies only
occur when the HP masker cutoff was within a half octave of
the nominal stimulus frequencies.2

Each subject’s latencies for ABR wave V and MLR
wave Pa were measured in the various HP noise conditions.
Mean absolute latency values for the 500- and 2000-Hz
stimuli are plotted as a function of the cutoff frequency of
the HP noise in Fig. 5. Mean latencies for the Quiet condi-
tion are also plotted. Each symbol in the figure represents a
minimum of ten subjects’ data for the responses to the
500-Hz tones, and 11 subjects’ data for the responses to the
2000-Hz tones. The latencies of waves V and Pa are longer
to the 500-Hz tones compared to the 2000-Hz tones. As in-
dicated above and discussed below, latencies of the ABR and
MLR are longer with introduction of the HP noise with a
cutoff 2–3 octaves above the stimulus nominal frequency.
The latencies of waves V and Pa then remain essentially
unchanged as the cutoff frequency of the HP noise is low-
ered, until the HP noise cutoff reaches within approximately
a half to one octave above the stimulus nominal frequency.
The increases in latency are greater for the responses to the

FIG. 4. Mean and standard deviation~s.d.! response amplitude profiles for
ABR wave V-V8 and MLR wave Na-Pa to 500- and 2000-Hz exact-
Blackman- versus linear-gated tones recorded in the HP noise masking con-
ditions.

TABLE I. Results of three-way repeated measures analyses of variance for
amplitude and latency profiles for the HP noise conditions.

Source of
variance

Amplitudea Latency

500 Hz 2000 Hz 500 Hz 2000 Hz

df Pb df P df P df P

Wave 1 0.923 1 0.006c 1 0.0c 1 0.0c

Error term 11 11 9 7

Window 1 0.234 1 0.945 1 0.002c 1 0.005c

Error term 11 11 9 7

HP noise
cutoff
frequency~CF!

8 0.0c 8 0.0c 5 0.0c 3 0.61

Error term 88 88 45 21

Wave3Window 1 0.958 1 0.188 1 0.516 1 0.104
Error term 11 11 9 7

Wave3HP noise CF 8 0.028 8 0.056 5 0.539 3 0.248
Error term 88 88 45 21

Window3HP
noise CF

8 0.223 8 0.326 5 0.167 3 0.763

Error term 88 88 45 21

Wave3Window
3HP noise CF

8 0.32 8 0.163 5 0.484 3 0.773

Error term 88 88 45 21

aANOVAs for amplitude profiles were based on percent of the nonmasked
amplitudes.

bProbabilities reflect Greenhouse–Geisser epsilon corrections for degrees of
freedom for repeated measures.

cp,0.01.
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500-Hz stimuli compared to the responses to the 2000-Hz
tones, reflecting the longer cochlear delays associated with
apical cochlear activation.

Latency data were analyzed in a similar manner for re-
sponses to each stimulus frequency~i.e., down to within one-
half octave above the nominal stimulus frequency!. Re-
sponses at lower HP cutoff frequencies were few and thus
were not included. Specifically, the HP noise cutoff frequen-
cies analyzed for the 500-Hz stimuli were from 707 to 4000
Hz; the cutoff frequencies evaluated for the 2000-Hz tones
were from 2830 to 8000 Hz. Results for the Quiet condition
were not included. Separate three-way repeated measures
ANOVAs were carried out on the absolute latency values
from 10 subjects’ responses to the 500-Hz tones and eight
subjects’ responses to the 2000-Hz tones. The remaining
subjects’ data were excluded from the analyses because their
waveforms did not contain replicable responses to the exact-
Blackman- and/or linear-gated tones in the lowest HP noise
conditions included in the analyses~i.e., 707 Hz for the
500-Hz tones; 2830 Hz for the 2000-Hz tones!. The results
of the ANOVAs, presented in Table I~right side!, reveal an
expected significant main effect for wave for both stimulus
frequencies, with longer latencies for MLR wave Pa. A sig-
nificant main effect for HP noise cutoff frequency is seen for
the 500-Hz stimuli only.Post hoccomparisons reveal that
the latencies of the responses recorded to the 500-Hz tones in
the presence of 707 and 1000 Hz HP noise masking are
significantly longer than those recorded in HP noise with
higher cutoff frequencies~i.e., 1410–4000 Hz!. Small but
nonsignificant latency increases are seen for the responses to

the 2000-Hz tones as the cutoff frequency of the HP noise is
lowered. The results of the ANOVAs also demonstrate that
the latencies of the responses to the exact-Blackman-gated
tones are significantly longer in comparison to the responses
to the linear-gated tones~significant main effect for win-
dow!. No interactions involving wave reached statistical sig-
nificance for either of the stimulus frequencies.

III. DISCUSSION

A. Frequency specificity of evoked potentials to brief
tones

The results of this HP noise study suggest that the ABR
and the MLR show reasonably good frequency and place
specificity to 500- and 2000-Hz brief tones presented at 80
dB ppe SPL. The amplitude profiles for the HP masking
conditions illustrate that there are no significant decreases in
response amplitudes until the cutoff frequency of the noise is
lowered to 707 Hz for the 500-Hz stimuli, and to 2000 Hz
for the 2000-Hz tones. This indicates that any spread of
stimulus energy or cochlear excitation to frequency regions
more than one-half octave above the nominal frequency does
not contribute to these responses.

Similarly, significant increases in the response latencies
to the 500-Hz tones occurred in this study only when the
cutoff frequency of the HP noise was within a half to one
octave of the nominal stimulus frequency. Lowering of the
cutoff frequency of the noise from 8000 to 2830 Hz pro-
duced small but nonsignificant increases in latencies to the
2000-Hz tones. Significant latency changes for the responses
to 2000-Hz tones are less likely compared to the responses to
the 500-Hz tones because:~1! removing contributions to the
response from more basal regions of the cochlea produce
very small changes in the response latencies to the 2000-Hz
tones due to the better neural synchrony of responses to
stimulation of the higher frequency regions of the cochlea
~Kiang, 1975!; ~2! an equivalent latency shift corresponds to
a greater distance along the basilar membrane in the 2000-Hz
region compared to the 500-Hz region~Tonndorf, 1970!; and
~3! the longer cochlear delay times associated with apical
versus basal cochlear activation~Békésy, 1960!. When the
cutoff frequency of the noise was equal to or lower than the
nominal stimulus frequency~i.e., 500 and 2000 Hz!, the
evoked potentials completely disappear, suggesting that co-
chlear contributions to these responses come from a rela-
tively narrow region along the cochlear partition.

Our interpretation of the changes in the amplitudes and
latencies of the responses as a function of the cutoff fre-
quency of the HP noise seen in this study is supported by
physiological data obtained from direct cochlear nerve fiber
recordings in cats to moderate-intensity click stimuli~Evans
and Elberling, 1982!. Evans and Elberling’s results show a
sharp dropoff, or transition, in the amplitude profiles from
nonmasked to totally masked cochlear fiber response when
the cutoff frequency of the HP noise is either equal to or
within one-half to one octave of the fiber’s characteristic
frequency~CF!. They also showed that lowering the cutoff
frequency of the HP noise had no effect on the absolute
latencies of the peaks in the cochlear fiber histograms until

FIG. 5. Mean waves V and Pa absolute latencies and standard deviations
~s.d.! to the 500- and 2000-Hz stimuli as a function of HP noise cutoff
frequency. Results for the nonmasked QUIET condition, indicated by ‘‘Q,’’
are also plotted. Each symbol represents a minimum of 10 subjects for the
500-Hz tones and 11 subjects for the 2000-Hz tones.
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the cutoff frequency was within a half octave of the CF of
the cochlear fiber~Evans and Elberling, 1982!.

In contrast to the findings of the current study, Burkard
and Hecox~1983! reported an increase in mean absolute
wave V latencies of approximately 1.5 ms as the cutoff fre-
quency of HP noise was lowered from 8000 to 1000 Hz for
responses to 82 dB ppe SPL 1000-Hz tones presented in 63
dB SPL broadband noise. Based on these latency changes,
Burkard and Hecox concluded that the nonmasked response
to the moderate-intensity 1000-Hz tones lacked frequency
specificity and predominately reflected contributions to the
response from the basal regions of the cochlea. Latency pro-
files, however, tend to reflect any higher frequency contribu-
tions to a response to a greater extent than coexisting lower
frequency contributions. Amplitude profiles tend to give a
different picture. For example, compare the latency and am-
plitude pure-tone masking profiles presented by Folsom~Fol-
som, 1984, Figures 2a and 3a!: the latency profile shows that
only the 3000- and 4000-Hz regions of the basilar membrane
contribute to ABR wave V to 40-dB nHL nonmasked clicks.
In contrast, Folsom’s amplitude profile indicates cochlear
contributions to the nonmasked response arise from a
broader range of frequencies~1000–8000 Hz!. Similarly,
Don and Eggermont, employing the high-pass noise derived
response~HP/DR! technique, have demonstrated that ABR
wave V latencies to 40–60 dB SL~sensation level! non-
masked clicks reflect cochlear contributions from the higher
frequencies even though the response contains contributions
from nearly the entire cochlear partition~Don and Egger-
mont, 1978; Eggermont and Don, 1980!.

Burkard and Hecox~1983! did not provide amplitude
results for their various HP noise conditions, making com-
parisons to the current as well as other studies difficult.
Methodological differences~e.g., differences in the intensity
of the masking noise! as well as the differences in criteria
used to determine frequency and place specificity~amplitude
versus latency changes! may explain why Burkard and He-
cox ~1983! reached different conclusions regarding the fre-
quency specificity of responses to moderate-intensity tonal
stimuli. The present study’s results—amplitude and
latency—are quite different from their results. It is, therefore,
appropriate to consider the results of other studies employing
different masking paradigms.

Studies which have investigated the frequency specific-
ity of the ABR to tonal stimuli by comparing the responses
recorded in quiet to those recorded in notched noise maskers
have shown that the responses are frequency specific when
tones are presented at 70 dB ppe SPL or lower. When stimu-
lus intensities are greater than 70 dB ppe SPL, however, the
response is in part influenced by contributions from frequen-
cies away from the nominal stimulus frequency~Beattie and
Kennedy, 1992; Jacobson, 1983; Pictonet al., 1979;
Stapells, 1984; Stapells and Picton, 1981!. That is, above 70
dB ppe SPL, the introduction of notched noise masking sig-
nificantly increases the latency and decreases the amplitude
of ABR wave V compared to the nonmasked response, with
larger changes in wave V latency occurring for the responses
to the 500-Hz tones compared to responses to the 2000-Hz
tones. The early notched-noise investigations, however, did

not determine which specific frequency regions along the
basilar membrane were contributing to the nonmasked re-
sponse. This is because the center frequency of the notch was
fixed at the nominal stimulus frequency. Recently, Abdala
and Folsom~1995! varied the location of the notch along the
basilar membrane in order to more directly assess cochlear
contributions to ABR wave V to moderate intensity~77–86
dB ppe SPL! nonmasked tonal stimuli. They centered their
one-octave-wide notch at 1/3-octave intervals above and be-
low the stimulus test frequencies~e.g., for the 1000-Hz
tones, the center frequencies of the notched noise were: 666,
833, 1000, 1333, and 1666 Hz!. Abdala and Folsom~1995!
reported that the maxima in their response amplitude profiles
occurred at the nominal stimulus frequencies, indicating that
the nonmasked ABRs are frequency and place specific. They
also calculated bandwidth as well as low- and high-
frequency slope measures on the amplitude profiles, and con-
firmed the sharp tuning of the tonal ABRs.

Finally, a number of studies have employed pure-tone
masking to investigate the frequency and place specificity of
evoked potentials to tonal stimuli~Brown and Abbas, 1987;
Dolan and Klein, 1987; Folsom, 1984, 1985; Folsom and
Wynne, 1987; Klein, 1983; Klein and Mills, 1981a, 1981b;
Mackersieet al., 1993; Wu and Stapells, 1994!. The results
of these pure-tone masking studies have shown that ABRs
and MLRs to low- and moderate-intensity~60–80 dB ppe
SPL! 500–8000 Hz tonal stimuli have good frequency and
place specificity, with maximal masking~latency and ampli-
tude profiles! occurring either at the nominal stimulus fre-
quency or within less than a half octave of this frequency.
The pure-tone masking profiles also have steep low- and
high-frequency slopes, indicating little or no contributions to
the nonmasked response from regions of the basilar mem-
brane one or more octaves away from the nominal stimulus
frequency. Considered together, the findings in the present
study and the results from previous notched noise and pure-
tone masking studies strongly suggest that ABRs and MLRs
to 80 dB ppe SPL nonmasked tonal stimuli have good fre-
quency and place specificity.

The pure-tone masking studies by Folsom~1984! have
also shown that higher stimulus intensities can degrade the
frequency and place specificity of ABRs to lower-frequency
tonal stimuli. His wave V amplitude and latency profiles to
1000-Hz stimuli ~filtered clicks! presented at 75 dB peak
SPL ~measured in a 6-cc coupler! are sharply tuned to the
nominal stimulus frequency. When these same stimuli are
presented at 95 dB peak SPL, however, the profiles~ampli-
tude and latency! peak at 1500 Hz with significant cochlear
contributions to the response from the 2000–4000 Hz re-
gions. Folsom’s findings suggest that there is a critical stimu-
lus intensity, located between 75 and 95 dB peak SPL, above
which the responses to nonmasked low-frequency tones be-
comes substantially less frequency and place specific. The
results of our current study indicate that this critical level
likely occurs between 81 and 92 dB ppe SPL—
approximately 55–65 dB nHL~Purdy et al., 1989; Stapells
et al., 1990!—for both the ABR and MLR. Future masking
studies, however, are needed to carefully define this critical
level.
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B. Frequency specificity of the ABR versus the MLR

No significant differences were found in the frequency
specificity of ABR wave V-V8 versus that of MLR wave
Na-Pa, as illustrated by the amplitude and latency profiles for
the HP noise conditions. The lack of significance for the
differences in frequency specificity of the ABR versus the
MLR is in agreement with studies by Mackersieet al. ~1993!
and Wu and Stapells~1994!, which demonstrated that the
ABR and MLR are equally frequency specific for low-
intensity~i.e., 60 dB ppe SPL! 500- and 2000-Hz tones. The
results of the present study, however, are not in agreement
with those of Smithet al. ~1990!, who concluded that the
MLR is less frequency specific compared to the ABR be-
cause their MLR frequency tuning curves had a similar V-
shape but wider width than the ABR curves and that the
MLRs were more susceptible to effects of pure-tone masking
than the ABR. The contradictory findings between Smith
et al. ~1990! and the present results may be due to differ-
ences in the masking procedures employed~HP noise versus
pure-tone masking!, differences in generators between the
species~humans versus gerbils!, or differences in adaptation
characteristics for the ABR versus the MLR~simultaneous
versus forward masking!.

C. Responses to exact-Blackman- versus linear-gated
tones

The mean amplitude and latency profiles for the re-
sponses recorded in HP noise show no significant differences
exist in the frequency specificity of the evoked potentials to
the exact-Blackman- versus linear-gated tones. This finding
is in agreement with unpublished results of Purdy and Abbas
~1989!, and does not provide support for the recommenda-
tion to use Blackman-gated tones specifically to improve the
frequency specificity of the ABR~e.g., Gorgaet al., 1992;
Gorga and Thornton, 1989; Telian and Kileny, 1989!.

D. ABRs and MLRs to 500- vs 2000-Hz tones

ABRs and MLRs recorded to 80 dB ppe SPL 500-Hz
tones in quiet are longer in latency compared to the re-
sponses recorded to the same intensity 2000-Hz tones. The
longer latency of the nonmasked 500-Hz responses is due to
the greater cochlear delay times associated with apical co-
chlear activation. Latency delays of approximately 3–4 ms
are seen for waves V and Pa as stimulus frequency is
changed from 2000 to 500 Hz. There is no significant differ-
ence in the frequency-based latency delay for the ABR ver-
sus MLR. The size of the latency shift for waves V and Pa as
a function of stimulus frequency reported in this study are in
general agreement with the latency shifts reported by previ-
ous investigations~Stapells, 1984; Stapells and Picton, 1981;
Wu and Stapells, in preparation!. The longer latencies for the
nonmasked responses to the 500-Hz tones may also be, in
part, due to their longer rise times~4–5 ms! compared to the
2000-Hz tones~1–1.25 ms!. Previous studies have shown
longer rise times result in later wave V latencies~Jacobson,
1983; Koderaet al., 1977b; Stapells and Picton, 1981!.

In the present study, no differential effects of stimulus
frequency were found on the nonmasked amplitudes of

waves V-V8 and Na-Pa, although there was a nonsignificant
trend for wave Na-Pa to be slightly larger for the responses
to the 500-Hz tones compared to the 2000-Hz tones. This
finding is in agreement with the results of Wu and Stapells
who also report no significant wave V-V8 amplitude differ-
ences for responses to 500- vs 2000-Hz tones~Wu and
Stapells, in preparation!. Those authors, however, did find
slightly but significantly larger Na-Pa amplitudes for the
500- versus 2000-Hz tonal stimuli~Wu and Stapells, in
preparation!. The current study also showed that the non-
masked amplitude of MLR wave Na-Pa is significantly
larger compared to ABR wave V-V8. This finding is in
agreement with previous studies~Scherg and Volk, 1983;
Wu and Stapells, 1994; in preparation! and this amplitude
effect is likely a reflection of the nature of the measurement
~i.e., determining where the ABR wave V ends and the MLR
wave Na begins!.

In the current study, the noise masking had a greater
impact on the amplitudes of the ABRs and MLRs recorded
to the 2000-Hz tones compared to those recorded to the
500-Hz stimuli, with this effect especially evident for MLR
wave Na-Pa~see Fig. 2!. Several studies of the ABR have
shown that broadband, high-pass, or notched-noise masking
produce greater decreases in the amplitude of responses to
higher- versus lower-frequency stimuli~Beattie and
Kennedy, 1992; Burkard and Hecox, 1983, 1987; Purdy
et al., 1989; Stapells, 1984; Stapellset al., 1994, 1985!. This
greater masking effect on responses to the 2000-Hz tones is
likely related, at least in part, to the larger behavioral thresh-
old shifts produced by broadband noise for higher- versus
lower-frequency tonal stimuli~Hawkins and Stevens, 1950!.

E. Response changes seen with the introduction of
the HP masker

The evoked potentials recorded in HP noise masking
were smaller in amplitude and longer in latency than the
nonmasked responses. This occurred for responses to both
stimulus frequencies. These changes in response amplitudes
and latencies are evident at the highest HP noise cutoff fre-
quency for each tonal stimulus~i.e., HP 4000 Hz for the
500-Hz tones and HP 8000 Hz for the 2000-Hz tones!.

One possible explanation for these changes is a low-
level ~approximately 30 dB SPL! broadband noise masking
effect resulting from the input broadband noise intensity
(mean592 dB SPL! being higher than the maximum stop-
band attenuation of the HP filter ~measured
attenuation563.25 dB!. Burkard and Hecox~1983! have
demonstrated that broadband masker intensities of 23 dB
SPL and above produce decreases in the amplitude of wave
V to moderate intensity 1000- and 4000-Hz tones, and in-
creases in wave V latency when noise levels are 33 dB SPL
or greater. Consistent with this ‘‘broadband masking’’ expla-
nation, no further changes in amplitude or latency were seen
in the present study until the HP masker cutoff approached
~i.e., within one-half to one octave! the tone’s nominal fre-
quency.

An alternative or, more likely, an additional factor ac-
counting for some of the changes in the amplitude and la-
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tency with the introduction of the high-pass noise at the
highest cutoff frequency may be a central masking effect.
The MLR has been shown to be more susceptible than the
ABR to masking noise delivered to the ear contralateral to
stimulation ~Galambos and Makeig, 1992! @as well as to
masking delivered ipsilaterally~Gott and Hughes, 1989!#.
This greater effect of ‘‘central masking’’ on the MLR would
be consistent with the findings of the present study.

Finally, there may be a third explanation for the shift in
latencies and amplitudes which occurred with the introduc-
tion of high-pass masking noise 2–3 octaves above the
stimulus frequency. The nonmasked response may actually
receive substantial contributions from the high-frequency re-
gions of the cochlea located above the highest cutoff fre-
quency of the noise, and well above~2–3 octaves! the stimu-
lus frequencies. Although it cannot be definitely ruled out,
this third explanation appears unlikely for the following rea-
sons. First, there are no significant changes in the amplitude
or latency of the response as the HP noise cutoff frequency is
lowered from 2 to 3 octaves above the nominal stimulus
frequency until the HP cutoff frequency is within 0.5–1.0
octaves above the stimulus nominal frequency. If this expla-
nation were correct, one would expect there to be amplitude
decreases and latency increases with each HP cutoff change.
Second, at an equivalent number of octaves above the stimu-
lus frequency, the decreases in amplitude are greater for re-
sponses to 2000-Hz tones compared to responses to 500-Hz
tones. For example, the mean normalized wave V-V8 ampli-
tudes~averaged across exact-Blackman and Linear windows!
are: 61% for responses to 2000-Hz tones with a 8-kHz HP
cutoff, and 70% for responses to 500-Hz tones with a 2-kHz
HP cutoff. Such a finding, if not related to a simple low-level
broadband noise masking and/or central masking effect,
would suggest poorer frequency and place specificity of the
ABR to 2000-Hz tones compared to 500-Hz tones. Such a
view is not supported by previous electrophysiologic re-
search, auditory nerve physiology@higher Q10 values are
consistently reported for cochlear nerve fibers with higher
versus lower CFs, indicating sharper tuning~for review, see
Pickles, 1988!#, nor current beliefs regarding the frequency
specificity of the ABR~for reviews, see Stapellset al., 1995,
1985!. Third, the approximately 3-ms latency shift for the
responses to 2-kHz tones seen with the introduction of the
8-kHz HP masker must be explained by mechanism~s! other
than a shift in cochlear place, since 3 ms is much greater than
the time required to travel from the base to 2-kHz cochlear
place. Fourth, many studies employing pure-tone or notched-
noise masking in adults and infants have shown that ABRs to
500-, 1000-, 2000-, 4000-, and 8000-Hz air-conducted tones
presented at stimulus intensities ranging from 60 to 86 dB
ppe SPL show quite good frequency and place specificity
~Abdala and Folsom, 1995; Dolan and Klein, 1987; Folsom,
1984, 1985; Folsom and Wynne, 1987; Klein, 1983; Mack-
ersie et al., 1993; Wu and Stapells, 1994!. These studies
have demonstrated that the maximum reductions or peaks in
the ABR amplitude and latency profiles occurred either at the
nominal stimulus frequency or within a narrow range~half-
octave! of this frequency. This final explanation for the shift
in latencies and amplitudes which occurred with the intro-

duction of high-pass masking noise 2–3 octaves above the
stimulus frequency therefore seems the least plausible of the
three possibilities.

IV. CONCLUSIONS

The mean amplitude and latency profiles for the re-
sponses recorded in HP noise indicate that ABR V-V8 and
MLR Na-Pa to moderately intense~80 dB ppe SPL! exact-
Blackman- and linear-gated tones are frequency and place
specific. There are no significant differences in the frequency
and place specificity of the ABR versus MLR or for re-
sponses to exact-Blackman- versus linear-gated tones. If one
assumes that contributions from frequencieslower than the
tones’ nominal frequencies are equal to~or, more likely, less
than! those from higher frequencies, cochlear contributions
to these responses come from narrow regions along the basi-
lar membrane~i.e., within one-half octave above and below
the nominal stimulus frequency!. Contributions from fre-
quency regions below the stimulus’ nominal frequencies,
however, were not directly assessed by the use of high-pass
noise masking alone. In order to assess these lower fre-
quency contributions at and above the nominal frequencies,
narrow-band ‘‘derived’’ responses must be calculated. These
derived response analyses are presented in our following pa-
per ~Oates and Stapells, 1997!.

The present results apply only to moderate intensity~80
dB ppe SPL! nonmasked tonal stimuli. It is likely that re-
sponses to higher stimulus intensities~>90 dB ppe SPL!
will show increased cochlear contributions from frequencies
away from the nominal stimulus frequency due to the in-
creased effects of spectral splatter as well as the upward
spread of cochlear excitation. Future research is needed to
better define the frequency and place specificity of evoked
potentials to nonmasked high-intensity tones and thus their
potential application in the clinical evaluation of hearing sen-
sitivity, especially with the hearing-impaired population.
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1An evaluation of the lowest amplitude values recorded for ‘‘response
present’’ waveforms was made to determine whether these values were
close to 0mV. Of the 960 possible amplitude measures for ABR wave
V-V 8 and MLR wave Na-Pa~480 values each!, 134 of the wave V and 154
of the wave Na-Pa were scored as zeromV. At least 90% of these 0-mV
values for the ABR and MLR occurred when the HP cutoff frequency was
at or below the nominal stimulus frequencies. The smallest recorded values
were 0.07mV for wave V-V8 and 0.11mV for wave Na-Pa, both of which
are close to zero. Thus the insertion of a 0-mV value for waves judged as
‘‘no response’’ appears to have been a reasonable estimate. It is possible,
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however, that the use of 0-mV values for responses judged as ‘‘no re-
sponse’’ violated the assumptions of the ANOVA regarding normal distri-
butions and heterogeneity of variance, even though the ANOVA is quite
robust to such violations~Glass and Hopkins, 1996!. Therefore, we re-
analyzed the amplitude data by re-calculating the ANOVAs eliminating
those conditions containing ‘‘no-response’’ results. The pattern of the re-
sults remained the same~see Sec. II!.

2Possible explanations for the changes in response amplitude and latency
which occurred at both stimulus frequencies with the introduction of HP
noise masking at the highest cutoff frequencies~i.e., HP 4000 Hz for the
responses to 500-Hz tones and HP 8000 Hz for responses to 2000-Hz
tones! are presented in Sec. III.
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This study investigated the frequency specificity of the auditory brainstem~ABR! and middle
latency ~MLR! responses to 500- and 2000-Hz brief tones using narrow-band derived response
analyses of the responses recorded in high-pass masking noise@Oates and Stapells, J. Acoust. Soc.
Am. 102, 3597–3608~1997!#. Stimuli were linear- and exact-Blackman-gated tones presented at 80
dB ppe SPI. Cochlear contributions to ABR wave V-V8 and MLR wave Na-Pa were assessed by
response amplitude profiles as a function of derived band center frequency. The largest amplitudes
of waves V and Na-Pa occurred in the 500- and 707-Hz derived bands in response to the
exact-Blackman- and linear-gated 500-Hz tones. The peak in the response amplitude profiles for
wave V to both 2000-Hz stimuli was seen in the 2000-Hz derived band. For wave Na-Pa, the
maxima in the amplitude profiles occurred in the 2000- and 1410-Hz derived bands for the
exact-Blackman- and linear-gated tones. Smaller cochlear contributions to the ABR/MLR were also
present at 0.5–1 octave above and below the nominal stimulus frequencies. The ABR/MLR to 500-
and 2000-Hz 80 dB ppe SPL tones thus shows good frequency specificity, with no significant
differences in the frequency specificity of:~1! ABR versus MLR;~2! these evoked potentials to 500-
versus 2000-Hz tones; and~3! responses to exact-Blackman- versus linear-gated tones. ©1997
Acoustical Society of America.@S0001-4966~97!06312-1#

PACS numbers: 43.64.Qh, 43.64.Ri@RDF#

INTRODUCTION

In our previous paper, high-pass~HP! noise masking
was used to investigate the regions of the cochlea that con-
tribute to the nonmasked auditory brainstem~ABR! and
middle latency~MLR! responses to moderate-intensity brief-
tone stimuli~Oates and Stapells, 1997!. If one assumes that
cochlear contributions from frequencies lower than the
tones’ nominal frequencies are equal to~or, more likely, less
than! those from higher frequencies, then the results of that
study suggest that cochlear contributions to the nonmasked
ABR and MLR to 80 dB peak-to-peak equivalent~ppe! SPL
500- and 2000-Hz brief tones come from a narrow region
along the basilar membrane~i.e., within one-half to one oc-
tave above and below the nominal stimulus frequency!. A
disadvantage of using HP noise masking alone, however, is
that it only directly assesses contributions to these evoked
potentials from frequency regions located at and above the
nominal stimulus frequencies. In order to determine cochlear
contributions to the nonmasked response from regions of the
basilar membrane below, as well as at and above, the tones’

nominal frequencies, narrow-band ‘‘derived’’ responses are
calculated. Cochlear contributions to the derived responses
may be assessed by plotting the amplitudes of the derived
responses as a function of derived-band center frequency
~Eggermont, 1976a, b; Eggermontet al., 1976!. The area be-
low the response amplitude curves represent the frequency
regions of the basilar membrane that are contributing to the
nonmasked evoked potential.

The high-pass noise/derived response~HP/DR! tech-
nique has been used to investigate the frequency specificity
of evoked potentials to specific stimuli, including brief tones
of high- and low-frequency~Eggermont, 1976a, b; Kramer,
1992; Nousak and Stapells, 1992!. In comparison to other
noise-masking techniques~e.g., pure-tone masking and
notched-noise masking!, the HP/DR technique likely yields
the most frequency- and place-specific evaluation of a re-
sponse due to its use of HP noise masking, where, as a result
of the steep high-frequency edge of the auditory nerve tuning
curves, little or no downward spread of masking occurs~for
reviews, see: Stapellset al., 1994, 1985b!.

In the HP/DR technique, the evoked potential to a stimu-
lus is recorded in quiet and then simultaneously with broad-
band noise of sufficient intensity to completely mask the
response. This broadband noise is then high-pass filtered,
and the evoked potential is then recorded in the presence of
the HP noise. The response obtained in HP noise at one

a!Portions presented at the 18th Midwinter Research Meeting of the Asso-
ciation for Research in Otolaryngology, St. Petersburg, FL, 7 February
1995; and at the 14th Biennial Symposium of the International Evoked
Response Audiometry Study Group, Lyon, France, 29 August 1995.

b!Author to whom correspondence should be addressed. Electronic mail:
stapells@audiospeech.ubc.ca

3609 3609J. Acoust. Soc. Am. 102 (6), December 1997 0001-4966/97/102(6)/3609/11/$10.00 © 1997 Acoustical Society of America



cutoff frequency is subtracted from the response obtained in
the presence of HP noise with a higher cutoff frequency. The
result is a ‘‘derived response’’ to the frequencies approxi-
mately between the two cutoff frequencies.1 The assump-
tions underlying this technique are that:~1! the HP masker
prevents contributions to the responses from cochlear fibers
with characteristic frequencies above the HP cutoff fre-
quency, leaving those fibers with characteristic frequencies
below the HP cutoff frequency unaffected;~2! the subtrac-
tion procedure yields ‘‘derived responses’’ which represent
cochlear activity limited to the frequency regions approxi-
mately between the two HP noise cutoff frequencies; and~3!
the subtraction procedure is linear~i.e., that individual de-
rived responses resulting from contributions of adjoining
sections of the cochlea add up to the nonmasked response!.
Studies by Don and Eggermont~1978!, Evans and Elberling
~1982!, and Parker and Thornton~1978a, b! have provided
evidence that these assumptions are valid.

Derived response amplitude profiles may be determined
for any frequency region along the cochlear partition, de-
pending on the spacing of the HP noise cutoff frequencies.
Typically, one-octave-wide or half-octave-wide regions
along the basilar membrane have been studied~e.g., Burkard
and Hecox, 1983; Don and Eggermont, 1978; Donet al.,
1979; Eggermont, 1976a, b; Eggermont and Don, 1980;
Kramer, 1992; Nousak and Stapells, 1992; Pontonet al.,
1992a, b!. The derived-band center frequencies~CFs! which
contain the maximum response amplitudes provide a mea-
sure of the frequency specificity of the evoked potential to
the specific stimulus. There are differences in the literature,
however, concerning how specifically to determine the CF of
the derived band~this issue is described in further detail in
Sec. III!. In the present study, the lower high-pass noise cut-
off frequency has been selected as the CF of the derived
band, similar to many previous derived response studies
~Don et al., 1979; Eggermont and Don, 1980; Kramer, 1992;
Nousak and Stapells, 1992; Pictonet al., 1981; Stapells,
1984!.

The purposes of this study were to evaluate derived re-
sponse amplitude profiles~full- and half-octave-wide analy-
ses! in order to assess:~1! cochlear contributions to the ABR
and MLR to 80 dB ppe SPL 500- and 2000-Hz tones and
differences, if any, in the frequency specificity of these re-
sponses across stimulus frequency;~2! the frequency and
place specificity of ABR~wave V! versus MLR~wave Na-
Pa!; and ~3! the frequency and place specificity of these re-
sponses to exact-Blackman versus linear-gated tones.

I. METHODS

A. Subjects, stimuli, noise masking, recordings, and
procedure

Information regarding subject criteria, the generation,
presentation, and calibration of the stimuli and the noise
masking, the recording of the evoked potentials, and the test-
ing procedures employed in the study have been presented in
greater detail in our first paper~Oates and Stapells, 1997!,
and will be presented only briefly below. The ABR/MLR
was recorded from 12 normal-hearing subjects with elec-

trodes placed on their vertex~Cz, noninverting!, ipsilateral
earlobe~A1 or A2, inverting!, and forehead~Fpz, ground!.
Alternating-onset polarity 500- and 2000-Hz brief tones were
presented in two conditions:~1! ‘‘2-1-2’’ linear-gated tones,
consisting of a linear 2-cycle rise and 2-cycle fall time, and a
plateau time of 1 cycle, and~2! exact-Blackman-gated tones,
with a 5-cycle total duration and no plateau~Harris, 1978,
formula 32!. The stimuli were presented to one ear per sub-
ject at a rate of 9.4/s using Etymotic Research ER-2 insert
earphones. Stimulus intensity was 80 dB ppe SPL, which
corresponds to levels of 53 dB nHL for the 500-Hz stimuli
and 52 dB nHL for the 2000-Hz stimuli.

Ipsilateral broadband pink noise was presented at an in-
tensity of 92 dB SPL~mean across 12 subjects!. Using half-
octave steps, the HP noise cutoff frequencies employed for
the 500-Hz stimuli ranged from 4.0 to 0.25 kHz; the HP
cutoff frequencies for the 2000-Hz stimuli ranged from 8.0
to 0.5 kHz.

After amplification~gain5100 000!, the electroencepha-
lographic~EEG! signals were analog filtered~10–3000 Hz, 6
dB/octave! and digitized using a sampling rate of 12 128 Hz
over an analysis time of 84 ms~including a prestimulus base-
line of 3 ms!. Averages of 1000 trials each were stored, with
trials containing amplitudes exceeding625mV automati-
cally rejected. The averaged responses were digitally filtered
post hocin the frequency domain~forward and inverse FFTs;
data not windowed! using a HP filter setting of 20 Hz~24
dB/octave! and a low-pass~LP! filter setting of 1000 Hz~96
dB/octave!. Following digital filtering, average waveforms
representing the overall average of 8000 sweeps were calcu-
lated, as were two replications of 4000 sweeps each and four
replications of 2000 sweeps each.

All subjects were tested with the exact-Blackman- and
linear-gated 500- and 2000-Hz stimuli in quiet, and simulta-
neously with broadband pink noise, and the nine HP noise
conditions. Each stimulus frequency was tested over two ses-
sions, with the HP noise conditions being presented in a
different order for the second session. The orders of the
stimulus frequencies, linear versus nonlinear stimuli, and the
HP noise cutoff frequencies, were all randomized for each
subject.

B. Derived responses

Narrow-band derived responses were obtained by sub-
tracting, in succession, individual recordings of the response
to the tone in HP noise at one cutoff frequency from the
response to the same frequency tone recorded in HP noise at
a higher cutoff frequency. This technique was applied to de-
termine the one-octave-wide and half-octave-wide contribu-
tions to the evoked potentials. The HP/DR subtraction tech-
nique resulted in seven separate derived responses for the
full-octave analyses, and eight derived responses for the half-
octave analyses. Only responses in the various HP noise con-
ditions recorded within the same test session were subtracted
from each other to obtain the derived responses.

The frequency of the lower of the two HP cutoff fre-
quencies used in the subtraction was considered the CF of
the derived band~Don et al., 1979; Eggermont and Don,
1980; Kramer, 1992; Nousak and Stapells, 1992; Oates,
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1996; Pictonet al., 1981; Stapells, 1984!. The CFs for the
full-octave derived responses are: 2.0, 1.41, 1.0, 0.707, and
0.50 kHz for both stimulus frequencies; as well as 0.354 and
0.25 kHz for the 500-Hz tones and 4.0 and 2.83 kHz for the
2000-Hz tones. The CFs for the half-octave derived re-
sponses are: 2.83, 2.0, 1.41, 1.0, 0.707, and 0.50 kHz for the
two stimulus frequencies; as well as 0.354 and 0.25 kHz for
the 500-Hz stimuli and 5.66 and 4.0 kHz for the 2000-Hz
stimuli.

C. Data analyses

Detailed descriptions of the criteria used to identify the
responses as well as the response measurements taken are
provided in the previous paper~Oates and Stapells, 1997!
and therefore are not repeated here. Peak-to-peak amplitudes
were analyzed using descriptive statistics and repeated-
measures analyses of variance~ANOVAs!.2 Results for the
full- and half-octave derived response profiles were analyzed
independently. Greenhouse–Geisser epsilon corrections for
the degrees of freedom for repeated measures were employed
when appropriate~Greenhouse and Geisser, 1959!. Prob-
abilities reported reflect these corrections. Results were con-
sidered statistically significant ifp,0.01. When significant
results were found in the ANOVAs, Newman–Keulspost

hoc tests were performed to determine the pattern of the
significant differences. Results of thesepost hocanalyses
were considered significant atp,0.05.

II. RESULTS

A. Full-octave derived responses

Figure 1 presents the grand mean derived response
waveforms representing one-octave-wide regions along the
basilar membrane for the exact-Blackman- and linear-gated
tones at both stimulus frequencies. The largest amplitude
ABR waves V-V8 and MLR waves Na-Pa to the 500-Hz
total stimuli are located in the responses in the 500-Hz de-
rived band. Waves V and Pa are also present in the derived
bands a half-octave above and below this nominal test fre-
quency. The largest amplitude waves V-V8 and Na-Pa to the
2000-Hz stimuli are in the responses from the 1410- and
2000-Hz derived bands. ABRs and/or MLRs are inconsis-
tently present to either the 500- or 2000-Hz tones in the other
derived bands.

The waveforms for each individual subject are superim-
posed in Fig. 2. Plotted are the full-octave derived bands
containing the largest ABR wave V-V8 and MLR wave
Na-Pa amplitudes to the linear-gated 500- and 2000-Hz
tones. These derived responses were selected for each stimu-
lus frequency because they show the greatest changes in re-
sponse amplitude and latency as a function of the CF of the
derived band. A clear ABR wave V and MLR wave Pa can
be identified in all of the derived bands with the exception of
the 2830-Hz derived band for the 2000-Hz stimuli. The de-
rived response waveforms are noisier than those seen for the
HP noise conditions~Oates and Stapells, 1997, Fig. 3! due to
the waveform subtraction technique, which increases

FIG. 1. Grand mean (N512) full-octave derived response waveforms to 80
dB ppe SPL exact-Blackman- and linear-gated 500- and 2000-Hz tones.
Amplitude scale is10.25mV for responses to 500-Hz tones~left! and
10.125mV for responses to 2000-Hz tones~right!.

FIG. 2. Responses for all individual subjects’ superimposed full-octave de-
rived bands located within

1
2-octave of the nominal stimulus frequencies for

80 dB ppe SPL linear-gated tones. Amplitude scales are10.50mV for
responses to both stimulus frequencies.
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the root-mean-square value of the waveform’s residual noise
by 1.4~i.e.,&! ~Stapellset al., 1994, 1985b!. The changes in
response amplitude and latency as a function of CF of the
derived band seen in the grand mean waveforms~Fig. 1! are
also clearly evident in the individual subjects’ responses.

Peak-to-peak amplitudes of waves V-V8 and Na-Pa
were measured for each subject’s derived responses. These
amplitude values were then normalized to a percentage of the
amplitudes of the subject’s waves V-V8 and Na-Pa recorded
in the highest HP noise-masking condition~i.e., 4000 Hz for
the 500-Hz stimuli, and 8000 Hz for the 2000-Hz stimuli!.
The amplitude values were normalized in this manner to cor-
rect for the decrease in amplitude which occurred with the
introduction of the HP noise~Oates and Stapells, 1997!. The
mean relative amplitude values for ABR V-V8 and MLR
Na-Pa are plotted in Fig. 3 as a function of derived-band
center frequency for each stimulus frequency and for each
stimulus envelope. The peak in the mean amplitude profiles
for the 500-Hz stimuli occurs at 500 Hz for waves V-V8 and
Na-Pa for both the exact-Blackman- and linear-gated tones.
The peak in the mean amplitude profiles for the 2000-Hz
stimuli occurs at 2000 Hz for ABR V-V8 for both stimuli.
For MLR Na-Pa, the peak occurs at 2000 Hz for responses to
the linear-gated tone and at 1410 Hz for responses to the
exact-Blackman tone. There are cochlear contributions to
both of these responses from one-half to one-octave above
and below the nominal stimulus frequencies. For individual
subjects, the peaks in the derived response ABR and MLR
amplitude profiles for the 500-Hz exact-Blackman- and
linear-gated tones were seen within one-half-octave of the
nominal stimulus frequency for 11 out of 12 subjects. For the

responses to the 2000-Hz tones, at least nine out of 12 sub-
jects showed maximum derived response ABR and MLR
amplitudes for both the exact-Blackman- and linear-gated
tones within one-half-octave of the stimulus frequency.

Three-way repeated measures ANOVAs were calculated
separately for the 500- and 2000-Hz derived response ampli-
tude profiles. These results, displayed in Table I~left side!,
show the expected significant main effects for derived-band
center frequency for the 500- and 2000-Hz tones. There are
no significant differences, however, between results for ABR
versus MLR, exact-Blackman- versus linear-gated tones, nor
any significant interactions at either stimulus frequency.
These results demonstrate that the ABR and MLR are
equally frequency specific and that there are no significant
differences in the frequency specificity of these evoked po-
tentials to exact-Blackman- versus linear-gated tones.

B. Half-octave derived responses

In an attempt to obtain a more frequency-specific evalu-
ation of the contributions to the evoked potentials, derived
responses representing half-octave-wide bands were calcu-
lated. The grand mean derived responses representing half-
octave-wide derived bands for both stimulus frequencies are
shown in Fig. 4. The half-octave waveforms appear noisier
because the signal-to-noise ratio of the derived responses
with the half-octave-wide bands is lower in comparison to
the full-octave-wide bands. Compared to the full-octave de-
rived responses, the half-octave derived response amplitudes
are smaller and more difficult to detect in the background
residual noise of the waveforms. The decrease in amplitude

FIG. 3. Mean and standard deviation~sd! amplitude profiles for one-octave-
wide derived responses~ABR wave V-V8; MLR wave Na-Pa! to 80 dB ppe
SPL 500- and 2000-Hz exact-Blackman- versus linear-gated tones.

TABLE I. Probabilities from three-way repeated measures analyses of vari-
ance for full- and half-octave derived responses~DR!.

Source of
variance

Full-octave DR Half-octave DR

500 Hz 2000 Hz 500 Hz 2000 Hz

df Pa df P df P df P

Wave 1 0.019 1 0.183 1 0.004b 1 0.639
Error term 11 11 11 11

Window 1 0.472 1 0.149 1 0.349 1 0.37
Error term 11 11 11 11

Derived
response
frequency~Hz!

6 0.0b 6 0.0b 7 0.0b 7 0.0b

Error term 66 66 77 77

Wave3Window 1 0.93 1 0.312 1 0.168 1 0.991
Error term 11 11 11 11

Wave3DR freq 6 0.025 6 0.076 7 0.146 7 0.168
Error term 66 66 77 77

Window3DR freq 6 0.151 6 0.456 7 0.685 7 0.089
Error term 66 66 77 77

Wave3Window
3DR freq

6 0.141 6 0.183 7 0.461 7 0.694

Error term 66 66 77 77

aProbabilities reflect Greenhouse–Geisser epsilon corrections for degrees of
freedom for repeated measures.

bp,0.01.
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is due to the responses originating from a smaller portion of
the basilar membrane~i.e., a half-octave-wide area versus a
full-octave-wide area!. The residual electrical noise in the
waveforms is approximately the same in the half- and full-
octave derived responses.

The maximum amplitudes for waves V and Pa to the
500-Hz stimuli occur in the 500-Hz derived band, with the
707-Hz derived band also containing ABRs and MLRs to
both the exact-Blackman- and linear-gated stimuli. For the
2000-Hz stimuli, the largest amplitudes for waves V and Pa
are seen in the 2000-Hz derived band. Cochlear contributions
to wave Pa are also present in the derived bands one-half-
octave above and below 2000 Hz. Either very small or absent
peaks in response to either stimulus frequency are seen in the
other derived bands.

Mean~and standard deviation! amplitude profiles for the
12 subjects’ half-octave-wide derived responses are shown in
Fig. 5. The 500- and 707-Hz derived bands contribute
equally to wave V-V8 for the exact-Blackman- and linear-
gated 500-Hz stimuli. For MLR Na-Pa, the largest amplitude
occurs in the 500-Hz derived band for both of the 500-Hz
tones, with significant cochlear contributions also coming
from the 707-Hz band. The peak in the amplitude profiles for
both of the 2000-Hz stimuli occurs in the 2000-Hz derived
band for wave V-V8. The maximum amplitude for MLR

Na-Pa occurs at 2000 Hz in response to the linear tone and at
1410 and 2000 Hz in response to the exact-Blackman tone.
The peak in the individual subjects’ ABR and MLR ampli-
tude profiles for the 500- and 2000-Hz tones occurred within
a half-octave of the nominal stimulus frequencies for at least
7 out of 12 subjects. Although the waveforms are more dif-
ficult to analyze in the individual subjects, the mean half-
octave derived response amplitude profiles suggest even bet-
ter frequency specificity for these evoked potentials than
indicated by the full-octave profiles.

Three-way repeated measures ANOVAs were calculated
separately for the 500- and 2000-Hz half-octave derived re-
sponses. The results of these ANOVAs, displayed in Table I
~right side!, reveal the expected significant main effect for
derived response center frequency for both stimulus frequen-
cies. For the 500-Hz stimuli, the relative amplitude of ABR
V-V 8 is significantly larger compared to MLR Na-Pa, indi-
cating MLR Na-Pa is decreased by the masking to a greater
extent than ABR V-V8, even after normalizing the ampli-
tudes to the highest HP cutoff frequency. There are no sig-
nificant wave3derived band interactions, however, indicat-
ing that the ABR and MLR are equally frequency specific in
response to the 500- or 2000-Hz tones. There are no signifi-
cant differences in the response amplitude profiles for re-
sponses to exact-Blackman- versus linear-gated tones at ei-
ther stimulus frequency, nor any significant interactions.

C. Full- and half-octave derived response latencies

Individual subjects’ derived response latencies were ex-
amined in order to determine whether the earlier latencies for
the responses to the nonmasked linear-gated tones in com-

FIG. 4. Grand mean (N512) half-octave derived response waveforms to 80
dB ppe SPL exact-Blackman- and linear-gated 500- and 2000-Hz tones.
Amplitude scale is10.25mV for the responses to the 500-Hz tones~left!
and10.125mV for the responses to the 2000-Hz tones.

FIG. 5. Mean and standard deviation~sd! amplitude profiles for half-octave-
wide derived responses~ABR wave V-V8; MLR wave Na-Pa! to 80 dB ppe
SPL 500- and 2000-Hz exact-Blackman- versus linear-gated tones.
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parison to the exact-Blackman tones~Oates and Stapells,
1997! are due to differences in ‘‘place’’ of cochlear excita-
tion or to differences in the rise times of the linear and exact-
Blackman windows~i.e., 2.0 cycles for the linear-gated tones
versus 2.5 cycles for the exact-Blackman-gated tones!. ABR
wave V and MLR wave Pa latencies in response to the 500-
and 2000-Hz tones were measured from both the one-octave-
wide and half-octave-wide derived bands corresponding to
the nominal stimulus frequencies. Mean latencies for the de-
rived bands representing one-octave-wide regions along the
basilar membrane, as well as for the nonmasked responses,
are presented in Table II~middle and top, respectively!. A
three-way repeated measures ANOVA~stimulus
frequency3wave3window! was calculated on 11 subjects’
full-octave derived response latencies~one subject, who had
responses in the 1410-Hz derived band, did not have an ABR
or MLR to the 2000-Hz exact-Blackman-gated tone in the
2000-Hz derived band!. The results of the ANOVA reveal
expected significant main effects for stimulus frequency@p
,0.0001# and wave@p,0.0001#, with longer latencies for
the responses to the 500-Hz tones and for MLR wave Pa.
There is a significant main effect for exact-Blackman- versus
linear-gated tones@p,0.0021#, with the responses to the
exact-Blackman-gated tones having a longer latency. No in-
teractions reach statistical significance@p,0.023– 0.462#.

Mean half-octave-wide derived response latencies for
ABR wave V and MLR wave Pa to the 500- and 2000-Hz
exact-Blackman- and linear-gated tones are presented in the
bottom of Table II. The latencies of the responses to both
stimulus envelopes are longer for the half-octave-wide de-
rived responses at each of the nominal stimulus frequencies
compared to the full-octave-wide derived responses. These
latency differences between the full- versus half-octave de-
rived bands were not evaluated statistically, as not all sub-
jects showed responses in all conditions for the half-octave
analyses. Two-way repeated-measures ANOVAs
(wave3window) were calculated independently for the re-

sponses to 500- vs 2000-Hz tones. The analyses were calcu-
lated on nine subjects’ data for the 500-Hz tones and eight
subjects’ data for 2000-Hz tones~the remainder of the sub-
jects did not show ABRs and/or MLRs in the half-octave-
wide derived responses for the nominal frequencies of the
stimuli!. The expected main effect for wave is seen for the
responses to the 500-Hz tones@p,0.0001# and to the
2000-Hz tones@p,0.0001#, with longer latencies for MLR
wave Pa. A significant main effect is also seen for window
for the responses recorded to the 500-Hz tones@p50.004#,
with the responses to the exact-Blackman-gated tones having
a longer latency compared to responses to the linear-gated
tones. Although not statistically significant, there was a trend
for the responses to the 2000-Hz exact-Blackman-gated
tones to be slightly longer than the responses to the 2000-Hz
linear-gated tones@p50.011#. The wave3window interac-
tion did not reach statistical significance for either the 500-
@p50.713# or 2000-Hz@p50.101# tones.

III. DISCUSSION

A. Frequency specificity of the tone-evoked ABR and
MLR

The mean derived response~full- and half-octave! am-
plitude profiles demonstrate that the ABR~wave V-V8! and
the MLR ~wave Na-Pa! to 80 dB ppe SPL brief tones show
good frequency specificity, as indicated by maxima in the
amplitude profiles occurring either at the nominal stimulus
frequency or within a narrow range~i.e., one-half-octave! of
this frequency. The ABR and MLR amplitude profiles show
a sharp dropoff in the amplitudes of the responses on the
low- and high-frequency sides of the profile peak, indicating
little or no contributions to these evoked potentials from re-
gions of the basilar membrane one or more octaves away
from the probe frequency.

The results of the present study are in agreement with
previous studies which have investigated, in normal-hearing

TABLE II. Mean ABR wave V and MLR wave Pa latencies~ms! for nonmasked responses~top! and derived
responses~bottom! to 80 dB ppe SPL 500- and 2000-Hz exact-Blackman- versus linear-gated tones.

500-Hz tones 2000-Hz tones

Wave V Wave Pa Wave V Wave Pa

Lineara Blkb Linear Blk Linear Blk Linear Blk

Nonmasked latencies
Nonmaskedc 9.91 10.84 31.97 32.31 7.08 7.29 27.88 28.62
s.d. 0.96 0.83 1.57 1.21 0.34 0.60 1.16 1.49
Nd 12 12 12 12 12 12 12 12

DR latencies at nominal stimulus frequency~i.e., 500-Hz DR and 2000-Hz DR!
Full-octave 12.33 13.06 33.26 34.94 8.02 8.64 28.01 28.43
s.d. 0.82 0.80 1.83 1.24 0.82 0.59 1.58 1.57
N 12 12 12 12 12 11 12 11

Half-octave 13.46 14.18 34.76 35.37 8.36 8.81 27.75 28.46
s.d. 1.53 0.48 1.22 1.12 0.53 0.39 1.57 1.40
N 10 10 12 11 12 10 11 8

aLinear-gated tone.
bExact-Blackman-gated tone.
cAll latency values have been corrected for ER-2 insert earphone delay.
dN5number of subjects.
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adults, the frequency specificity of the ABR to moderately
intense nonmasked tonal stimuli using either pure-tone or
notched-noise-masking paradigms~e.g., Abdala and Folsom,
1995; Folsom, 1984, 1985; Folsom and Wynne, 1987; Jacob-
son, 1983; Klein, 1983; Klein and Mills, 1981a, b; Mackersie
et al., 1993; Oates, 1996; Oates and Stapells, 1997; Picton
et al., 1979; Stapells, 1984; Stapells and Picton, 1981; Wu
and Stapells, 1994!. Employing a pure-tone masking para-
digm, Klein demonstrated that the ABR slow-wave compo-
nent~V-V 8 in the present paper! to 77 dB ppe SPL 500- and
1000-Hz tones is best tuned to narrow cochlear regions sur-
rounding the nominal stimulus frequency~e.g., for the
500-Hz tone, the tip of the tuning curve occurred at 500–600
Hz!, illustrating that the response has a good degree of fre-
quency and place specificity. Subsequent pure-tone masking
studies by Folsom~1984, 1985!, Folsom and Wynne~1987!,
and by Stapells and colleagues~Mackersieet al., 1993; Wu
and Stapells, 1994! also report that ABRs to 60–75 dB ppe
SPL tonal stimuli show masking profiles which are narrow
and centered on the nominal stimulus frequency. Lastly,
ABR response amplitude profiles to moderate intensity
~77–86 dB ppe SPL! 1000-, 4000-, and 8000-Hz brief-tone
stimuli, determined using notched-noise-masking, peaked at
the nominal stimulus frequencies, again indicating the good
frequency and place specificity of these responses~Abdala
and Folsom, 1995!.

The present study’s findings on the frequency specificity
of the MLR are in agreement with those of Mackersieet al.
~1993! and Wu and Stapells~1994!. All three studies show
that the largest cochlear contributions to MLR wave Na-Pa
come from regions of the basilar membrane corresponding to
the stimulus probe frequencies and thus exhibit good fre-
quency specificity. The derived response amplitude profiles
in the present study also show contributions to the MLR to
the 500-Hz tones from the 354- and 707-Hz cochlear regions
and from the 1410- and 2830-Hz regions for the MLR to the
2000-Hz tonal stimuli~i.e., one-half-octave on either side of
the tone frequency!. Cochlear contributions to MLRs from a
slightly wider region along the basilar membrane for 80
~present study! versus 60~Mackersieet al., 1993; Wu and
Stapells, 1994! dB ppe SPL tones is not surprising in view of
the increased spread of cochlear excitation that occurs with
higher stimulus intensities~e.g., Andersonet al., 1970; Ki-
anget al., 1967; Roseet al., 1971!, as well as the effects of
increased spectral splatter.

B. Determination of derived band center frequency

There is some ambiguity in the derived response litera-
ture as to the dominant cochlear place with the derived band
~i.e., which specific frequencies the response comes from!.
The ambiguity is due, in part, to the fact that at least three
methods have been employed forestimatingthe CFs of the
narrow-band regions contributing to the derived responses.
In the first method, labeled here as the ‘‘calculated’’ CF,
estimates of the CF are obtained from the acoustic noise
spectra. An estimate of the derived band and its CF is ob-
tained by subtracting the spectrum of the HP noise at one
cutoff frequency from the spectrum of the HP noise at the
higher cutoff frequency~Don and Eggermont, 1978; Nousak

and Stapells, 1992; Oates, 1996!. In the second method, la-
beled here as the ‘‘nominal’’ CF and employed in the present
study, the frequency of the lower of the two HP cutoff fre-
quencies used in the subtraction procedure is considered the
CF of the derived response. This is due to masking occurring
below the HP cutoff frequency as a result of the finite slope
of the HP filter. For half-octave-wide derived bands, the CF
may actually bebelow the lower of the two HP cutoff fre-
quencies~Don and Eggermont, 1978; Eggermont, 1976a;
Oates, 1996!. The nominal CF was originally validated using
the calculated CF technique~Don et al., 1979; Eggermont
and Don, 1980; Kramer, 1992; Nousak and Stapells, 1992;
Oates, 1996; Pictonet al., 1981; Stapells, 1984!. In the third
method, the CF of the derived band is determined by calcu-
lating the geometric mean of the two HP noise cutoff fre-
quencies used in the subtraction procedure. The geometric
mean5AFL3AFH , whereFL5the lower HP noise cutoff
and FH5the higher HP noise cutoff~Don and Eggermont,
1978; Donet al., 1993; Eggermont, 1976; Eggermontet al.,
1976; Parker and Thornton, 1978a, 1978b; Pontonet al.,
1992a, b!.

A comparison of estimates of CF of the derived band
obtained using these three methods reveals relatively small
differences, with all three CF values located within a half-
octave of each other~Oates, 1996!. For example: the various
estimated CFs of the one-octave-wide derived band for HP
4000-Hz condition minus HP 2000-Hz condition are: nomi-
nal CF52.0 kHz; geometric mean CF52.83 kHz; calculated
CF52.2 kHz. The estimates for the half-octave-wide bands
are even closer~Oates, 1996!.

All three CF estimates are somewhat arbitrary and have
limitations. The use of the geometric mean does not take into
account characteristics of the HP noise, such as its slope.
~Indeed, use of the geometric mean assumes a slope of infi-
nite steepness.! Neither the geometric mean nor the CF cal-
culated from the noise spectra take into account cochlear
physiology. Use of the lower HP noise cutoff frequency
~‘‘nominal’’ CF ! as an estimate of the CF of the derived
band is supported by the following physiological data: First,
Evans and Elberling~1982! obtained single-unit cochlear
nerve action potential recordings in cats, and compared
whole nerve derived compound action potentials~CAPs! to
the mapping of the single-unit results. Their physiological
data suggest that the derived responses obtained from sub-
tracting responses recorded to clicks in 500-Hz HP noise
masking from those recorded in 1000-Hz HP noise masking
have a center frequency of 600 Hz. Results for higher-
frequency derived bands also peaked either at the lower of
the two HP noise cutoff frequencies or within a half-octave
of the lower cutoff frequency~Evans and Elberling, 1982!.
Second, ABR threshold estimations obtained from the
HP/DR technique in individuals with sensorineural hearing
loss suggest that the effective CF of the derived band is
located at or close to the lower of the two cutoff frequencies
~Don et al., 1979; Stapellset al., 1985a!. For example, Don
and colleagues present results for an individual with a mod-
erate notched hearing loss at 4000 Hz, restricted to just this
audiometric frequency~Don et al., 1979!. The derived-ABR
threshold estimate from the HP 8000 minus HP 4000-Hz
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derived band closely~i.e., within 5 dB! approximated that
subject’s 4000-Hz behavioral threshold. If, in fact, this pa-
tient’s derived responses had been more influenced by the
higher frequencies within the derived band, one would have
expected an underestimation of the degree of his hearing
loss.

Ambiguity concerning the dominant or center frequency
of the derived band is further increased since the dominant
frequency is likely to be dependent on the metric employed:
latencies may reflect higher frequencies than do amplitudes;
different evoked potential peaks may show different patterns
for latency versus amplitude measures; etc. Finally, the CF
of the derived band may differ for different stimulus inten-
sities, shifting to higher frequencies for higher stimulus in-
tensities. For example, because cochlear contributions to
ABRs to high-intensity~>90 dB ppe SPL! low-frequency
tonal stimuli will likely include more basal regions of the
basilar membrane~e.g., Folsom, 1984!, the dominant fre-
quencieswithin a derived band may shift to the higher fre-
quencies within the band. Thus our choice of the lower HP
noise cutoff frequency to estimate the CF of the derived band
may represent the ‘‘best case’’ choice for the argument that
the response is place specific. One solution for this shifting is
to use narrower~e.g., half-octave! derived bands~Figs. 4 and
5!.

C. Frequency specificity of the ABR versus the MLR

No significant differences were found in the frequency
specificity of ABR wave V-V8 versus that of MLR wave
Na-Pa, as illustrated by the full- and half-octave-wide de-
rived response amplitude profiles. The lack of significance
for the differences in frequency specificity of the ABR ver-
sus MLR is in agreement with previous studies~Mackersie
et al., 1993; Oates and Stapells, 1997; Wu and Stapells,
1994!, which demonstrated that the ABR and MLR are
equally frequency specific for low to moderate intensity~i.e.,
60–80 dB ppe SPL! 500- and 2000-Hz tones. A similar con-
clusion was reached from the effects of high-pass noise
masking on the ABR and MLR~Oates and Stapells, 1997!.
The results of the present study, however, are not in agree-
ment with those of Smithet al. ~1990!, who concluded that,
in gerbils, the MLR is less frequency specific than the ABR,
as indicated by wider tuning curves and greater susceptibility
to the effects of pure-tone~forward! masking.

D. Frequency specificity of responses to 500- versus
2000-Hz tones

An additional measure of the frequency specificity of the
evoked potential may be obtained by calculating the band-
widths ~Hz! of the amplitude profiles~e.g., Daumanet al.,
1988; Mackersieet al., 1993; Portmannet al., 1983; Wu and
Stapells, 1994!. Comparisons of the bandwidths between dif-
ferent frequencies, however, are best made when stimulus
frequency has been normalized~i.e., bandwidth in Hz di-
vided by the stimulus frequency!, reflecting the logarithmic
basis of frequency representation along the basilar membrane
~e.g., Tonndorf, 1970!, especially above 1000 Hz.

Bandwidths of the derived response profiles at 50% am-
plitude, when normalized for stimulus frequency~‘‘ Q50%’’,
Oates, 1996!, are nearly identical at both stimulus frequen-
cies, with only slightly better results for 2000 Hz compared
to 500 Hz~Oates, 1996!. This finding of essentially no dif-
ference in the frequency specificity of the ABR/MLR to 500-
vs 2000-Hz tonal stimuli agrees well with several studies
which have shown equally high correlations at 500 and 2000
Hz between tone-evoked ABRs and pure-tone behavioral
thresholds for normal and hearing-impaired subjects~Mun-
nerleyet al., 1991; Stapellset al., 1995, 1990!.

E. Responses to exact-Blackman- versus linear-gated
tones

As discussed in our previous paper~Oates and Stapells,
1997!, the absolute latencies of the nonmasked ABR wave V
and MLR wave Pa are significantly longer at both stimulus
frequencies in response to the exact-Blackman-gated tones
compared to the linear-gated tones. The latency differences
between the responses to the stimulus envelopes are more
pronounced for the 500- versus 2000-Hz tones. Significant
latency differences between the exact-Blackman- versus
linear-gated tones remain in the derived responses~full and
half-octave! from cochlear regions corresponding to the
nominal stimulus frequencies~Table II!. Because the latency
differences between these stimulus envelopes remain when
place of cochlear excitation is held constant, these differ-
ences are likely due to differences in the rise time of the
stimuli ~i.e., 2 cycle rise time for the linear-gated tones ver-
sus 2.5 cycle rise time for the exact-Blackman-gated tones!
rather than differences in place of cochlear excitation. The
larger latency difference for the lower frequency stimuli may
be explained by the 0.5-cycle rise time difference between
the stimuli being equal to 1.0 ms at 500 Hz compared to 0.25
ms at 2000 Hz.

The derived response~full- and half-octave-wide! ampli-
tude profiles, as well as the mean amplitude and latency pro-
files for the responses recorded in HP noise~Oates and
Stapells, 1997!, indicate no significant differences exist in
the frequency specificity of the evoked potentials to the
exact-Blackman- versus linear-gated tones. This finding is in
agreement with unpublished results of Purdy and Abbas
~1989!, and does not provide support for the recommenda-
tion to use Blackman-gated tones specifically to improve the
frequency specificity of the ABR~e.g., Gorgaet al., 1992;
Gorga and Thornton, 1989; Telian and Kileny, 1989!. The
lack of significance for the differences in the frequency
specificity of the ABR and MLR to exact-Blackman- versus
linear-gated tones indicates the inability of the auditory sys-
tem to reflect the small temporal differences present in the
acoustic waveforms of these stimuli. The acoustic spectra of
these brief tones may therefore not reflect their ‘‘effective’’
spectra. The effective spectrum of the stimuli is determined
by the interaction of the characteristics of the stimuli, the
transducer and the transfer characteristics of the ear canal,
middle ear, and the inner ear~Fowler and Durrant, 1994!, as
well as more central structures~e.g., VIIIth nerve, brainstem,
and cortex!. Several investigators have suggested that there
is a limited effective portion of the brief tone which elicits
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the ABR ~e.g., Koderaet al., 1983; Suzuki and Horiuchi,
1981!. If true, the acoustic spectra, which reflect the total
duration of the brief tone, present a misleading picture of the
energy as a function of frequency present in the effective
portion of the tonal stimulus.

The HP/DR technique employed in the present study
provides a direct measure of the physiological effective spec-
tra of the stimuli~i.e., the frequencies in the stimuli which
actually contribute to the response!. The results of this study
clearly show that the large differences between the sidelobe
energy in the acoustic spectra of the exact-Blackman- versus
linear-gated stimuli~Fig. 1, Oates and Stapells, 1997! do not
accurately reflect the effective spectra of the stimuli for the
ABR or the MLR. The major cochlear contributions to these
evoked potentials to 80 dB ppe SPL exact-Blackman- and
linear-gated brief tones come from the nominal stimulus fre-
quency or within a narrow range~i.e., about one-half-octave!
of this frequency, with no differences between the two gating
functions.

The present findings for the exact-Blackman- versus
linear-gated tones may apply only to moderately intense~80
dB ppe SPL! stimuli. It remains to be investigated whether
there would be differences in the frequency specificity of the
ABR and/or MLR to these stimuli at higher stimulus inten-
sities. The unpublished data from the Purdy and Abbas
~1989! study ~which investigated responses of hearing-
impaired subjects to high-intensity tones!, however, do not
suggest any significant differences in the frequency specific-
ity of the ABR to these exact-Blackman- versus linear-gated
tones at stimulus intensities of 90 dB ppe SPL or greater.

F. Octave-wide versus half-octave-wide analyses

The inclusion of full- and half-octave derived responses
in this study allowed us to investigate the following ques-
tions: ~1! ‘‘Do half-octave-wide derived responses provide a
similar assessment of the frequency and place specificity of
the evoked potentials as do full-octave derived responses?,’’
an issue not previously addressed in the literature; and~2!
‘‘Does the addition of individual half-octave derived re-
sponses resulting from adjoining sections of the cochlea~1

2-
octave separations! equal the summed response resulting
from the addition of full-octave derived responses~1-octave
separations!?’’ For example, for the 500-Hz derived re-
sponses, does the sum of the 250-, 500-, 1000-, and 2000-Hz
full-octave derived responses equal the sum of the 250-,
354-, 500-, 707-, 1000-, 1410-, 2000-, and 2830-Hz half-
octave derived responses?

In the present study, the amplitudes of the half-octave
derived responses were smaller in comparison to the full-
octave derived responses. The decrease in response ampli-
tude is most likely due to the responses originating from a
smaller portion of the basilar membrane~i.e., a half-octave
wide area versus a full-octave wide area!. This decline in
amplitude leads to a lower signal-to-noise ratio~SNR! for the
half- versus full-octave wide derived bands~the residual
electrical noise present in the waveforms is approximately
the same in the full- and half-octave derived responses!.
When the individual full-octave derived responses resulting
from contributions of adjoining sections of the cochlea~one-

octave separations! were added together, they were found to
equal the summed response resulting from the addition of the
half-octave derived responses~Oates, 1996!. This finding in-
dicates that the derived response linear subtraction procedure
~full- or half-octave! is roughly similar to the physiological
subtraction achieved by the masking~Oates, 1996!.

The derived response waves V and Pa latencies from the
full-octave-wide bands corresponding to the nominal stimu-
lus frequencies are shorter compared to those from the half-
octave-wide bands. Seen for responses to both stimulus fre-
quencies, this latency effect was nevertheless more
pronounced for the responses to the 500-Hz stimuli. These
latency differences for the full- versus half-octave derived
responses are probably due to the fact that the full-octave-
wide band contains all of the frequencies contributing to the
half-octave-wide band plus contributions from frequencies
one-quarter octave above and below the edges of the half-
octave band. Assuming higher frequencies determine re-
sponse latency, cochlear contributions to the evoked poten-
tials from the1

4-octave-wide region located above~i.e., basal
to! the half-octave-wide band would yield shorter latencies.
The difference in mean wave V latencies for the full- and
half-octave derived responses reported in this study~i.e., ap-
proximately 1.1 ms for the 500-Hz tones and 0.3 ms for the
2000-Hz tones! represents an estimate of the cochlear time
delay between the 1000–707 Hz regions of the cochlea for
the responses to the 500-Hz tones, and the 4000–2830 Hz
regions for the responses to the 2000-Hz tones. These shifts
in wave V latency as a function of change in the area of
cochlear excitation are in general agreement with the wave V
latency shifts of approximately 0.95 ms and 0.16 ms reported
by Don and Eggermont~1978! for the same cochlear regions.

The latency effect of the derived response bandwidth
was more pronounced for the low- versus high-frequency
tonal stimuli because:~1! the better neural synchrony of the
higher frequency regions of the cochlea;~2! the longer co-
chlear delay times associated with apical versus basal co-
chlear activation; and~3! the half-octave-wide differences
between the full- versus half-octave derived bands corre-
spond to larger distance along the basilar membrane for the
low- versus high-frequency tones.

The latency differences between the two derived re-
sponse bandwidths may also be a reflection of the differences
in their areas of cochlear excitation. The area of the basilar
membrane, and thus the number of auditory nerve fibers free
to respond to the stimulus, is greater for the full- versus
half-octave-wide bands. Responses from the full-octave
bands would therefore have shorter latencies~and larger am-
plitudes!.

The results of this study indicate that either full- or half-
octave steps may be used to evaluate the frequency specific-
ity of the evoked potentials. Narrower bandwidths make
shifts in the dominant frequency of the derived band less
likely and determination of band CF less prone to error. A
major disadvantage with the smaller bandwidths, however, is
a lower SNR, making waveforms more difficult to analyze.
The noisier half-octave waveforms resulted in some subjects
providing incomplete data, thus reducing the power of the
statistical comparisons~e.g., see Table II!. For example,
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Q50% bandwidths could only be determined for a limited
number of subjects’ half-octave profiles~N59 and 7 for
500- and 2000-Hz profiles, respectively! in comparison to all
subjects’ (N512) for the full-octave profiles at each stimu-
lus frequency~Oates, 1996!. Thus even though the mean
half-octave derived response profiles suggest better fre-
quency specificity of the evoked potentials in comparison to
the full-octave profiles, the use of half-octave derived re-
sponses is recommended with caution as individual subject’s
half-octave HP/DR waveforms may be quite noisy, making
waveform identification difficult.

G. Implications

This study’s results, and those of our previous study
~Oates and Stapells, 1997!, demonstrate that the ABR and
MLR to 80 dB ppe SPL 500- and 2000-Hz brief tones show
good frequency and place specificity. There are no signifi-
cant differences in the frequency specificity of:~1! ABR
wave V-V8 versus MLR wave Na-Pa;~2! the evoked poten-
tials to 500- vs 2000-Hz tones; and~3! the evoked potentials
to exact-Blackman- versus linear-gated tones. ABRs and
MLRs to moderately intense nonmasked tonal stimuli may
therefore be used to accurately assess both low- and high-
frequency hearing sensitivity, given that appropriate techni-
cal factors are considered in recording these evoked poten-
tials. Either exact-Blackman- or linear-gated brief tones may
be employed.

The present study investigated the frequency specificity
of these evoked potentials to moderately intense~i.e., 80 dB
ppe SPL! brief tones. As stimulus intensity is increased
above 80 dB ppe SPL there will likely be greater contribu-
tions to the evoked potentials from frequencies outside of the
nominal stimulus frequency, thus reducing the frequency
specificity of the responses~Burkard and Hecox, 1983, 1987;
Folsom 1984, 1985; Pictonet al., 1979; Stapells, 1984;
Stapells and Picton, 1981!. The reduced frequency specificity
of the ABR and/or MLR to high-intensity nonmasked tonal
stimuli may have detrimental effects on ABR/MLR estimates
of pure-tone behavioral threshold in hearing-impaired sub-
jects. It is therefore important for future studies to better
define the frequency specificity of these evoked potentials at
higher stimulus intensities. Masking techniques, such as
notched noise masking~Stapellset al., 1994, 1985b!, may be
required to ensure the frequency specificity of responses to
tonal stimuli presented at 90 dB ppe SPL or higher.
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The effects of click level, click rate, and level of background
masking noise on the inferior colliculus potential (ICP)
in the normal and carboplatin-treated chinchilla

Robert Burkard,a) Patricia Trautwein, and Richard Salvi
Center for Hearing & Deafness, 215 Parker Hall, SUNY—Buffalo, Buffalo, New York 14214-3007
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Carboplatin produces a selective loss of inner hair cells in chinchilla, substantially reducing the
amplitude of the compound action potential. A key question that arises from these experiments is:
What effect does a reduction in IHC-eighth-nerve fiber input have on the central auditory nervous
system? This investigation evaluated the inferior colliculus potential~ICP! in chinchillas treated
with carboplatin. The left ear was surgically destroyed and a recording electrode was placed in the
left inferior colliculus. Following thirteen days of recovery time, the ICP was recorded in the awake
animal. Click level was varied from 10–20 to 80 dB pSPL. Click rate was varied from 10 to 1000
Hz using both conventional averaging and a cross-correlation procedure. Broadband masking noise
was varied from 30 to 70 dB SPL with click level held constant at 80 dB pSPL. The dependent
variables were the positive peak latency and peak-to-following trough amplitude of the evoked
potential. Following baseline studies, the animals were administered carboplatin~50 mg/kg IP! and
retested two weeks later. Prior to carboplatin administration, there was an increase in ICP latency
and a decrease in ICP amplitude with decreasing stimulus level, increasing rate and increasing noise
level. Mean ICP threshold was 30 dB pSPL. Following carboplatin administration, there was little
change in threshold or peak latencies. In contrast, the amplitude of the ICP was reduced on average
by one-third, although this effect varied considerably across animals. The magnitude of this
amplitude decrement was not strongly dependent on click level, click rate, or the level of
background noise. ©1997 Acoustical Society of America.@S0001-4966~97!05912-2#

PACS numbers: 43.64.Wn, 43.64.Ri, 43.64.Qh@RDF#

INTRODUCTION

Carboplatin, a second-generation, platinum-based anti-
cancer drug, produces a selective loss of inner hair cells
~IHCs! in the chinchilla~Wake et al., 1993, 1994; Takeno
et al., 1994a, b; Jocket al., 1996; Trautweinet al., 1996;
Libermanet al., 1997!. Interestingly, distortion product otoa-
coustic emissions~DPOAEs! are of normal amplitude~Trau-
twein et al., 1996; Libermanet al., 1997! or are slightly
larger than normal~Jocket al., 1996! following carboplatin
treatment. A recent report by Wakeet al. ~1996a! also dem-
onstrated larger transient-evoked otoacoustic emissions in
cochlear regions where IHCs were extensively damaged, but
OHCs were intact. There is some disagreement across stud-
ies concerning the effects of IHC loss on auditory-evoked
potential thresholds, with several studies~Trautwein, 1996;
Jocket al., 1996! showing little or no threshold shift follow-
ing moderate IHC loss, and other studies~Takeno et al.,
1994a; Wakeet al., 1993! showing a substantial threshold
shift. One study has shown that the compound action poten-
tial ~CAP! amplitude is reduced in carboplatin-treated ani-
mals with mild-to-moderate IHC loss, but the CAP was
eliminated with large IHC lesions~Trautweinet al., 1996!.

The present investigation extends the results of these
studies by investigating the effects of IHC loss on the near-
field response from the inferior colliculus~inferior colliculus
potential, ICP!. We investigated the behavior of the ICP to

manipulations of click level, click rate, and level of back-
ground noise following carboplatin treatment. We wished to
determine whether carboplatin caused a decrease in ICP am-
plitude. Significant IHC loss would be expected to reduce the
number of inputs to central auditory neurons. This could
conceivably lead to changes in the magnitude of spatial
and/or temporal summation of inputs in the central auditory
nervous system. Increasing click rate and level of a back-
ground masking noise produces changes in evoked potentials
that appear to reflect the stressing of synaptic events
~Burkardet al., 1996a, b!. The use of rate and masking-noise
manipulations in this study are intended to investigate any
changes in synaptic dynamics following IHC loss and subse-
quent loss of a subset of type I afferent inputs to the cochlear
nuclei.

I. METHODS

Five adult chinchillas were anesthetized with Ketamine
~60 mg/kg! and acepromazine~0.6 mg/kg! and the left co-
chlea was surgically destroyed. The skin overlying the pos-
terior cranium was cut midsagittally, and a tungsten elec-
trode was stereotaxically placed in the left inferior colliculus.
To ensure placement within the IC, the electrode was ad-
vanced until a large amplitude-evoked potential could be re-
corded in response to acoustic stimulation of the right ear. A
reference electrode was implanted just beneath the dura at a
site approximately 1 cm anterior to the IC electrode~McFad-
den et al., 1997!. Following a two-week recovery period,
baseline distortion product otoacoustic emissions~DPOAEs!a!Electronic mail: RFB@ACSU.BUFFALO.EDU
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and ICPs were obtained from the awake animal resting com-
fortably in a custom-built animal restraint~Snyder and Salvi,
1994! inside a sound-attenuating chamber. The DPOAEs
were recorded with a custom-designed system composed of
two Etymotic ER-2 earphones and an Etymotic ER-10B mi-
crophone. Stimuli were produced and recorded with
TMS320C25-based DSP boards housed in a personal com-
puter. The DPOAE input/output~I/O! functions were mea-
sured with equal-level primary tones ranging in level from 0
to 70 dB SPL in 5-dB steps. Thef 2/f 1 ratio was 1.2, andf 1
frequencies were 1, 2, 3, 4, 6, and 8 kHz. The acoustic signal
in the ear canal was digitized for 2000 ms at a sampling
frequency of 31 kHz. Spectral components were derived by
discrete Fourier transform at frequencies equal tof 1, f 2,
2 f 12 f 2 and f n50.7(2 f 12 f 2). The level off n was used
to check for movement artifacts. Iff n.10 dB SPL, the
sample was rejected and a new sample collected. The ICPs
were recorded from the IC electrode, with the more anterior
electrode as common. The ICP was amplified (10 000
3 – 20 0003) and filtered from 100–3000 Hz by a Grass
P511 bioamplifier, and digitized at 20 kHz by the 16-bit A/D
of an Ariel DSP-16 board housed in a personal computer.
For conventional averaging, each response was the averaged
response to 250 stimulus presentations. For maximum length
sequence~MLS! stimuli, ICPs were the averaged response to
15 MLS trains, with each train composed of 64 clicks. The
MLS ICPs were obtained following cross correlation of the
averaged response with an appropriate recovery sequence
~Eysholdt and Schreiner, 1982; Burkardet al., 1990a,b;
Burkard, 1994a!. Condensation clicks~Global Specialties
model 4001 pulse generator! were 50 microsecond electrical
pulses, which were attenuated~TDT model PATT! and input
to one port of a passive mixer. Broadband noise~Koep Pre-
cision Standards CNM-1000B! was routed through an at-
tenuator~Tucker Davis model PATT! and input to the sec-
ond port of the passive mixer, whose output was amplified
~MacIntosh power amplifier! and transduced by an Etymotic
ER-2 earphone. The SPL was monitored with an Etymotic
ER-10B microphone.

Stimulus manipulations included click level, click rate,
and level of background masking noise. Click level was var-
ied in 10-dB steps from 10 or 20 dB pSPL to 80 dB pSPL,
with a click rate of 25 Hz. Click rate studies used click levels
of 60 and 80 dB pSPL. For conventional averaging, click
rates included 10, 25, 50, 75, and 100 Hz. Using MLS trains
combined with cross-correlation, MLS ICPs were obtained at
minimum pulse intervals~MPIs! of 5, 3, 2, 1 and 0.5 ms,
corresponding to average rates of 100, 167, 250, 500, and
1000 Hz, respectively. For noise-level studies, the click was
presented at 80 dB pSPL at a rate of 25 Hz. Noise-level
conditions included a no-noise condition, and noise levels of
30, 40, 50, 60, and 70 dB pSPL.

Immediately following the above protocol, each chin-
chilla was injected IP with 50 mg/kg of carboplatin, and the
above protocol was repeated 13 days later. Two weeks fol-
lowing this second evaluation, several animals were sacri-
ficed by Nembutal overdose, their cochleas were harvested,
and cochleograms were obtained by counting outer hair cells
~OHCs! and inner hair cells~IHCs!, as described by Hofstet-

ter et al. ~1997!. Briefly, cochleas were removed, the oval
window opened, and the cochleas were perfused with 2.5%
glutaraldehyde in veronal acetate buffer (pH 7.2). Cochleas
were postfixed in osmium tetroxide and dehydrated with a
series of ethanol solutions with a final concentration of 70%.
The cochleas were then dissected out and the organ of Corti
carefully removed and mounted in glycerin on glass slides.
Specimens were viewed with a microscope at 4003 and the
number of missing IHCs and OHCs counted to obtain a co-
chleogram showing the percent of IHC and OHC loss as a
function of percent total distance from the apex and as a
function of frequency~Greenwood, 1990!.

For all stimulus manipulations, the dependent variables
were the latency of the initial positive peak of the ICP re-
sponse, and the amplitude of this response from the positive
peak to the following negative trough~see Fig. 1!. All la-
tency measures have been corrected for the 0.9-ms acoustic
delay through the ER-2 earphone.

FIG. 1. Examples of the inferior colliculus potential~ICP! from one chin-
chilla before ~upper! and following ~lower! carboplatin injection. Stimuli
were 80-dB pSPL clicks presented at a rate of 25 Hz. Downward pointing
arrows indicate the latency of the ICP, while the ICP amplitude is the am-
plitude difference between the points indicated by the downward- and
upward-pointing arrows.

FIG. 2. Cochleograms from two chinchillas following carboplatin injection.
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II. RESULTS

A. Anatomy/DPOAEs

Cochleograms were obtained from two ears one month
following carboplatin injection. These cochleograms are
shown in Fig. 2. Figure 2~a! shows little loss of IHCs, with a
minimal loss of OHCs. Figure 2~b! shows a cochlea with
IHC loss ranging from about 10% to 80%, with minimal
OHC loss. Figure 3 shows the effects of hair cell loss on
DPOAEs for severalf 1 frequencies. The solid line and
hatched area shows the mean and 95% confidence interval of
CDT amplitude pre-carboplatin. The dashed line shows the
mean CDT amplitude two weeks following carboplatin. It is
clear that DPOAEs are unaffected by carboplatin, in agree-
ment with previous results from our laboratory~Trautwein
et al., 1996; Hofstetteret al., 1997!.

B. Inferior colliculus potential „ICP…

1. ICP minimum response levels

Table I shows the lowest click level at which an ICP was
observed for each chinchilla pre- and post-carboplatin. We
will call this the minimum response level~MRL!. In three of
five cases, MRL remained constant, in one case MRL im-
proved by 10 dB, and in one case MRL worsened by 10 dB.
This 10-dB change in two animals reflects the intensity steps
used in this study. On average, MRL remained the same
following carboplatin administration, consistent with previ-

ous results following carboplatin doses that produce mild-to-
moderate IHC losses~Trautwein et al., 1996; Jocket al.,
1996!.

2. Effect of click level

Mean ICP latency is plotted across click level in Fig. 4.
Baseline latency measures show the expected decrease in
latency with increasing click level. The slope of the latency/
intensity function was215.1ms/dB. Following carboplatin,
there was a small increase~roughly 50 ms! in mean ICP
latency for all click levels. However, the latency/intensity
function parallels the baseline function, demonstrating a very
similar slope (216.2ms/dB). The 50-ms mean latency shift
post-carboplatin translates into a 3-dB shift in the latency/
intensity function. To explore ICP latency shift in more de-
tail, Table II shows latency shift~postcarboplatin minus
baseline! for each chinchilla across click level. These data
show that one chinchilla~4713! consistently showed a
roughly 0.2-ms increase in ICP latency following carbo-
platin, two others~4711, 4709! showed a small increase at
most click levels, one~4718! showed little change in latency,
and one~4719! consistently showed a decrease in ICP la-
tency. Mean ICP amplitude data across click level are shown
in Fig. 5. Baseline ICP data showed the expected increase in
response amplitude with increasing click level. Following
carboplatin injection, there was a substantial reduction in re-
sponse amplitude, which was most evident for the higher
click levels.

In order to evaluate in more detail the effects of carbo-
platin on ICP amplitude in each chinchilla at different click
levels, we calculated the ratio of the ICP amplitude post-
carboplatin relative to the amplitude pre-carboplatin. These
data are shown in Table III. Note that at the higher click
levels, the ratio varied from 0.5~the post-carboplatin ampli-
tude is half that of baseline! to 1.0 ~no change!. On average,
at the higher click levels, the post-carboplatin ICP amplitude
was approximately 70% of that pre-carboplatin. This ampli-
tude ratio appears to increase somewhat with decreasing
click level. At the lower click levels, several ratios increased
to values

FIG. 4. Mean response latency is plotted across click level. The stars show
baseline data, while the squares show the post-carboplatin data. For each
condition, standard deviations were approximately 0.2 ms, ranging from
0.156 ms~50 dB pSPL, post-carboplatin! to 0.243 ms~30 dB pSPL, post-
carboplatin!.

FIG. 3. Distortion product otoacoustic emission input/output functions for
f 1 frequencies of 1000 Hz~a! and 8000 Hz~b!. The solid line shows the
mean DPOAE amplitude across chinchillas, while the shaded area shows the
95% confidence interval. The dashed line shows mean DPOAE amplitude
two weeks following carboplatin injection.

TABLE I. Minimum response levels of the ICP before and after carboplatin
injection.

Animal
Baseline

~dB pSPL!
Post-carboplatin

~dB pSPL!

4718 30 30
4713 20 30
4711 30 30
4719 40 30
4709 30 30

Mean 30 30
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greater than 1. It is likely that these large ratios are the result
of small response amplitudes at these click levels combined
with response variability, rather than a true enhancement of
response amplitude.

C. Click rate

Figure 6 plots ICP latency across click rate. Open sym-
bols show conventional ICP data and filled symbols show
data obtained using MLS trains. Figure 6~a! shows the data
for 60-dB pSPL clicks; while Fig. 6~b! shows data to 80-dB
pSPL clicks. For baseline data, increasing click rate produces
a substantial increase in ICP latency. Following carboplatin,
we again see a small~but consistent! increase in ICP latency
~approximately 50ms! for all click rates, but the change in
ICP latency with rate is similar pre- and post-carboplatin.

The effects of click rate on ICP amplitude is shown in
Table IV. For both click levels, baseline ICP responses show
an increase in amplitude with increasing click rate from 10 to
100 Hz for conventional averaging. This response enhance-
ment is likely to reflect an overlap of long-latency activity at
high stimulation rates, as this enhancement disappears with
the use of MLS trains combined with cross correlation,
which eliminates potential response overlap. For MLS trains,
there is a decrease in response amplitude with increasing
click rate. Following carboplatin injection, there is a substan-
tial decrease in response amplitude at all rates, for both click
levels. This decrease in mean response amplitude is seen at
all click rates.

The effects of carboplatin on the ICP amplitude versus
click rate function are difficult to evaluate because response

amplitude is reduced even for the lowest rate used. To con-
trol for this, ICP amplitude was normalized to the ICP am-
plitude at the 10-Hz rate. Figure 7 plots the mean relative
amplitude across click rate, both pre- and post-carboplatin.
For both click levels, the amplitude of the conventional ICP
increases for click rates up to 100 Hz. There is a monotonic
decrease in ICP amplitude for MLS click rates from 100 to
1000 Hz. Note the close correspondance of the pre- and post-
carboplatin functions.

D. Noise level

The effects of background noise level on ICP response
latency are shown in Fig. 8. The data for the no-noise control
condition is plotted at 0 dB SPL. For baseline data, there is a
monotonic increase in ICP latency with increasing noise
level from 30 to 70 dB SPL. Post-carboplatin, there is again
a small increase in response latency for all noise conditions.
However, the post-carboplatin function closely parallels the
baseline function.

Mean ICP amplitude is shown across noise level in
Table V. For both the pre- and post-carboplatin data, there is
a monotonic decrease in ICP amplitude with increasing noise
level. The mean response amplitude post-carboplatin is
clearly smaller than pre-carboplatin values at all noise levels.
To assess the effect of masker level independent of the am-
plitude reduction from carboplatin, pre- and post-carboplatin
ICP amplitudes at each noise level were normalized relative
to the ICP amplitude for the no-noise condition. The average
relative amplitudes across masker level are shown in Fig. 9.
For both pre- and post-carboplatin data, there is a small de-
crease in relative amplitude for the 30-dB SPL noise level,

FIG. 5. Mean response amplitude is plotted across click level. The stars
show baseline data, while the squares show the post-carboplatin data.

TABLE II. Latency shift~in microseconds! of the ICP across click level. Each value represents the ICP latency
post-carboplatin minus the ICP latency pre-carboplatin.

dB pSPL
Animal 80 70 60 50 40 30

4718 0 0.05 0 20.05 0.05 0.05
4713 0.2 0.2 0.25 0.25 0.325 0.225
4711 0.05 0.1 0.05 0 0.2 0.20
4719 20.05 20.1 20.1 20.2 20.3 a

4709 0.1 0 0.05 0.25 0.05 0.225

aICP minimum response level for this chinchilla was 40 dB pSPL for the baseline condition.

TABLE III. Relative amplitude of the ICP across click level. Each value
represents the amplitude ratio of the post-carboplatin amplitude to the pre-
carboplatin amplitude.

dB pSPL
Animal 80 70 60 50 40 30

4718 0.72 0.70 0.80 0.82 1.06 1.77
4713 0.51 0.50 0.52 0.50 0.29 0.20
4711 0.64 0.67 0.70 0.71 0.86 0.88
4719 0.63 0.63 0.66 0.83 2.69 a

4709 1.0 1.0 1.14 1.27 2.87 0.29

Mean 0.70 0.70 0.76 0.83 1.55 0.79
s.d. 0.18 0.19 0.23 0.28 1.16 0.72

aICP minimum response level for this chinchilla was 40 dB pSPL for the
baseline condition.
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with a monotonic decrease in relative response amplitude
with increasing noise level. Each 10-dB increase in noise
level produced a 10%–20% reduction in response amplitude.
Note the similarity of the functions pre- and post-carboplatin.

III. DISCUSSION

A. Normative ICP data

Little data are available concerning the effects of click
level, click rate, and background masking noise on the chin-
chilla ICP. Our results demonstrate an increase in ICP la-
tency and a decrease in ICP amplitude with decreasing click
level, increasing click rate, and increasing masking noise
level. These findings are in fundamental agreement with
ABR reports for other mammals, including humans~Burkard
and Hecox, 1983, 1987; Burkardet al., 1990a, b! and gerbils
~Burkard, 1994b; Burkard and Voigt, 1989a, b, 1990!.

The slope of the latency/intensity function was
216ms/dB. This value is substantially less than the
240ms/dB observed in wave V of the human ABR
~Burkard and Hecox, 1983!, but is larger than that reported
in the ABR of other rodents such as gerbil
(26 ms/dB: Burkard and Voigt, 1989a! or rat
(210ms/dB; Burkardet al., 1990c!, and similar to the cat

(216ms/dB: Huang and Buchwald, 1978!. These data sug-
gest an inverse relationship between body size and slope of
the ABR ~or ICP! latency/intensity function.

B. Effects of carboplatin: DPOAEs

The cochleograms obtained for the two animals shown
in Fig. 2 demonstrate minimal loss of OHCs and a range of
IHC loss from about 10% to 80%. These anatomical results
are similar to those reported for a dosage of 38 mg/kg of
carboplatin~Hofstetter et al., 1997!, i.e., that in moderate
doses, carboplatin spares OHCs and damages IHCs in the
chinchilla. There was little effect of carboplatin on DPOAE
amplitude, consistent with earlier reports~Trautweinet al.,
1996; Jocket al., 1996!. Since DPOAEs remained normal, it
is likely that OHCs were intact~Trautwein et al., 1996;
Brown et al., 1989!.

C. ICP minimum response level

We found little effect of carboplatin on the lowest click
level at which an ICP response could be elicited. It should be
noted that we only defined minimum response level with a
10-dB resolution, and that a small threshold shift would not
be observed. Trautweinet al. ~1996! reported no change in
CAP threshold following carboplatin injections that pro-
duced mild-to-moderate IHC loss, and thus our findings are
in fundamental agreement with theirs. In contrast, Harrison
and colleagues~Takenoet al., 1994a, b; Wakeet al., 1993,
1994! reported substantial elevations in chinchilla CAP and
ABR thresholds following carboplatin. It is possible that dif-
ferences in carboplatin dosage that result in different degrees
of IHC loss may be a contributing factor. For example, when
IHC loss exceeds about 80%, or when OHC loss is observed,
then threshold shifts have been reported~Trautwein et al.,
1996!.

Wang et al. ~1997! investigated eighth nerve fiber re-
sponses in carboplatin-treated animals. In those animals with
intact OHCs and moderate IHC loss, most neurons showed
normal~or near-normal! thresholds and normal tuning. Inter-
estingly, spontaneous and maximum discharge rates were re-
duced relative to values observed in control animals. Wake
et al. ~1996b! reported normal thresholds and tuning from
neurons from the central nucleus of the IC following carbo-

FIG. 6. Mean response latency is plotted across click rate. The stars show
baseline data, while the squares show the post-carboplatin data.~a! shows
data to 60-dB pSPL clicks, while~b! shows 80-dB pSPL clicks.

TABLE IV. Amplitude ~in microvolts! of ICP response across click rate and click level, pre- and post-carboplatin. Means and standard deviations are rounded
to the nearest microvolt.

Rate~Hz! MPI ~ms!
10 25 50 75 100 5 3 2 1 0.5

60 dB pSPL click
Baseline Mean: 393 386 409 433 414 370 299 241 100 34

s.d.: 152 164 165 179 154 157 122 114 43 13
Post-carbo Mean: 260 261 285 294 302 257 203 163 70 25

s.d.: 43 39 40 45 46 41 32 37 22 8

80 dB pSPL click
Baseline Mean: 417 436 457 490 493 383 313 247 94 25

s.d.: 158 162 151 180 174 131 110 101 36 6
Post-carbo Mean: 285 287 314 329 336 267 215 174 69 22

s.d.: 76 64 39 33 33 36 23 27 18 9
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platin treatment that spared OHCs, but produced substantial
IHC loss. Under ideal conditions, if only a small proportion
of type I afferents fire to a near-threshold stimulus, then a
near-field or far-field evoked response should be observed.
However, the reduction in the number of type I afferents
responding to the transient stimulus would reduce the ampli-
tude of the evoked potential. If one used a criterion response
amplitude to determine response ‘‘threshold,’’ then the re-
duction in response amplitude following IHC loss would re-
sult in an elevation in ‘‘threshold’’ once IHC loss exceeded
some minimum value. For example, Libermanet al. ~1997!
report that CAP threshold was elevated when IHC loss in a
given cochlear region of carboplatin-treated chinchillas ex-
ceeded roughly 50%. However, this statement is based on
‘‘threshold’’ estimation using a 10-mV criterion. It seems
likely that the amount of IHC loss required to produce a
‘‘threshold’’ shift would depend on the amplitude criterion
used. Perhaps the differences in reports concerning threshold
shift following carboplatin-induced IHC loss reflect differ-
ences in threshold-determining criteria as well as differences
in the amount of IHC loss.

D. Amplitude reduction

There is a clear reduction in ICP amplitude following
carboplatin. This is consistent with the reduction in CAP
amplitude reported previously~Trautweinet al., 1996!. Our
data show that the amplitude reduction observed in the pe-
ripheral nerve response is reflected in the response from the
inferior colliculus. The loss in IHCs results in a loss of type
I fiber excitation, which in turn leads to a net reduction in
CAP amplitude, and this loss of peripheral input is reflected
downstream in the evoked potential response amplitude from
the IC. In two animals, we have both cochleograms~Fig. 2!
and ICP amplitude data~Table III!. Animal 4718 showed a
small ~5%–10%! loss of IHCs and an ICP amplitude reduc-
tion of 28% at the 80-dB pSPL click level. Animal 4711
showed a much larger~20%–80%! IHC loss, and yet showed
an ICP amplitude reduction of 36% at the 80-dB pSPL click.
A firm conclusion concerning the relationship between IHC
loss and ICP amplitude awaits a study with a larger number
of chinchillas.

E. Latency shift

There was a small increase in ICP response latency fol-
lowing carboplatin treatment. The mean latency increase was
on the order of 50ms. Only a subset of the animals showed
this latency increase post-carboplatin; indeed, one consis-
tently showed a latency decrease. It would appear that an
ICP latency increase occurs in a subset of chinchillas ex-
posed to carboplatin. A study varying the dosage of carbopl-

FIG. 7. Mean proportional response amplitude~re: amplitude at a 10-Hz
rate! is plotted across click rate. The stars show baseline data, while the
squares show the post-carboplatin data.~a! shows data to 60-dB pSPL
clicks, while ~b! shows 80-dB pSPL clicks.

FIG. 8. Mean response latency is plotted across noise level. The stars show
baseline data, while the squares show the post-carboplatin data.

FIG. 9. Mean proportional response amplitude~re: amplitude for the no-
noise condition! is plotted across noise level. The stars show baseline data,
while the squares show the post-carboplatin data.

TABLE V. Amplitude ~in microvolts! of ICP response across noise level,
pre- and post-carboplatin. Means and standard deviations are rounded to the
nearest microvolt. Responses were obtained from all five animals for all
noise conditions except for the 70-dB SPL noise condition, for the baseline
measure, in which only four animals showed an identifiable response.

Noise level~dB SPL!
No noise 30 40 50 60 70

Baseline Mean 473 404 351 251 108 19
s.d. 176 112 79 51 14 3

Post-carbo Mean 310 290 244 160 77 13
s.d. 59 50 31 26 20 3
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atin and relating the magnitude of OHC loss with ICP la-
tency shift would be required to shed light on the
relationship between IHC loss and ICP latency shift.

F. Effects of click level

The slope of the ICP latency/intensity function was
similar pre- and post-carboplatin. In the human ABR, senso-
rineural hearing loss, thought to reflect primarily OHC loss,
results in threshold elevation and often a steepening of the
slope of the latency/intensity function~Galambos and Hecox,
1978!. For the sake of discussion, let us accept a homology
between the chinchilla ICP response and human ABR wave
V. It then appears that IHC loss produces minimal threshold
shift and minimal changes in the latency/intensity function,
while what is likely to be an OHC loss produces threshold
elevation and a steeper latency/intensity function. These re-
sults suggest that OHC loss leads to a steepening of the
latency/intensity function, while IHC loss does not. Alterna-
tively, the steepening of the latency/intensity function only
occurs if there is a substantial threshold elevation.

The loss in response amplitude post-carboplatin was
larger at higher click levels than at low click levels~see
Table III!. At high click levels, IHCs are maximally stimu-
lated and lead to a high probability of type I fiber discharge.
The loss of IHCs post-carboplatin should clearly be reflected
in response amplitude under these stimulus conditions. As
click amplitude is reduced, there is a net reduction in IHC
excitation and type I fiber discharge probability, and this less
deterministic excitation may lead to a reduced effect of car-
boplatin on response amplitude. This function may also be
affected by the convergence pattern of type I fibers in the
cochlear nuclei and in more rostral auditory centers. Finally,
it may be that as stimulus level decreases, and ICP response
amplitude decreases, the net contribution of residual noise in
the averaged response becomes more dominant~both pre-
and post-carboplatin!, reducing the difference in the esti-
mated response amplitudes pre- and post-carboplatin. The
similarity in ICP amplitude reduction post-carboplatin across
click rate and noise level~see below! argues against this
latter explanation.

G. Effects of click rate and masker level

Change in ICP response latency with increasing click
rate was similar pre- and post-carboplatin. Click rate is
thought to stress synaptic mechanisms~Burkard et al.,
1996a, b!. Increasing click rate produces greater ABR la-
tency and interwave interval increases in animals with im-
mature synaptic machinery~Burkard et al., 1996a; Lasky,
1984! and in those with compromised neural function, such
as in patients with multiple sclerosis~Jacobsonet al., 1987!.
The failure to observe a greater increase in ICP latency with
increasing click rate following carboplatin injection suggests
that the effects of carboplatin are limited to the periphery,
and have little or no neurotoxic effects on the central audi-
tory system.

The latency increase and proportional amplitude de-
crease with increasing level of a broadband noise are similar
pre- and post-carboplatin. Burkard and Hecox~1987!

showed that both increasing click rate and noise level pro-
duced an increase in the human ABR interwave intervals.
This is consistent with a central~synaptic! mechanism of
these stimulus manipulations on ABR peak latency shifts.
Burkard and Hecox~1983! showed a nonadditivity of click
rate and noise level on human ABR wave V latency shift.
They interpreted these findings as suggesting that the mecha-
nisms producing rate- and masking-induced ABR peak la-
tency shifts were produced by overlapping mechanisms. The
similarity in ICP latency shift and amplitude reduction with
noise level pre- and post-carboplatin is consistent with simi-
lar findings with click rate and with a purely peripheral effect
of carboplatin on auditory function.
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A classical problem in auditory theory is the relation between the loudnessL(I ) and the intensity
just-noticeable difference~JND! DI (I ). The intensity JND is frequently expressed in terms of the
Weber fraction defined byJ(I )[DI /I because it is anticipated that this ratio should be a constant
~i.e., Weber’s law!. Unfortunately,J(I ) is not a constant for the most elementary case of the pure
tone JND. Furthermore it remains unexplained why Weber’s law holds for wide-band stimuli. We
explore this problem and related issues. The loudness and the intensity JND are defined in terms of
the first and second moments of a proposed randomdecision variablecalled thesingle-trial

loudness L̃(I ), namely the loudness isL(I )[E L̃(I ), while the variance of the single trial loudness
is sL

2[E(L̃2L)2. The JND is given by the signal detection assumptionDL5d8sL , where we
define the loudness JNDDL(I ) as the change in loudness corresponding toDI (I ). Inspired by
Hellman and Hellman’s recent theory@J. Acoust. Soc. Am.87, 1255–1271~1990!#, we compare the
Riesz@Phys. Rev.31, 867–875~1928!# DI (I ) data to the Fletcher and Munson@J. Acoust. Soc. Am.
5, 82–108~1933!# loudness growth data. We then make the same comparison for Miller’s@J.
Acoust. Soc. Am.19, 609–619~1947!# wideband noise JND and loudness match data. Based on this
comparison, we show empirically thatDL(L)}L1/p, wherep52 below'5 sones and is 1 above.
Since DL(I ) is proportional tosL , when p52 the statistics of the single-trial loudnessL̃ are
Poisson-like, namelysL

2}L. This is consistent with the idea that the pure tone loudness code is
based a neural discharge rate~not the auditory nerve!. Furthermore, whenp51 ~above about 5
sones!, the internal loudness signal-to-noise ratio is constant. It is concluded that Ekman’s law
(DL/L is constant! is true, rather than Weber’s law, in this loudness range. One of the main
contributions of this paper is its attempt to integrate Fletcher’s neural excitation pattern model of
loudness and signal detection theory. ©1997 Acoustical Society of America.
@S0001-4966~97!02411-9#

PACS numbers: 43.66.Ba, 43.66.Cb, 43.66.Fe@WJ#

INTRODUCTION

When modeling human psychophysics we must care-
fully distinguish the externalphysical variables, which we
call F variables, from the internalpsychophysicalvariables,
which we refer to asC variables.1 Psychophysical modeling
seeks a transformation from theF domain to theC domain.
The F intensity of a sound is easily quantified by direct
measurement. TheC intensity is the loudness. The idea that
loudness could be quantified was first suggested by Fechner
~1966! in 1860, which raised the question of the quantitative
transformation between the physical and psychophysical in-
tensity. For a recent review of this problem, and a brief sum-
mary of its long history, see Schlauchet al. ~1995!.

An increment in the intensity of a sound that results in a
just-noticeable difference~JND! is called an intensity JND.
Fechner suggested quantifying the intensity-loudness growth
transformation by counting the number of theloudness JNDs
between two intensity values. However, after many years of
work, the details of the relationship between loudness and
the intensity JNDs have remained unclear~Zwislocki and
Jordan, 1986; Viemeister, 1988; Plack and Carlyon, 1995!.

The contribution of this paper is that it takes a fresh
view of the whole problem of the intensity JND and loudness

by merging the 1953 Fletcher neural excitation pattern model
of loudness~Allen, 1995, 1996a! with auditory signal detec-
tion theory~Green and Swets, 1966!. It is generally accepted
that the intensity JND is the physical correlate of the
psychological-domain uncertainty corresponding to the psy-
chological intensity representation of a signal. Along these
lines, for long duration pure tones and wideband noise, we
assume that theC-domain intensity is the loudness, and that
the loudness JND results from loudness ‘‘noise’’ due to its
stochastic representation.

To model the intensity JND we must define adecision
variable associated with loudness and its random fluctua-
tions. We call this loudness random decision variable the
single-trial loudness. Accordingly we define the loudness
and the loudness JND in terms of the first and second mo-
ments of the single-trial loudness, corresponding to the mean
and variance of the distribution of the intensity decision vari-
able. Because of its fundamental importance, we define the
ratio of the mean loudness to the loudness standard deviation
as theloudness signal-to-noise ratio(SNRL ).

We will show that a transformation of theF-domain
JND data into theC domain unifies tonal-stimuli JND data,
which do not obey the Weber’s law~‘‘near-miss results’’!,
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and wideband noise data, for which Weber’s law holds. We
show that SNRL(L) is functionally the same for both the
tone and noise cases. To help understand these results, we
introduce the concept of a near-miss to Stevens’ law, which
we show cancels the near–miss to Weber’s law, giving the
invariance in SNRL for the tone case. Our ultimate goal in
this work is to use signal detection theory to unify masking
and the JND, following the 1947 outline of this problem by
Miller ~1947!. This work has applications in speech and au-
dio coding.

For the case of tones, we have chosen to illustrate our
theoretical work using the classical intensity modulation
measurements of Riesz~1928!. Riesz measured the intensity
JND using small, low-frequency~3-Hz!, sinusoidal modula-
tion of tones. ‘‘Modern’’ methods generally use ‘‘pulsed’’
tones which are turned on and off somewhat abruptly, to
make them suitable for a two-alternative, forced-choice
~2AFC! paradigm. Riesz’s modulation method has a distinct
advantage for characterizing the internal signal detection
process, because it maintains a nearly steady-state small-
signal condition within the auditory system. The interpreta-
tion of intensity JNDs is therefore simplified since the under-
lying stochastic processes are stationary.

An outline of the paper is as follows: After some basic
definitions in Sec. I, and a review of some previous models
in Sec. II, in Sec. III we explore issues surrounding the re-
lation between the intensity JND and loudness, for the spe-
cial case of tones in quiet and for wideband noise. First, we
look at formulas for counting the number of intensity and
loudness JNDs and we use these formulas, together with
decision-theoretic principles, to relate loudness to the inten-
sity JND. We then review the loudness-JND theory devel-
oped by Hellman and Hellman~1990!, which provided the
inspiration for the present work. Next, we empirically esti-
mate the loudness SNR as a function of both intensity and
loudness, using the tonal JND data of Riesz~1928! and the
loudness growth function of Fletcher and Munson~1933!.
We then repeat this calculation for Miller’s wideband noise
JND and loudness data. Finally we propose a model of loud-
ness that may be used to compute the JND. This model
merges Fletcher’s neural excitation pattern model of loud-
ness with signal detection theory.

I. DEFINITIONS

We need a flexible yet clear notation that accounts for
important time fluctuations and modulations that are present
in the signals, such as beats and gated signals. Toward this
end, we propose the following definitions. We include a defi-
nition of masked thresholdbecause we view the intensity
JND as a special case of the masked threshold~Miller, 1947!.
We include a definition ofbeatsso that we can discuss their
influence on Riesz’s method for the measurement of inten-
sity JNDs.

A. Basic definitions

1. Intensity

In the time domain, it is common to define theF inten-
sity in terms of the time-integrated squared signal pressure
s(t), namely,2

I s~ t ![
1

%cTEt2T

t

s2~ t !dt, ~1!

whereT is the integration time and%c is the specific acous-
tic impedance of air. Theintensity levelis defined asI s /I ref ,
and thesound-pressure levelas s/sref where the reference
intensity isI ref or 10210 mW/cm2 and the reference pressure
sref520mPa. These two reference levels are equivalent at
only one temperature,3 but both seem to be in use.

2. Intensity of masker 1probe

The JND is sometimes called ‘‘self-masking,’’ to reflect
the view that it is determined by the internal noise of the
auditory system. To model the JND it is useful to define a
more general measure called themasked threshold, which is
defined in theF domain in terms of a pressure scale factora
applied to the probe signalp(t) that is then added to the
masking pressure signalm(t). The relative intensity of the
probe and masker is varied by changinga. Setting
s(t)5m(t)1ap(t), we denote the combined intensity as

I m1p~ t,a![
1

%cTEt2T

t

„m~ t !1ap~ t !…2dt. ~2!

The unscaled probe signalp(t) is chosen to have the same
long-term average intensity as the maskerm(t), defined asI .
Let I m(t) be the intensity of the masker with no probe
(a50), and I p(t,a)5a2I be the intensity of the scaled
probe signal with no masker. Thus4

I[I m1p~ t,0!5I m~ t !5I p~ t,1!.

3. Beats

Rapid fluctuations having frequency components outside
the bandwidth of theT second rectangular integration win-
dow are very small and will be ignored. Accordingly we
drop the time dependence in termsI m and I p . Because of
beats betweenm(t) andp(t) ~assuming the spectra of these
signals are within a common critical band! one must proceed
carefully. Slowly varying correlations between the probe and
masker having frequency components within the bandwidth
of the integration window maynot be ignored, as with beats
between two tones separated in frequency by a few Hz. Ac-
cordingly we keep the time dependence in the term
I m1p(t,a) and other slow-beating time-dependent terms. In
the F domain these beats are accounted for with a probe-
masker correlation functionrmt(t) ~Sydorenko and Allen,
1994; Green and Swets, 1966, p. 213!.

4. Intensity increment dI(t,a)

Expanding Eq.~2! and solving for theintensity incre-
mentdI we find

dI ~ t,a![I m1p~ t,a!2I ~3!

5„2armp~ t !1a2
…I , ~4!

where

rmp~ t !5
1

%cTIEt2T

t

m~ t !p~ t !dt ~5!
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defines a normalized cross correlation function between the
masker and the probe. The correlation function must lie be-
tween21 and 1.

5. Detection threshold

As the probe to masker ratioa is slowly increased from
zero, the probe can eventually be detected. We specify the
detection thresholdas a

*
, where the asterisk indicates the

threshold value ofa where a subject can discriminate inten-
sity I m1p(t,a

*
) from intensity I m1p(t,0) 50% of the time,

corrected for chance@i.e., obtain a 75% correct score in a
direct comparison of the two signals~Yost, 1994; Green and
Swets, 1966, p. 129!#. The quantitya

*
(t,I ) is the probe to

masker rms pressure ratio at the detection threshold. It is a
function of the masker intensityI and, depending on the
experimental setup, time.

6. Masked threshold intensity

Themasked threshold intensityis defined in terms ofa
*

as

I p
* ~ I ![I p~a

*
!5a

*
2I ,

which is the threshold intensity of the probe in the presence
of the masker.

The masked threshold intensity is a function of the
stimulus modulation parameters. For example, tone maskers
and narrow-band noise maskers of equal intensity, and there-
fore approximately equal loudness, give masked thresholds
that are about 20 dB different~Egan and Hake, 1950!. As a
second example, when using the method of beats~Riesz,
1928!, the just-detectable modulation depends on the beat
frequency. With ‘‘modern’’ 2AFC methods, the signals are
usually gated on and off~100% modulation! ~Jesteadtet al.,
1977!. According to Stevens and Davis~p. 142, 1983!

A gradual transition, such as the sinusoidal varia-
tion used by Riesz, is less easy to detect than an
abrupt transition; but, as already suggested, an
abrupt transition may involve the production of
unwanted transients.

One must conclude that therelative masked threshold
@i.e., a

*
(t,I )] is a function of the modulation conditions.

7. C-domain temporal resolution

When modeling time varying psychological decision
variables, the relevant integration timeT is not the duration
defined by theF-intensity Eq.~1!, rather the integration time
is determined in theC domain. This importantC-domain
model parameter is calledloudness temporal integration
~Yost, 1994!. It was first explicitly modeled by Munson in
1947.

The F-domain temporal resolution (T) is critical to the
definition of the JND in Riesz’s experiment~see Appendix
A! because it determines the measured intensity of the beats.
The C-domain temporal resolution plays a different role.
Beats cannot be heard if they are faster than, and therefore
‘‘filtered’’ out by, the C domain response. TheC-domain
temporal resolution also impacts results for gated stimuli,

such as in the 2AFC experiment, though its role is poorly
understood in this case. To model the JND as measured by
Riesz’s method of just-detectable beats, one must know the
C-domain resolution duration to calculate the probe-masker
effective correlationrmp(t) in theC domain. It may be more
practical to estimate theC-domain resolution from experi-
ments that estimate the degree of correlation, as determined
by the beat modulation detection threshold as a function of
the beat frequencyf b ~Sydorenko and Allen, 1994!.

In summary, even though Riesz’s modulation detection
experiment is technically a masking task, we treat it, follow-
ing Riesz~1928!, Miller ~1947!, and Littler ~1965!, as char-
acterizing the intensity JND.

It follows that theC-domain temporal resolution plays a
key role in intensity JND and masking models.

8. The intensity JND DI

The intensityjust-noticeable difference~JND! is5

DI ~ I ![d~ t,a
*
!, ~6!

the intensity increment at the masked threshold, for the spe-
cial case where the probe signal is equal to the masking
signal @p(t)5m(t)#. From Eq.~4! with a set to threshold
a

*
andrmp(t)51

DI ~ I !5~2a
*
1a

*
2!I . ~7!

An important alternative definition for the special case of the
pure-tone JNDis to let the masker be a pure tone, and let the
probe be a pure tone of a slightly different frequency~e.g., a
beat frequency difference off b53 Hz!. This was the defini-
tion used by Riesz in 1928. Beats are heard atf b53 Hz, and
assuming the period of 3 Hz is within the passband of the
C-temporal resolution window,rmp(t)5sin(2pfbt) and

DI ~ t,I !5@2a
*

sin~2p f bt !1a
*
2#I . ~8!

If the beat period is less than theC temporal resolution
window, the beats are ‘‘filtered’’ out by the auditory brain
~the effectivermn is small! and we do not hear the beats. In
this caseDI (I )5a

*
2I .

9. Internal noise

It is widely accepted that the pure tone intensity JND is
determined by theinternal noiseof the auditory system~Sie-
bert, 1965; Raab and Goldberg, 1975!, and thatDI is pro-
portional to the standard deviation of theC-domain decision
variable that is being discriminated in the intensity detection
task, reflected back into theF domain. The usual assump-
tion, from signal detection theory, is thatDI 5d8s I , where
d8[DI /s I is a constant that depends on the experimental
design, ands I is the intensity standard deviation of the
F-domain intensity due toC-domain auditory noise~Yost,
1994!.

10. Hearing threshold

Thehearing threshold~or unmasked threshold! intensity
may be defined as the intensity corresponding to the first
~lowest intensity! JND. The hearing threshold is represented
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as I p
* (0) to indicate the probe intensity when the masker

intensity is small~i.e., I→0). It is believed that internal
noise is responsible for the hearing threshold, however, there
is no reason to assume that this noise is the same as the
internal noise that produces the JND.

11. Loudness L

The loudness Lof a sound is theC intensity. Theloud-
ness growth function L(I ) depends on the stimulus condi-
tions. For exampleL(I ) for a tone and for wideband noise
are not the same functions. Likewise the loudness growth
function for a 100-ms tone and a 1-s tone differ. When de-
fining a loudness scaleit is traditional to specify the inten-
sity, frequency, and duration of a tone such that the loudness
growth function is one@i.e., L(I ref , f ref ,Tref)51 defines a
loudness scale#. For the sone scale, the reference signal is a
I ref540 dB SPL tone atf ref51 kHz with durationTref51 s.
For Fletcher’s LU scale the reference intensity is the hearing
threshold, which means that 1 sone5975 LU ~Fletcher,
1953! for a ‘‘normal’’ hearing person. In the next section we
shall show that Fletcher’s LU loudness scale is a more natu-
ral scale than the sone scale~the ANSI and ISO standard
scales!.

12. The single-trial loudness

A fundamental postulate of psychophysics is that all de-
cision variables~i.e., C variables! are random variables,
drawn from some probability density function~Green and
Swets, 1966, Chap. 5!. For early discussions of this point see
Montgomery ~1935! and page 144 of Stevens and Davis
~1983!. To clearly indicate the distinction between random
and nonrandom variables, a tilde (;) is used to indicate a
random variable.6

We define the loudness decision variable as thesingle-

trial loudness L̃, which is the sample loudness heard on each
stimulus presentation. The loudnessL is then the expected
value of the single-trial loudnessL̃

L~ I ![E L̃ ~ I !. ~9!

The second moment of the single-trial loudness

sL
2[E~ L̃2L !2 ~10!

defines the loudnessvariancesL
2 andstandard deviationsL .

B. Derived definitions

The definitions given above cover the basic variables.
However, many normalized forms of these variables are used
in the literature, and these also need to be defined. These
derived variables were frequently formed with the hope of
finding an invariance in the data. This could be viewed as a
form of modeling exercise that has largely failed~e.g., the
near-miss to Weber’s law!. The shear number of combina-
tions has lead to serious confusions~Yost, 1994, p. 152!.
Each normalized variable is usually expressed in dB, adding
an additional unnecessary layer of confusion to the picture.

1. Weber fraction J

The intensity JND is frequently expressed as arelative
JND called theWeber fractiondefined by

J~ I ![DI ~ I !/I . ~11!

From the signal detection theory premise thatDI 5d8s I

~Yost, 1994!, J is just the reciprocal of an effective signal-
to-noise ratio defined as

SNRI~ I ![I /s I~ I ! ~12!

since

J5d8s I /I 5d8/SNRI . ~13!

One conceptual problem with the Weber fractionJ is
that it is aneffectivenoise-to-signal ratio, expressed in theF
~physical! domain, but determined by aC ~psychophysical!
domain mechanism~internal noise!.

2. Loudness JND DL

Any superthresholdC-domain increments may be quan-
tified by correspondingF-domain increments. Theloudness
JND DL(I ) is defined as the change in loudnessL(I ) corre-
sponding to the intensity JNDDI (I ). While it is not possible
to measureDL directly, we assume that we may expand the
loudness function in a Taylor series, giving

L~ I 1DI !5L~ I !1DI
dL

dI U
I

1HOT,

where HOT representshigher-order terms, which we shall
ignore. If we solve for

DL[L~ I 1DI !2L~ I ! ~14!

we find

DL5DI
dL

dI U
I

. ~15!

We call this expression thesmall-JNDapproximation. The
above shows that the loudness JNDDL(I ) is related to the
intensity JNDDI (I ) by the slope of the loudness function,
evaluated at intensityI . According to the signal detection
model, the standard deviation of the single trial loudness is
proportional to the loudness JND, namely

DL5d8sL . ~16!

A more explicit way of expressing this assumption is

DL

DI
5

sL

s I
. ~17!

3. Loudness SNR

In a manner analogous to theF-domain SNRI , we de-
fine the C-domain loudness SNR as SNRL(L)[L/sL(L).
Given Eq.~16!, it follows that

SNRI5n SNRL , ~18!

wheren is the slope of the log-loudness function with re-
spect to log-intensity, namely
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n~b![
dLlog

db U
b

, ~19!

where b[10 log10(I /I ref) is the intensity levelin dB, and
L log(b)[10 log10„L(10b/10)….

The derivation of Eq.~18! is as follows: If we express
the loudness as a power law

L~ I !5I n

and letx5 log(I) andy5 log(L), theny5nx. If the change of
n with respect to dB SPL is small, thendy/dx'Dy/Dx'n.
Sinced log(y)5dy/y we get

DL/L5nDI /I . ~20!

From Eq.~17!, Eq. ~18! follows.
Equation~18! is important because~a! it tells us how to

relate the SNRs between theF and C domains,~b! every
term is dimensionless,~c! the equation is simple, sincen is
approximately constant above 40 dB SL~i.e., Stevens’ law!,
and because~d! we are used to seeing and thinking of loud-
ness, intensity, and the SNR, on log scales, and also the slope
on log-log scales.

4. Counting JND’s

While the concept of counting JNDs has been frequently
discussed in the literature, starting with Fechner, unfortu-
nately the actual counting formula~i.e., the equation! is
rarely provided. As a result of a literature search, we found
the formula in Nutting~1907!, Fletcher~1923a!, Wegel and
Lane ~1924!, Riesz ~1928!, Fletcher ~1929!, and Miller
~1947!.

To derive the JND counting formula, Eq.~15! is rewrit-
ten as

dI

DI
5

dL

DL
. ~21!

Integrating over an interval gives

E
I 1

I 2 dI

DI
5E

L1

L2 dL

DL
, ~22!

where L15L(I 1) and L25L(I 2). Each integral counts the
total number of JND’s betweenI 1 and I 2 ~Riesz, 1928;
Fletcher, 1929!. For example

N12[E
I 1

I 2 dI

DI ~ I !
~23!

definesN12, the number of intensity JNDs betweenI 1 and
I 2 . Equivalently

N12[E
L1

L2 dL

DL
~24!

defines the number of loudness JNDs betweenL1 and L2 .
The number of JNDs must be the same regardless of the
domain~i.e., the abscissa variable!, F or C.

II. EMPIRICAL MODELS

This section reviews some earlier empirical models of
the JND and its relation to loudness relevant to our develop-
ment.

A. Weber’s law

In 1846 it was suggested by Weber thatJ(I ) is indepen-
dent of I . According to Eq.~7!,

J~ I !52a
*
1a

*
2 .

If J is constant, thena
*

must be constant, which we denote
by a

*
(I– ) ~we strike outI to indicate thata

*
is not a function

of intensity!. This expectation, which is called Weber’s law
~Weber, 1988!, has been successfully applied to many hu-
man perceptions. We refer the reader to the helpful and de-
tailed review of these questions by Viemeister~1988!,
Johnsonet al. ~1993!, and Moore~1982!.

Somewhat frustrating is the empirical observation that
J(I ) is not constant for the most elementary case of a pure
tone ~Riesz, 1928; Jesteadtet al., 1977!. This observation is
referred to asthe near-miss to Weber’s law~McGill and
Goldberg, 1968b!. It remains unexplained why Weber’s law
holds as well as it does~Green, 1988, 1970, p. 721!, or even
why it holds at all. Given the complex and nonlinear nature
of the transformation between theF and C domains,
coupled with the belief that the noise source is in theC
domain, it seems unreasonable that a law as simple as We-
ber’s law, could hold in any general way. A transformation
of the JND from theF domain to theC domain might
clarify the situation.

Weber’s law does make one simple prediction that is
potentially important. From Eq.~23! along with Weber’s law
J0[J(I– ) we see that the formula for the number of JNDs is

N125E
I 1

I 2 dI

J0I
~25!

5
1

J0
lnS I 2

I 1
D . ~26!

B. Fechner’s postulate

In 1860 Fechner postulated that the loudness JND
DL(I ) is a constant7 ~Stevens, 1951; Fechner, 1966; Luce,
1993; Plack and Carlyon, 1995!. We shall indicate such a
constancy with respect toI as DL(I– ) ~as before, we strike
out theI to indicate thatDL is not a function of intensity!.
As first reported by Stevens~1961!, we shall show that Fech-
ner’s postulate is not generally true.

1. The Fechner JND counting formula

From Eq.~24!, along with Fechner’s postulateDL(I– ),
we find

N125E
L1

L2 dL

DL~ I– !
~27!

5
L22L1

DL
. ~28!
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This says that if the loudness JND were constant, one could
calculate the number of JNDs by dividing the length of the
interval by the step size. We call this relation theFechner
JND counting formula.

2. The Weber –Fechner law

It is frequently stated~Luce, 1993! that Fechner’s pos-
tulate@DL(I– )# and Weber’s law@J0[J(I– )# lead to the con-
clusion that the difference in loudness between any two in-
tensitiesI 1 andI 2 is proportional to the logarithm of the ratio
of the two intensities, namely

L~ I 2!2L~ I 1!

DL
5

1

J0
logS I 2

I 1
D . ~29!

This is easily seen by eliminatingN12 from Eq. ~26! and
~28!. This result is calledFechner’s law, and was called the
Weber–Fechner lawby Fletcher and his colleagues~as it is
today by the Vision community! because Eq.~29! results
when one assumes that both Fechner’s postulate and We-
ber’s law are simultaneously true.

Even though Weber’s law is approximately true, be-
cause Fechner’s postulate Eq.~28! is not true8 ~Stevens,
1961!, Fechner’s law cannot be true. The arguments on both
sides of this proposal have been weakened by the unclear
relation between loudness and the intensity JND. For ex-
ample, it has been argued that since the relation between
L(I ) and DI (I ) depends on many factors, there can be no
simple relation between the two~Zwislocki and Jordan,
1986!. It has even been suggested that loudness and the in-
tensity JND may be independent.9 For a recent discussion of
loudness and psychophysical scaling, see Marks~1974!, Ge-
scheider~1976!, Luce~1993!, and Plack and Carlyon~1995!.

C. Poisson noise

Starting in 1923, Fletcher and Steinberg studied loud-
ness coding of pure tones, noise, and speech~Fletcher,
1923a, 1923b; Fletcher and Steinberg, 1924; Steinberg,
1925!, and proposed that loudness was related to neural
spike count~Fletcher and Munson, 1933!, and even provided
detailed estimates of the relation between the number of
spikes and the loudness in sones~Fletcher, 1953, p. 271!. In
1943 De Vries first introduced a photon counting Poisson
process model as a theoretical basis for the threshold of vi-
sion ~De Vries, 1943!. Siebert~1965! proposed that Poisson-
point-process noise, resulting from the neural rate code, acts
as the internal noise that limits the frequency JND~Green,
1970; Jesteadtet al., 1977!. A few years later~Siebert,
1968!, and independently10 McGill and Goldberg~1968a!
proposed that the Poisson internal noise~PIN! model might
account for the intensity JND, but they did not find a reason-
able loudness growth function. Hellman and Hellman~1990!
further refined the argument that Poisson noise may be used
to relate the loudness growth to the intensity JND, and they
found good agreement between the JND and realistic loud-
ness functions.

As we shall show, the PIN model requires thatDL(L)
}AL, which may be written assL

2}L. The proportionality
constant depends on the loudness scale.

D. Hellman and Hellman’s alternative to Fechner

In 1990 Hellman and Hellman proposed an alternative to
Fechner’s hypothesis, thatDL is constant, by showing that
the PIN model could give reasonable loudness growth func-
tions. Their paper concludes that the relation between the
intensity JND and loudness is

AL~ I 2!2AL~ I 1!5
h

2EI 1

I 2 dI

DI ~ I !
. ~30!

In the next section we discuss the underlying principles be-
hind Eq. ~30!, and discuss its generalization to other condi-
tions, such as higher intensities, noise, complex tones, and
pulsed signals of various duty cycles.

The PIN JND counting formula. Given the definition
of the number of JNDs@Eq. ~23!# we may rewrite the Hell-
man and Hellman formula@Eq. ~30!# as

N125
2

h
~AL22AL1!. ~31!

We call this relation thePIN JND counting formula. It speci-
fies the number of JNDs between two loudness values, where
the factorh depends on the reference intensityI ref for the
loudness scale. Equation~31! was first described by Stevens
in 1936~Stevens and Davis, 1983, p. 149! in a slightly modi-
fied form asL25N02

2.2, where L050 is the loudness for
I 050, and again by Miller ~1947! for white noise as
L25N02

3 . Equation~31! ~i.e., L2'N02
2 ) should be compared

and contrasted to Fechner’s JND counting formula Eq.~28!.
In the next section we show that for long duration tones,
below about 20 dB SL, Eq.~31! is essentially correct; how-
ever, when the PIN model does not hold@e.g., when
DL(L)ÞAL, such as for continuous tones at high intensi-
ties#, a different relation must apply.

III. RESULTS

In the following we directly compare the loudness-
growth function of Fletcher and Munson to the number of
JNDs N12 from Riesz, as described in Appendix A. The
Fletcher and Munson loudness data~Munson, 1932! were
determined for long duration tonal stimuli using the loudness
balance method~Fletcher and Munson, 1933!, the method of
constant stimuli~Yost, 1994!, and the assumption of additiv-
ity of partial loudness. Riesz’s data were also determined for
long duration stimuli with just-detectable modulation~i.e.,
they were tonelike sounds!. Since the JND depends on the
modulation depth, as discussed in theDefinitions section,
Riesz’s JND data seem to be ideal for this comparison since
both the loudness data and the JND data have minimal~and
similar! modulation parameters~Riesz’s continuous tonal
stimuli, which have just-detectable modulations, are more
tonelike than gated 2AFC stimuli!.

A. Determination of the JND counting formula

Motivated by Eq.~31!, in Fig. 1 we have compared the
number of JNDs to the square root of the loudness at all 11
frequencies that Fletcher and Munson used to define the
loudness, requiring the reconstruction of the loudness curves
from the raw data given in Table I of the 1933 paper. The
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procedure for doing this is described in Appendix B. The
figure is divided into four panels to separate the results
across frequency. The abscissa gives the difference between
the square root of loudness above threshold and the square
root of the loudness at thresholdAL22AL1, while the ordi-
nate gives the corresponding number of JNDs above thresh-
old N12. The results for 62 and 125 Hz clearly depart from
straight-line behavior. Also at high levels for all frequencies,
for L.104 LU ~i.e., .10 sones!, the results deviate from a
straight-line. However, over the rest of the range, Eq.~31! is
an excellent summary of the curves of Fig. 1.

Figure 2 shows an alternative way of presenting the data
that estimates 2/h and provides a more sensitive indication of
the deviations from Eq.~31!. In this figure we plot the ratio
of N12 divided byAL22AL1, as a function of the intensity
expressed in dB SL. Equation~31! says that this ratio should
be independent of intensity. The deviation from a constant
value shown in Fig. 2 is greatest at low frequencies, but is
small in comparison to the large range of values spanned by
both the numerator and denominator of this ratio.

Again we see reasonable agreement between the Hellman
and Hellman theory and the tonal data.

B. An alternative to Fechner’s postulate

If one treats Eq.~31! as an exact representation of Fig. 2,
thereby ignoring any deviations with intensity and fre-
quency, one may draw several interesting conclusions. First
it follows that

DL5hAL, ~32!

where h is a proportionality constant, as may be seen by
direct substitution of Eq.~32! into the JND counting formula
Eq. ~24!:

N125E
L1

L2 dL

hAL
~33!

5
2

h
~AL22AL1!, ~34!

FIG. 1. Observed versus predicted number of JNDs. In this figureAL22AL1 is the abscissa, using the loudnessL(I ) from Fletcher and Munson~1933!, versus
the number of JNDsN12 from Riesz~1928! on the ordinate, for intensitiesI 2 from 1 dB to 120 dB SL~above the threshold intensityI 1). The 11 curves,
corresponding to the frequencies 0.062 to 16 kHz, are distributed among the four panels for clarity. Except at low frequencies and high levels, the resulting
plots are nearly parallel to the 45° line, in support of the Hellman and Hellman PIN model.

3634 3634J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 J. B. Allen and S. T. Neely: Intensity JND and loudness



which is Eq.~31!. In summary, Fechner’s postulate cannot
be true sinceDL5hAL, which isnot constant.

As discussed in Sec. I, a basic tenant of signal detection
theory is that the standard deviation of the decision variable
is proportional to the change in the mean, which is Eq.~16!
in the present case, since the decision variable is the single-
trial loudness.

If we eliminateDL from Eqs.~32! and~16!, we recover
the fundamental assumption of the PIN model~Sec. II C!,

L5S d8

h D 2

sL
2 , ~35!

which says thatthe mean of the single-trial loudness L is
proportional tosL

2 , the variance of the single-trial loudness,
where thesingle-trial loudnessis the loudness decision vari-
able. By the proper choice of the reference intensityI ref cor-
responding to unity loudness~i.e., L ref51), along with
knowledge ofd8, which depends on the experimental condi-
tions, the proportionality constant (d8/h) may be set to 1. In
fact, Fletcher’s LU loudness scale, which is based on spike

counts, is just such a scale~Fletcher and Munson, 1933!
since L(I ref)51 when I ref is the threshold intensityI p

* (0).
The sone scale is not such a loudness scale since in that case
I ref corresponds to 40 dB SPL.

Since for the PIN model we know bothDI (I ) and
DL(L), we may evaluate Eq.~22! and obtain a usable alter-
native to Fechner’s ill-founded loudness law Eq.~29!. For
example based on Eqs.~32! and~A1!, Eq.~22! givesL(I ) for
tones by equating Eqs.~31! and ~A5!, leading to

L~ I !5FAL ref1
h

2kJ`
lnS ~ I /I ref!

kJ`1~Jref2J`!

Jref
D G2

.

~36!

The parametersk, J` , andJref are described in Appendix A.
Equation~36! provides a good description of the tonal loud-
ness functions over the range of intensities where the PIN
model is valid. A similar use of Eq.~22! should give a rea-
sonable fit to any loudness growth function onceDI (I ) and
DL(L) have been estimated.

FIG. 2. These data are the same as that of Fig. 1 except the ordinate has been normalized by the abscissa. On the abscissa is the sound intensity, in dB SL,
and on the ordinate isN12 /(AL22AL1). This allows the estimation of the parameter 2/h, as described by Eq.~31!. The 11 curves represent the same
frequencies shown in the previous figure.
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C. The direct estimate of DL

The above discussion has~a! drawn out the fundamental
nature of the JND,~b! shown the critical nature of the de-
pendence ofDL(L) on L, and~c! has shown that below 10
sones the PIN model, Eq.~32!, approximately holds. Given
its importance, it is reasonable to estimateDL directly from
its definition Eq.~14!, using Riesz’sDI (I ) and Fletcher and
Munson’s~1933! estimate ofL(I ).

In Fig. 3 we show an estimate ofDL(L) computed using
all 11 tonal frequencies that Fletcher and Munson used to
define the loudness. Each of the four panels displays a dif-
ferent frequency range. As indicated in the figure caption we
have marked the point on the curve where the slope changes.
For the 62 Hz data in the upper-left panel we see thatDL is
constant for levels below about 50 dB SL. Over most of the
frequency range, below 20 dB SL,DL}AL. Between 20 and
60 dB SL,DL}L1/3. Above 60 dB SL,DL}L.

Miller’s ~1947! famous JND paper also includes wide-
band noise loudness-level results. We transformed these data

to loudness using Fletcher and Munson’s~1933! reference
curve~i.e., Fig. 6 upper left!. In Fig. 3 ~thick line, lower-left
panel! we showDL(L) for Miller’s ~1947! wideband noise
JNDI data. Between 25 and 55 dB SL, the slope ofDL(L) on
a log–log plot is close to 2/3. Above 55 dB SL,DL(L) is the
same as that for tones.

D. Determination of the loudness SNR

The pure tone and wideband noise JND results may be
summarized in terms of the loudness SNRL(I ) data shown in
Fig. 4 where we showL/DL5SNRL /d8 as a function of
intensity. As before we separate frequencies into separate
panels. The SNRL for the wide band noise data of Miller is
shown in the lower-left panel.

For noise below 55 dB SL the loudness signal-to-noise
ratio SNRL[L/sL increases as the cube root (122/3
51/3) of the loudness; namely the noise increases by a fac-
tor of 2 when the loudness increases by a factor of 8. For
levels above about 55 dB SL, SNRL(L) remains approxi-

FIG. 3. In this figure we showDL(L, f ) computed directly from Eq.~14! using Riesz’s JND data and the Fletcher–Munson loudness-intensity curve, for levels
between 0 and 120 dB SL. A( has been placed on the curves at an intensity of 55 dB SL, for 62 and 125 Hz, 60 dB SL for 0.25 to 1 kHz, 55 dB SL for
2–5.65 kHz, and 50 dB SL for 8–16 kHz. In the upper-right panel we have added a straight line for reference, having slopes of 1/2, 1/3, and 1, for levels
between 0–20, 20–60, and above 60 dB SL, respectively. From these plots it is clear thatDL(L) is described by a power law inL having three straight line
segments. Between 0 and 20 dB SL, the slope is close to 0.5. Between 20 and 60 dB SL the slope is close to 1/3 (DL}L1/3) for tones, and 2/3 for noise. Above
60 dB SL, the slope is 1 (DL}L). Fechner’s law@DL(I– )# appears to hold only for 62 and 125 Hz below 50 dB SL. One extra curve, labeled with a thick
solid line, has been added to the lower-left panel, showingDL(L) for the wideband noise data of Miller~1947!. This curve has a slope of approximately 1/2
below 25 dB SL, 2/3 between 25 and 55 dB SL, and then merges with the tone data up to a loudness of 105 ~LU!, the upper limit of Miller’s data. Note that
1 sone is 975 LU.
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mately constant with a value between 20 and 60 for both
tones and noise. For tones, between threshold and 60 dB SL
sL}L1/p with 2<p<3. Above 60 dB SL,sL}L ~i.e.,
p51).

To the extent that the curves are all approximately the
same across frequency, Fig. 4 provides a stimulus indepen-
dent description of the relation between the intensity JND
and loudness. This invariance in SNRL seems significant.
Where the high level segment of SNRL is constant, the in-
tensity resolution of the auditory system has a fixed internal
relative resolution ~Ekman, 1959!. The obvious interpreta-
tion is that as the intensity is increased from threshold, the
neural rate-limited SNR increases until it saturates due to
someother dynamic range limit, such as that due to some
form of central nervous system~CNS! noise.

Near-miss to Stevens’ law. In Fig. 5 we show a sum-
mary ofL(I ), n(I ), J(I ), andDL/L5d8/SNRL for the tone
and noise data. For tones the intensity exponentn(I ) varies
systematically between 0.3 and 0.4 above 50 dB SL, as
shown by the solid line in the upper-right panel. We have
highlighted this change in the power law with intensity for a
1 kHz tone in the upper-right panel with a light-solid straight
line. It is logical to call this effect thenear-miss to Stevens’
law, since it cancels the near-miss to Weber’s law, giving a
constant relative loudness JNDDL/L for tones.

In the lower-right panel we provide a functional sum-
mary of DL/L for both tones and noise with the light-solid
line described by

DL~L !

L
5h@min~L,L0!#21/2, ~37!

whereh5A2 andL055000 LU ('5 sones!. We call this
relation the Saturated Poisson Internal Noise~SPIN! model.
With these parameter values, Eq.~37! appears to be a lower
bound on the relative loudness JNDL for both tones and
noise.

E. Weber-fraction formula

In this section we derive the relation between the Weber
fraction J(I ) given the loudnessL(I ) starting from the
small-JND approximation

DL5DIL 8~ I !, ~38!

whereL8(I )[dL/dI. If we solve this equation forDI and
divide by I we find

J~ I ![
DI

I
5

DL

IL 8~ I !
. ~39!

Finally we substitute the SPIN model Eq.~37!

J~ I !5
hL~ I !

IL 8~ I !
@min„L~ I !,L0…#21/2. ~40!

This formula is the same as that derived by Hellman and
Hellman ~1990! whenL<L0 . In Fig. 6 we plot Eq.~40! in
the lower two panels labeled ‘‘SPIN model.’’ From the
lower-left panel of this figure,h52.4 andL0510 000 LU.
For levels between 0 and 100 dB SL, the SPIN model~solid

curve! fit to Riesz’s data and Riesz’s formula is excellent.
Over this 100 dB range the curve defined by the loudness
function fits as well as the curve defined by Riesz’s formula
given in Appendix A~the dashed curve!. The excellent fit
gives us further confidence in the basic assumptions of the
model.

In the lower-right panel we have superimposed the JND
data of Jesteadtet al. ~1977! with h53 andL0510 000 LU
for comparison to Eq.~40!. The Jesteadtet al. data were
taken with gated stimuli~100% modulation! and 2AFC
methods. It is expected that the experimental method would
lead to a different value ofh than the valued required for
Riesz’s data set. The discrepancy between 0 and 20 dB may
be due to the 100% modulation for these stimuli. The fit
from 20 to 80 dB SL is less than a 5% maximum error, and
much less in terms of rms error. Note the similarity in slope
between the model and the data.

F. Riesz’s counting ratio

According to Eq.~31!, the frequency dependence of the
number of intensity JNDs between any two values of loud-
ness must be isolated to the coefficienth( f ). This was first
observed empirically by Riesz in 1933 in a different form
when he pointed out that for levels below approximately 70
dB SL the JND counting-ratio

N1X /N1R ~41!

is independent of frequency~Riesz, 1933; Houtsmaet al.,
1980!. In this equation,N1X andN1R are given by Eq.~23!.
The index 1 corresponds to the threshold intensity
I 15I p

* (0), theR index indicates some reference intensityI R

@e.g.,LR(I R)51sone atI R540 phons#, while X indicates an
arbitrary intensityI X . The data of Fig. 2 show a slight fre-
quency dependence ofh( f ) on f . In the ratio given by Eq.
~41!, this dependence cancels, making the counting ratio in-
dependent of frequency.

Riesz’s observation about the JND counting ratio is in-
teresting because the isoloudness contours depend signifi-
cantly on frequency,DI (I , f ) depends significantly on fre-
quency, and yet the ratio Eq.~41!, which depends only on
DI (I , f ), shows little variation with frequency.

By assuming that the counting ratio is independent of
frequency, Riesz was able to mimic Munson’s loudness
curves~Munson, 1932! ~i.e., the Fletcher–Munson isoloud-
ness curves! below a critical level of approximately 70 dB
SL, given two isolevel contours~e.g., L1 and LR) and his
1928 measurements ofDI (I ) expressed in terms ofN using
Eq. ~23!.

From ratio Eq.~41! and Eq.~31! we obtain

N1X

N1R
5

ALX2AL1

ALR2AL1

. ~42!

Thus we see that the frequency independence of Eq.~42!
@namely Riesz’s~1933! observation# follows directly from
Eq. ~32! and the definition of the number of JNDs Eq.~24!.

A more general statement may be made. IfDL(L, f ) has
no direct dependence on intensity and is either independent
of frequency or contains a frequency dependence which is
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separable@i.e., DL(L, f )5w1(L,I– )w2( f ,I– )], then the fre-
quency independence of Riesz’s counting ratio follows from
Eq. ~24!, regardless of the detailed form of the dependence of
DL on L.

G. Summary

Riesz’s~1933! observation that the counting ratio is in-
dependent of frequency for intensities below 70 dB SL tells
us that the loudness JND has no direct dependence on inten-
sity @i.e., DL(L,I– ,f )], and that its dependence on loudness
can be separated from any possible dependence on fre-
quency. Turning the argument around, when Riesz’s count-
ing ratio is independent of intensity, it follows that
DL(L,I– ,f ) ~i.e., thatDL does not depend onI ). This obser-
vation supports Fechner’s idea thatL(I ) may be found by
counting JNDs; he simply had the wrong formulas forDI (I )
andDL(L).

IV. A MODEL OF TONAL LOUDNESS CODING

In this section the SPIN model@Eq. ~37!# is merged with
Fletcher’s loudness theory. Fletcher was the first to describe
the neural excitation pattern model of partial loudness and
propose that the summation of the total spike activity could
account for the loudness. Since the variance of the spike

count is equal to the mean count for a Poisson process~the
PIN model!, Fletcher’s neural rate model of loudness pre-
dicts the JND when the neural spike train obeys Poisson
statistics. Above 60 dB, where the SNRL is saturated, a dif-
ferent explanation is required~e.g., CNS noise!.

A. Assumptions about loudness for pure tones

To understand all these relations we need a model, and
we make the following model assumptions about the single-
trial pure-tone loudness:

~1! The single-trial pure-tone loudness L˜(I , f ) is given
by the total number of neural spikes that result from the
presentation of the tone of durationT seconds. Namely

L̃~ I ,t, f !5E
0

xLE
t2T

t

R̃ ~ I ,t, f ,x!dt dx,

where R̃ (I ,t, f ,x) is a random variable that describes the
neural spike rate at timet associated with placex on the
basilar membrane, given a tone of frequencyf and intensity
I . The length of the basilar membrane isxL . The additivity
~i.e., the integral over place and time! is based on Fletcher’s
analysis of 10 years of loudness measurements by Munson

FIG. 4. In this figure we plotL(I )/DL5SNRL /d8 for intensities between 0 and 120 dB SL. Below about 55 dB SL the internal signal-to-noise ratio SNRL(I )
is increasing and is proportional toL121/p, where 2<p<3 for tones andp'3/2 for noise. Above 60 dB SL the SNRL saturates at about 50 linear units. At
62 and 125 Hz the SNRL decreases at high levels.
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~Fletcher and Munson, 1933!, as well as more recent obser-
vations.

~2! From signal detection theory, the relation between
the loudness JNDDL and the standard deviation of the
single-trial loudness@Eq. ~10!# is DL5d8sL .

~3! The single-trial loudness is Poisson below 60 dB SL.
A second independent noise source limits theL/DL ratio to a
fixed maximum of about 50 for levels above 60 dB.

~4! The loudness-growth functionL(I , f ) has a slope
dL/dI which is a good local approximation to the ratio of the
loudness JND to the intensity JNDDL/DI (I , f ).

B. Model discussion

Fletcher’s model~assumption 1! has been heavily and
widely criticized~e.g., Licklider, 1959!. Clearly, the auditory
nerve response is the input to such loudness calculations, but

the auditory nerve response may not be claimed to be loud-
nessper se. We have shown in this paper that a point-process
representation of loudness appears to be a realistic assump-
tion. It is remarkable, given the primitive state of knowledge
in 1923 about auditory neurophysiology, that Fletcher asso-
ciated neural rate with loudness~Fletcher, 1923a; Fletcher
and Steinberg, 1924!. Unfortunately this association receives
only tenuous acceptance today~Viemeister, 1988; Smith,
1988; Delgutte, 1995; Doucet, 1995!. Our assumption of a
uniform time weighting having durationT is not realistic,
and a more realistic weighting function needs further study.

Assumption 2 is widely accepted, and works well for the
2AFC JND task, but is not correct for the modulation-
detection task such as Riesz’s method of beats. When modu-
lation detection is the task,DL'0. This is best seen from
Eq. ~8!. Since a

*
is small, the mean change in intensity

FIG. 5. In 1947 Miller measured the JNDI and the loudness level for two subjects using wide band noise~0.15–7 kHz! for levels between 3 and 100 dB SL.
The intensity of the noise was modulated with a ramped square wave that was high for 1.5 s and low 4.5 s. The loudness, computed from Miller’s phon data
~dashed curve! using Fletcher and Munson’s~1933! 1-kHz tone loudness-growth curve are shown in the upper-left panel, along with the Fletcher Munson
tonal loudness-growth function~solid curve!. The upper-right panel shows the exponentn(I )[dLlog /db for both Fletcher and Munson’s and Miller’s~average
of two subjects! loudness-growth function. In the lower-left panel we plotDI /I vs I for Miller’s two subjects, Miller’s equation, and Riesz’s equation. In the
bottom-right panel we show theDL/L vs L for the noise and tones cases. From Eq.~20! DL/L5n(I )J(I ). Note how the product ofn(I ) andJ(I ) is close
to a constant for tones above 65 dB SL. This invariance justifies calling the variations in the power-law exponentn(I ) for tones the ‘‘near-miss to Stevens’
law.’’ For reference, 1 sone is 975 LU.
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defined by the second terma
*
2I is not what is detected by the

listener. The beating term 2a
*

sin(2pfbt) is responsible for
detection. From basic detection theory we know that the
width of the distribution is responsible for modulation detec-
tion rather than the change in the mean. Riesz avoided this
problem with the empirical definition ofJ described in Ap-
pendix A.

Assumption 4 is easily tested by direct comparison of
the two sides of Eq.~15!.

V. DISCUSSION

Inspired by the Poisson internal noise~PIN! based
theory of Hellman and Hellman~1990!, we have developed a
theoretical framework that can be used to explore the rela-
tionship between the pure-tone loudness and the intensity
JND. The basic idea is to combine Fletcher’s neural excita-
tion response pattern model of loudness with signal detection

theory. We defined a random decision variable called the
single-trial loudness. Themeanof this random variable is the
loudness, while itsstandard deviationis proportional to the
loudness JND. We define the loudness signal-to-noise ratio
SNRL as the ratio of loudness~the signal! to standard devia-
tion ~a measure of the noise!.

A. Model validation

To evaluate the model we have compared the loudness
data of Fletcher and Munson~1933! with the intensity JND
data of Riesz~1928! for tones. A similar comparison was
made for noise using loudness and intensity JND data from
Miller ~1947!. We were able to unify the tone and noise data
by two equivalent methods. First, since the loudness SNR is
proportional to the ratio of the loudness to the JNDL/DL,
the SNR is also a piecewise power-law function we call the
SPIN model. All the data are in excellent agreement with the

FIG. 6. Comparison between loudness data and intensity JND data at 1 kHz using the SPIN model. The upper-left panel shows the Fletcher–Munson loudness
data from their Table III~Fletcher and Munson, 1933!. The upper-right panel is a plot of the slope of the loudness with respect to intensity~LU-cm/W!. In
the lower-left we show the relation between the SPIN-model@Eq. ~40! with h52.4] relative JND~solid line!, calculated from the Fletcher–Munson loudness
data, and the measured relative JND obtained by Riesz~1928! at 1 kHz. We display both Riesz’s formula~dashed line! and Riesz’s raw data~circles!, which
may be found in Fletcher~1953, 1995!. In the lower right we compare the SPIN-model relative JND@Eq. ~40!, with h53.0], and the relative JND computed
from the Jesteadtet al. formula ~dashed line! and data from their Table B-I~circles!. They measured the JND using pulsed tones for levels between 5 and 80
dB. For reference, 1 sone is 975 LU.
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SPIN model, providing support for the validity of this theory.
Second, we found that the loudness JNDDL(L) is a piece-
wise power law, namely

DL~L !5L1/p,

wherep is a piecewise intensity-independent constant. Next
we discuss the various piecewise regions for long-duration
tones.

1. Below 20 dB SL

In this intensity range we have found that the pure-tone
loudness JND is proportional to the square root of the loud-
ness, that isp52. One interpretation of this dependence is
that the single-trial loudness obeys Poisson statistics~the
PIN model is valid, which says thatsL

25L), and that the
tonal loudness is the average count of the total number of
spikes.

From the data of Figs. 1 and 2, we conclude that the PIN
JND counting formula Eq.~31! is in excellent agreement
with Riesz’s ~1928! JND data and Fletcher and Munson’s
~1933! loudness data between 250 Hz and 16 kHz. We take
these results as a direct demonstration of the validity of the
theory presented in Sec. IV, which implies that the theory’s
underlying assumptions are correct. Most important is as-
sumption 1 which says that the loudness is equal to the total
neural spike count. This same assumption inspired Fletcher’s
model of loudness and led to theloudness unit~LU! scale,
which predates the sone scale by 10 years. However, other
than for setting the reference intensity corresponding to unit
loudness, Fletcher did not actually use the neural counting
assumption in his derivation. The success of the PIN theory
supports the view that it is Poisson noise that limits our
ability to discriminate pure tone intensity below 70 dB~10
sones!. In other words, the source of uncertainty that gives
rise to the intensity JND is due to the granularity of the
neural spikes in the counting representation of loudness, as
reflected by assumption 3.

2. Between 20 and 60 dB SL

In this region, for the tone case,p increases from 2 to 3.
We have no way of judging the statistical significance of this
change to evaluate the significance of this change in expo-
nent. Is it a result of a spread of the excitation pattern, pri-
mary neural saturation, or a more central effect? Could it be
an anomaly of Riesz’s formula forDI , or Fletcher and Mun-
son’s 1 kHz loudness-growth curve? The only safe conclu-
sion is that we need more data.

3. Above 60 dB SL

Above 60 dB SL the PIN counting formula Eq.~32!
begins to fail—above 80 dB it fails dramatically asp ap-
proaches 1. At high rates the variance could depend on
‘‘dead-time’’ effects ~Teich and Khanna, 1985; Young and
Barta, 1986! which introduce a correlation between spikes.
One problem with the dead-time model is that it does not
seem consistent with ap of 1. A more likely possibility is
that this high level ‘‘CNS noise’’ is due to the variability in

spike amplitude, assuming that the output cell soma voltage
is sensitive to the area under each spike input.

The direct estimate ofDL(L) from Fig. 4 shows that
sL(I )}L ~Ekman, 1959!, leading to a loudness SNRL of
'50. We may understand better what is happening in this
region by looking at the model. If we combine Eqs.~13! and
~18!, we find

J~ I !5
d8

n~ I ! SNRL~ I !
. ~43!

From this equation it appears that the near-miss to Weber’s
law above 60 dB SL results from the variations inn(I ) with
I , since SNRL is independent ofI in this region. We call this
small variation inn(I ) the near-miss to Stevens law.

An example. As a sanity check on Eq.~43!, we calcu-
late SNRL for Miller’s wideband JND data. As shown in Fig.
5 lower-left panel, dashed line, Miller11 found J50.1. From
Eq. ~13!, assumingd8'1, SNRI is therefore 10. As shown in
Fig. 5, upper right, the power-law exponent isn'1/4 at 60
dB SL for noise, which means SNRL'40. This estimate is in
reasonable agreement with the measured values of Fig. 4.

B. The noise model

1. The SPIN model

Equation ~37! summarizes our results on the relative
loudness JND for both tones and noise. Using this formula
along with Eq.~18!, the JND may be estimated for tones and
noise once the loudness has been determined, by measure-
ment, or by model. Fechner’s postulate, that the loudness
JND is constant, is not supported by our analysis, in agree-
ment with Stevens~1961!.

2. The PIN model

The success of the PIN model is consistent with the idea
that the pure-tone loudness code is based on neural discharge
rate. This theory should apply between threshold and mod-
erate intensities~e.g.,,60 dB! for ‘‘frozen stimuli’’ where
the JND is limited by internal noise.

3. CNS noise

Above 60 dB SL we find that the loudness signal-to-
noise ratio saturated with a constant loudness SNR between
30 and 50 for both the tone and noise conditions, as summa-
rized by Ekman’s law~Ekman 1959!. We conclude that the
Hellman and Hellman theory must be modified to work at
these higher intensities.

4. Weber’s law

It is significant that while bothJ(I ) andn(I ) vary with
intensity, the product is constant above 60 dB SL. Given that
J5d8/n SNRL , the saturation in SNRL explains Weber’s
law for wideband signals~sincen and SNRL for that case are
constant! as well as the near–miss to Weber’s law for tones,
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wheren is not constant~the near-miss to Stevens’ law, Fig.
5!.

5. Generalization to other data

If sL(L,I– ) depends onL, and is independent ofI , then
the SNRL(L) should not depend on the nature of the function
L(I ) @i.e., it should be true for anyL(I )]. This prediction is
supported by our analysis summarized by Eq.~37!. It will be
interesting to see how SNRL depends onL andI for subjects
having a hearing-loss-induced recruitment, and how well this
theory explains other data in the literature, such as loudness
and JNDs with masking-induced recruitment~Schlauch
et al., 1995!.

6. Conditions for model validity

To further test the SPIN model, several conditions must
be met. First the loudness and the JND must have been mea-
sured under the same stimulus conditions. Second, the inter-
nal noise must be the dominate factor in determining the
JND. This means that the stimuli must be frozen~or have
significant duration and bandwidth!, and the subjects well
trained in the task. As the signal uncertainty begins to domi-
nate the internal noise, as it does in the cases of roving the
stimulus, the intensity JND will become independent of the
loudness.

As discussed by Stevens and Davis~Stevens and Davis,
1983, pp. 141–143!, JND data are quite sensitive to the
modulation conditions. The Riesz~1928! and Munson~1932!
data make an interesting comparison because they are taken
under steady-state conditions and are long duration tonal sig-
nals. Both sets of experimental data~i.e., Riesz and Munson!
were taken in the same laboratory within a few years of each
other.12 Riesz~1928! states that he used the same methods as
Wegel and Lane~1924!, and it is likely that Munson~1932!
did as well.

Differences in the signal conditions are the most likely
explanation for the differences observed in the intensity JND
measurements of Riesz and Jesteadt shown in Fig. 6. One
difference between the data of Riesz~1928! and Jesteadt
et al. ~1977! is that Riesz varied the amplitude of the tones in
a sinusoidal manner with a small~i.e., just detectable! modu-
lation index, while Jesteadtet al. alternated between two in-
tervals of different amplitude, requiring that the tones be
gated on and off~i.e., a 100% modulation index!.

The neural response to transient portions of a stimulus is
typically larger than the steady-state response~e.g., neural
overshoot! and, therefore, may dominate the perception of
stimuli with large abrupt changes in amplitude. The fact that
the intensity JND is sensitive to the time interval between
two tones of different amplitude~Stevens and Davis, 1983!
is another indication that neural overshoot may play a role.

It would be interesting to check the SPIN model on
loudness and JND data taken using gated signals, given the
observed sensitivity to the modulation. While these JND data
are available~Jesteadtet al., 1977!, one would need loudness
data taken with identical~or at least similar! modulations.
We are not aware of such data.

C. Discussion of the model

1. Does Weber’s law hold in a single channel?

It has been observed that Weber’s law holds for wide-
band stimuli~Florentine and Buus, 1981; Viemeister, 1988!.
This observation has led to the conclusion that Weber’s law
must hold in a single auditory channel. Because SNRL is
approximately the same for both tones and noise, we are led
to the conclusion that the source of noise for Miller’s JND
experiment is the same internal noise as that for tones. Im-
portant questions are: If the noise is internal, and both
SNRL(L) and n(L) depend onL, why is n(L) SNRL con-
stant when many channels are excited? Does this observation
hold true for both frozen as well as random stimuli? What is
the physical mechanism that determines the value ofn in the
normal cochlea?

Miller’s data shows thatJ is constant from 20 to 80 dB
SL. Above 80 the relative JND seems to decrease slightly,
and below 20 it dramatically increases. Between 20 and 50
dB SL bothn(I ) and SNRL(I ) change by a factor of 4, but in
such a way that their product is constant. While the source of
this covariation is presently unknown, it may be related to
the compressive role of outer hair cell feedback~Allen,
1996b!.

2. Near-miss and the spread of excitation

Based on the results presented here it seems thatDL/L
is the invariant~Ekman’s law! above about 5 sones~5 000
LU! rather thanDI /I . As a result of Eq.~18!, whenn(I ) is
constant, Weber’s law must hold. In this view, the ‘‘near-
miss’’ to Weber 1988’s law results from the range ofn(I ,x)
values that contribute to the specific loudness~i.e., R) for
pure tones. If n were independent of intensity@i.e., if
Stevens’ law strictly held andL(I ) was exactly a power
law#, the addition of components of differing intensities
leads to a power law, that is

~ I 1aI !n5~11a!nI n. ~44!

Whenn(I ) depends on intensity, the sum is no longer strictly
a power law~i.e., the near-miss!. According to this view, the
near-miss results from the large spread of intensities, and
therefore of exponentsn(I ), in the tonal excitation pattern.
This explaination seems different than the 1981 spread of
masking explanation of the near-miss offered by Florentine
and Buus.

3. A correlation with other cochlear measures

It seems to be more than coincidence that 60 dB is
where the cochlear microphonic saturates, two-tone suppres-
sion neural threshold sets in~Fahey and Allen, 1985!, the
upward spread of masking becomes important~Wegel and
Lane, 1924!, and the internal noise of the SPIN model satu-
rates. If the saturation of the SNRL ~Ekman’s law! seen in
Fig. 4 is found for other experimental conditions, then it is an
important result that could lead to a great simplification of
our understanding of neural coding. It is important to estab-
lish the source of the saturation, which might be viewed as
some form of CNS noise. This saturated region, which is an
example of Ekman’s law, supersedes Weber’s law. Ekman’s
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law is similar to Weber’s law, but instead of theF relative
JND being constant, it is theC relative JND that is constant.
Schlauchet al. ~1995! tested Ekman’s law and found it did
not provide a good fit to their data.

Some measurements of the relative intensity JNDI have
shown a discontinuity around 60 dB SL~Rabinowitzet al.,
1976; Greenwood, 1993!, which is not apparent in the data
of Riesz ~1928! and Jesteadtet al. ~1977!. This intensity
JNDI discontinuity may be related to saturation of the loud-
ness JNDL .

VI. SUMMARY

A summary list of some of the main conclusions of this
paper is:

—Fechner’s postulate is not valid, except perhaps below
125 Hz and 50 dB SPL.

—Fechner’s idea that thenumberof JNDs may be useful
in defining a basic psychophysical scale which quantifies
supra-threshold loudness seems correct if modified to allow
DL to depend onL.

—OnceDI (I ) andDL(L) are known,L(I ) may be de-
termined from Eq.~22!.

—The near-miss to Weber’s law for tones covaries with
the near-miss to Stevens’ law, defined as a deviation from a
power-law dependence of loudness on intensity for tones.

—Above 125 Hz, a possible replacement for Fechner’s
law for tones is given by Eq.~36!. This formula assumes that
DL5AL, and therefore should be valid for tones between 0
and 60 dB SL.

—The variance of the single-trial loudness is strictly
proportional to the mean of the single trial loudness (sL

25L)
for I , 20 dB for frequencies between 250 Hz and 16 kHz.

—The variance of the single-trial loudness is approxi-
mately proportional to the mean of the single-trial loudness
(sL

2'L) for I , 60 dB, for frequencies between 250 Hz and
16 kHz.

—The observation thatsL
2'L for I ,60 dB ~Fig. 3! is

not inconsistent with the near-miss to Weber’s law for tones
or Weber’s law for wide band stimuli.

—The standard deviation of the single trial loudness is
proportional to the mean of the single-trial loudness (sL

}L) for I .60 dB SL, for all frequencies.
—The PIN model is easily merged with Fletcher’s neu-

ral counting model of loudness.
—At 1 kHz the loudness SNRL of the auditory system

seems to saturate at a value of'50 ~linear units! at an in-
tensity of'60 dB SL.

—WhenL(I )}I n, SNRI5nSNRL .
—When L(I )}I n, the Weber fraction is

J5d8/(n SNRL).
—We interpret the invariance of Riesz’s JND counting

ratio with frequency in terms of Eq.~22! as showing that the
loudness JND for tones is a separable function of loudness
and frequency, and is not a function of intensity@i.e.,
DL( f ,L,I– )5f( f )c(L)].
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APPENDIX A: RIESZ’S EXPERIMENT

The Riesz intensity JND data were measured by modu-
lation detection. Two tones, separated by small ‘‘beat’’ fre-
quency difference~e.g., 3 Hz!, were presented to the subject,
who was asked to vary the level of the lower-level, higher-
frequency tone, until the 3-Hz beat was just detectable. The
Weber fraction was computed from the relative levels of the
tones using the relation

J~ I !5
~a11a2!22~a12a2!2

~a12a2!2
,

wherea1( f 1) anda2( f 2) are thepeakamplitudes of the two
tones atf 1 and f 2 , with f 22 f 1.0.

The first series was taken at 25 and 50 dB SL atf 151
kHz for eight beat frequencies ranging from 0.2 to 30 Hz.
The best-beats detection frequency was found to be 3 Hz. A
second series of measurements was made using a beat fre-
quency of 3 Hz, as a function of frequencyf 1 between 35
and 10 000 Hz and levels ofa1 between threshold and 110
dB SL ~the upper limit depended on frequency!. Twelve
male subjects were used.

Riesz summarized his data using a formula for
J(I , f )[DI (I )/I , that fit the mean data points. This impor-
tant formula is repeated here for convenience

J~ I , f !5J`~ f !1~J0~ f !2J`~ f !!~ I 0 /I !k~ f !. ~A1!

It has three frequency-dependent parameters

J`~ f !51531026f 1
126

~80f 1/21 f !
, ~A2!

J0~ f !50.310.331023f 1
193

f 0.8
, ~A3!

k~ f !5
0.2443106

~0.3583106f 1/81 f 2!
1

0.65f

~35001 f !
, ~A4!

whereJ0( f )5J(I 0 , f ) andJ`( f )5J(I→`, f ).
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Riesz also evaluated the integral for the number of JNDs
betweenI 0 and I 1 Eq. ~23!,

N015
1

k~ f !J`~ f !
lnS J`~ f !~ I 1 /I 0!k~ f !1„J0~ f !2J`~ f !…

J0~ f ! D .

~A5!

It is interesting to compare Riesz’sN01 to Eq. ~26!. A table
of Da5a12a2 values~i.e., Riesz’s raw data! may be found
in Fletcher~1953, Table 24, page 146!.

APPENDIX B: RECONSTRUCTION OF THE
LOUDNESS CURVES

The isoloudness data were first reported in 1932 by
Munson at 11 different frequencies, for 11 subjects, using
earphones~Munson, 1932; Fletcher and Munson, 1933!. In
this Appendix we describe the procedure and the assump-
tions required to reconstruct the loudness-growth curves
L(I , f ) at any frequencyf ~Jeng, 1992!.

It is helpful to have a notation to describe the isoloud-
ness curves. The pressure of a test tone at test frequencyf is
defined asP( f ). The reference frequency is 1 kHz and the
reference tone pressure isPr5P(1000). The average hear-
ing threshold at the reference frequency is defined asP0 .
We use the superscript asterisk onP( f ) to indicate that the
test tone pressure corresponds to the isoloudness condition.
Thus P* (Pr , f ) is defined by the conditionL(P* , f )
5L(Pr ,1000),which says that theloudnessof the test tone
at frequencyf and pressureP* (Pr , f ) is equal to the loud-
ness of the reference tone at 1 kHz. Equally loud sounds
define thephon scale of loudness level. Thus P* (Pr , f ) is
said to be at 20 log10„Pr /P0… phons. Loudness level, in
phons, is not a loudness scale~loudness is measured is
sones!.

The raw data are given in Table I of Fletcher and Mun-
son ~1933!, which provides rms voltages on the earphone at
ten frequencies from 62 Hz to 16 kHz, expressed in dBV.
Since the earphone is linear, the voltage across the earphone
and the ear canal pressure are related by a scale factor. Thus
the values~Fletcher and Munson, 1933, Table I! provide
estimates of 20 log10„P

* (Pr , f )/Pr…, namely the relative in-
tensity of a test tone in dB that is equal in loudness to the
reference tone. We have reduced this data to a frequency
dependent regression. Thus to find the phon valueP* (Pr , f )
at frequencyf , one may use the regression coefficients of
our Table BI, derived in the next section.

Fletcher and Munson’s Table III gives theloudness
G(Pr)[L(1000,Pr), which is plotted in the upper-left panel
of our Fig. 6. Today loudness is defined using the sone scale.
One sone is the loudness at 40 dB SPL at 1 kHz. In 1933
Fletcher and Munson used the Loudness-Unit~LU! scale.
One LU is the loudness at 0 dB SL at 1 kHz. These scales
differ in ratio by 975, namely 975 LUs is 1 sone.

To computeL(P, f ) for any f and P( f ) there are two
ways to proceed. The first method is to computeG(Pr) and
P* (Pr , f ) using the reference pressurePr as the independent
variable. One can then plotG vs P* . While this method is

simple, it does not directly give the loudness for any value of
P( f ), asPr is the independent variable, but can be used to
build a ‘‘look-up’’ table. The second method, which is logi-
cally more direct, is to define theinverseof the phon func-
tion P* (Pr , f ) corresponding to the test pressureP( f ),
which we define as Pr

* (P, f ). Using this notation,
G(P, f )5L„Pr

* (P, f )…. If you think this is confusing, you
have a greater than average attention span. We used the first
method. Linear interpolation was then used to obtain the
loudness for phon values between the tabulated values,
which were computed in 1-dB steps from210 to 129 dB.

1. Phon estimation

We used polynomial regression~Jeng, 1992, p. 27! on
the raw data~Fletcher and Munson, 1933, Table I! of iso-
loudness measurements to defineP* ( f ,Pr). The measure-
ments of the subject’s threshold, given in the lower portion
of their Table I, were also used in the regression to increase
the accuracy of regression estimate at threshold. It was also
important to use the 1-kHz reference values as the abscissa,
when setting up the regression, since these are unaffected by
the subject’s loudness estimate variability~Jeng, personal
communication!.

The resulting regression coefficients, given in Table BI,
are defined by the cubic polynomial

y5c3x31c2x21c1x11c0 ,

where the abscissax520 log10(Pr /P0) represents the 1-kHz
reference earphone voltage in dB and the ordinate
y520 log10(P* /P0) is the earphone voltage at the frequency
where the phon value is being specified. For the two lowest
frequencies, at 62 and 125 Hz, it was necessary to use third-
order polynomials, while second-order regressions were ad-
equate for the remaining frequencies.

1It may be helpful to note thatF andC sound similar to the initial syllable
of the wordsphysical andpsychological, respectively~Boring, 1929!.

2The symbol[ denotes ‘‘equivalence.’’ It means that the quantity to the left
of the [ is defined by the quantity on the right.

3Equivalence of the pressure and intensity references requires that%c540
cgs Rayls. At standard atmospheric pressure, this is only true when the
temperature is about 39 °C.

TABLE BI. Regression coefficients used to calculate the phon value at the
frequency defined by the first column. This regression relates the ear canal
sound pressure in dB at 1 kHz to the ear canal sound pressure in dB at the
measurement frequency, that is equally loud, as measured by Munson
~1932! and Fletcher and Munson~1933!.

f c3 c2 c1 c0

0.062 7.46169e-05 20.00984189 0.74629 0.425879
0.125 5.2594e-05 20.00654132 0.800557 0.295663
0.25 0 0.00124457 0.720323 0.780066
0.5 0 0.00209933 0.761911 0.467849
1 0 0 1 0
2 0 20.0011956 1.14141 20.622967
4 0 20.00240718 1.2314 20.393083
5.65 0 20.00272458 1.24014 0.481007
8 0 20.00232339 1.20659 0.0426691
11.3 0 20.002439 1.24474 21.51871
16 0 20.000566296 1.03446 21.82771
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4Because of small fluctuations inI m andI p due to the finite integration time
T, this equality cannot be exactly true. We specifically ignore these small
rapid fluctuations—when these rapid fluctuations are important, our con-
clusions and model results must be reevaluated.

5It is traditional to define the intensity JND to be a function ofI , rather than
a function ofa(I ), as we have done here. We shall treat both notations as
equivalent@i.e., DI (I ) or DI (a(I ))].

6As a mnemonic, think of the; as a ‘‘wiggle’’ associated with randomness.
7We are only considering the auditory case of Fechner’s more general
theory.

8Except, as we shall show, in the limited region below 125 Hz and 50 dB
SL.

9For example, when the signal is roved, the JND will be determined by the
magnitude of the rove, and the loudness and the JND must be independent.

10W. Siebert, personal communication.
11Miller used 10 log(11J) as the measure of the JND rather thanJ.
12In 1928 Wegel, Riesz, and Munson were all members of Fletcher’s depart-
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The principles of theoretical acoustics were applied to approximately reconstruct the sound pressure
waveform at the ear as would be generated by an idealized struck-clamped bar. The result is an
inharmonic sum of damped sinusoids whose individual acoustic parameters~frequency, intensity,
and decay modulus! are, for a fixed geometry and fixed driving force, uniquely determined by the
material composition of the bar. In the standard 2IFC procedure, listeners were asked to discriminate
changes in material composition based on their perception of the acoustic waveform. Listener
strategies for discriminating such changes were estimated by perturbing slightly the individual
acoustic parameters from trial to trial and computing correlations with the listener’s response@cf. R.
A. Lutfi and E. Oh, J. Acoust. Soc. Am.95, 2963~A! ~1994!#. In general, the correlations reveal that
listeners fail to make optimal use of the information in the acoustic waveform by tending to give
undue weight, for a given material change, to changes in component frequency. In some case, the
accompanying reduction in performance efficiency amounted to 80%. ©1997 Acoustical Society
of America.@S0001-4966~97!03312-2#

PACS numbers: 43.66.Ba, 43.66.Fe@WJ#

INTRODUCTION

How is it that we are able to identify physical properties
of an object from the sound it produces when it is struck? If
the physical properties are known in advance, then theoreti-
cally it is possible to determine the sound that would be
produced. But, if the physical properties are in question, then
recovering these properties from the sound can prove quite
difficult. This is referred to as the problem of sound-source
determination. It is a problem that the human auditory sys-
tem must solve everyday often in the face of considerable
uncertainty regarding possible sources.

At present, little is known regarding how, in everyday
listening, the auditory system solves the problem of sound-
source determination, even for the simplest of resonant
sources. There is general agreement that the acoustic signal
is rich in information regarding basic physical attributes such
as size and material, but there are different views regarding
what aspect of the acoustic information is used to evaluate
these attributes. One reason for the difference among views
is the failure to agree exactly on what constitutes a condition
of ‘‘everyday listening.’’ Consider the simple case of deter-
mining the material of a bar from the sound it produces when
it is struck. The equations of motion for the bar are well
known, and the solution to the problem is well defined given
certain constraints. But such constraints are not typical of
everyday listening. Real bars come in various shapes and
sizes, and they may be struck at different places, with differ-
ent mallets, and with different force. These factors naturally
conspire to make the task of determining material more dif-
ficult as they produce changes in the acoustic signal that are
confounded with those accompanying changes in material.

Indeed, without any constraints on bar geometry and the
manner in which the bar is struck there is no unique solution
to the equations for motion—two bars of different material
can thus produce perfectly identical sounds. This is why spe-
cific assumptions regarding the conditions of listening are so
important, and why one may be given to different views
regarding how material is determined depending on one’s
assumptions regarding the conditions of everyday listening.

The present study was intended as a small incursion on
this problem. We begin by recognizing that everyday listen-
ing includes not one, but many possible conditions of listen-
ing, and moreover, that particular individuals may be better
or worse at making determinations under different conditions
depending on experience and prior knowledge of these con-
ditions. We therefore take as a logical starting point for our
study the ‘‘best case scenario.’’ We attempt to determine
precisely what acoustic information is used to distinguish
bars of different material when listeners are highly practiced
and when the only difference between the bars is in their
material composition. To determine how listeners solve the
problem in this case a correlational procedure is used~Lutfi,
1995; Lutfi and Oh, 1995!. In the standard two-interval,
forced-choice trial the listener must chose from two sounds
the one corresponding to the bar made of a prespecified ma-
terial. The sounds are synthesized according to the principles
of theoretical acoustics such that nominal values of fre-
quency, amplitude, and decay uniquely identify each mate-
rial. In practice, however, these parameters are randomly
perturbed such they deviate slightly from their nominal val-
ues from one presentation to the next. The manner in which
a listener makes use of the acoustic information is then
evaluated from correlations between this listener’s response
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and the value of each acoustic parameter as it varies from
trial to trial.

II. GENERAL METHODS

A. Stimuli

The principles of theoretical acoustics were applied to
synthesize over headphones the airborne sound of a struck
bar, rigidly clamped at one end. The solution to the equation
for motion for the struck-clamped bar is reviewed in the
Appendix, but a more thorough treatment can be found in
texts by Morse and Ingard~1968!, pp. 175–191 or Kinsler
and Frey~1962!, pp. 55–78. The solution is a sum of expo-
nentially dampened sinusoids whose individual frequencies
(nn), amplitudes (Cn), and decay moduli (tn) are joint
functions of the elasticity and mass density of the bar, its
specific geometry, and the manner in which the bar is struck,

y5(
n

Cne2t/tp sin~2pnnt !. ~1!

All of these factors were held constant in these experiments
except for the elasticity and mass density which are specific
to each material. A solid round bar was used either 10 cm in
length (l ) and 0.5 cm in radius (a), or 11 cm in length and
0.5 cm in radius. An ideal 50-ms impulse of constant force
was applied to the free end. Using a fixed geometry and
driving force insures that the values ofnn , Cn , andtn are
uniquely determined by material. Specific values were cho-
sen to allow sounds from a variety of materials without ex-
ceeding the normal range of hearing. Also, as a practical
matter it was necessary to truncate signals as the first partial
remained audible for several seconds after the bar was
struck. Hence, 5-ms, cosine-squared offset ramps were used
to truncate signals after 400 ms, allowing in most cases ad-
equate time for the second and third partial to decay to inau-
dibility. All signals were played over a 16-bit DAC at a
20-kHz sampling rate. The output of the DAC was low-pass
filtered at a 10-kHz cutoff~120 dB/octave! and amplified
before being delivered to the right ear of listeners over
Sennheiser Model 520 II headphones. All signals were pre-

sented to individual listeners seated in a double-walled, IAC
sound-attenuation chamber.

Example spectrograms of two of these stimuli, iron and
silver, are shown in Fig. 1. Some features common to all of
these sounds are evident in this figure. First for all sounds
only a few of the partials are audible. In fact, for the condi-
tions of our experiments only the first three partials were
typically audible so only the first three were synthesized.
Second, the frequency, amplitude, and decay of individual
partials maintain the same orderly relation to one another, as
is shown in the figure. Amplitude always decreases in pro-
portion to frequency~26dB per octave!, decay modulus de-
creases in proportion to frequency cubed, and frequency ra-
tios between partials are constant at values ofn2 /n156.26
and n3 /n1517.5. These constant relations make the infor-
mation in the different partials redundant and allow material
to be determined from the information in any one partial
alone.

Table I gives the nominal values of frequency, ampli-
tude, and decay for the second partial associated with each
material used in this study. Iron and glass were identified as
targets in these experiments as they tend to occupy opposite
corners of the elasticity-density plane~see Kinsler and Frey,
p. 502!. Immediately below iron and glass are listed the three
materials that served as their nominal comparisons in differ-
ent conditions. Each comparison involves the discrimination
of a change in one or both of the physical parameters of mass
density and/or elasticity. The values of these parameters
were selected to yield discriminable changes in each of the
three acoustic parameters, and performance levels typically
within the range of 70–85% correct. Note, for frequency the
change amounts to many just-noticeable-differences~Wier
et al., 1977!, whereas for intensity and decay the number of
just-noticeable-differences is much smaller~Jesteadtet al.,
1977; Van Heuven and Van Den Broecke, 1979!.

As an informal check on the stimulus synthesis, we
compared spectrograms from a real clamped bar~tuning
fork! and the sounds we synthesized on computer. Small
differences in the way the tuning fork was struck could pro-
duce noticeable differences in excitation of the different

FIG. 1. Example spectrograms of the sounds used in this study corresponding to a struck, clamped bar made of iron and silver. The frequency, amplitude, and
decay of individual partials maintain the same orderly relation to one another, as is shown in the figure. Amplitude decreases in proportion to frequency
~26 dB per octave!, decay modulus decreases in proportion to frequency cubed, and frequency ratios between partials are constant.
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modes of vibration, but with some care it was possible to
strike the fork in such a way as to produce a nearly identical
spectrogram. We also had several colleagues attempt to dis-
criminate blindfold the tuning fork sound from one that we
synthesized on computer. Again, because of small variations
in the way the tuning fork was struck and its ringing was
terminated, a same–different discrimination was often pos-
sible. Even so, not all participants correctly identified which
of the two sounds corresponded to the real tuning fork. As a
final test, we conducted a more rigorous study in which four
highly trained listeners were asked to discriminate the syn-
thesized bar sounds from ‘‘barlike’’ sounds for which the
lawful relations among acoustic parameters were systemati-
cally violated, in particular where the frequency ratio and
decay moduli of partials were allowed to deviate substan-
tially from their correct values~see Lutfi and Oh, 1994!.
Under these conditions, listeners could achieve the discrimi-
nation significantly above chance only if the deviation was at
least 20–30%. Since our measurements of the spectrograms
indicated that we were well within the 20–30% range of
error, we felt satisfied that our synthesis was adequate for
experiments we wished to undertake.

B. Procedure

To apply the correlational procedure it is necessary,
upon each presentation, to introduce a random perturbation
in each of the acoustic parameters. This was achieved in two
ways. In the first case, the values of mass density and elas-
ticity were perturbed about their nominal values such that all
lawful relations among acoustic parameters were maintained.
In the second case, the values of mass density and elasticity
were again perturbed about their nominal values, but this
time independently for each acoustic parameter.1 The second

procedure slightly disrupts the lawful relations among acous-
tic parameters, but it has the advantage of decreasing corre-
lations that might otherwise make the separate influence of
these parameters difficult to assess. For each material and
procedure a set of 100 waveforms was synthesized where the
values of mass density and elasticity for each waveform were
selected independently and at random from normal distribu-
tions. The means of these distributions are given by the
nominal values in Table I. When iron was used as the target,
standard deviations were 2000 kg/m3 for density and
0.3 N/m231011 for elasticity. When glass was used as the
target, standard deviations were 700 kg/m3 for density and
0.15 N/m231011 for elasticity.

Listeners discriminated between only two materials
within any single block of trials. A two-interval, forced-
choice procedure was used with sounds separated by 500 ms.
The sound corresponding to the target material occurred with
equal probability in the second or first interval. The listener’s
task was to indicate by button press which interval contained
the target~either iron or glass in different trial blocks!. Cor-
rect feedback was given after each trial. Trials were run in
blocks of 50 with short breaks between blocks. A total of
4000 trials was run for each listener for each condition. The
first half of all trials was discarded as practice and the re-
maining half was used for subsequent analysis. Six musically
trained volunteers participated as listeners. The listeners
were students at the University of Wisconsin–Madison, and
were between the ages of 20–24 yrs. All had normal hearing
by standard audiometric tests, and all were paid at an hourly
rate for their participation. The listeners were instructed that
the sounds corresponded to bars made of different material,
and that in different conditions their task was to choose the
sound corresponding to iron or glass. They were also told

TABLE I. Physical and acoustic parameters associated with material for the struck-clamped bar. Entries for
acoustic parameters pertain to the second partial. Targets are indicated by asterisk. Material labels are not to be
taken literally, but are included as reference to different conditions. In particular, the values of mass density and
elasticity used in these experiments correspond more accurately to alloys of these materials~our copper and
silver, for example, could have some gold!. More typical values associated with these labels are given in
parentheses~Kinsler and Frey, 1962!.

Closest
common
material

Physical parameters Acoustic parameters

Geom,l 3a
cm

Density,r
k/m3

Elasticity,Q
N/m231011

Frequency,n
Hz

Amp, uCu
dB SPL

Decay,t
ms

Iron* 1030.5 7700 1.05 3237 55.0 46
~7700! ~1.05!

Silver 1030.5 11700 1.05 2626 53.2 130
~10 500! ~0.78!

Steel 1030.5 7700 1.35 3670 53.9 31
~7700! ~1.95!

Copper 1030.5 11 700 1.35 2977 52.1 89
~8900! ~1.22!

Glass* 1130.5 2300 0.62 3761 55.0 9
~2300! ~0.62!

Crystal 1130.5 3700 0.62 2965 53.0 29
~3100! ~0.60!

Quartz 1130.5 2300 0.77 4191 54.1 6
~2650! ~0.79!

Aluminum 1130.5 3700 0.77 3305 52.0 21
~2700! ~0.71!
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that the sounds would differ in loudness, pitch, and decay,
and that their goal was to use any combination of these cues
to maximize detection of the target material.

C. Analysis

Given the constraints on bar geometry and driving force,
the task of discriminating material in these experiments re-
duces to a simple bivariate detection problem, as is shown
for the discrimination of iron and silver in Fig. 2. The two
circles in this figure correspond, for each material, to equal
probability contours of bivariate gaussian distributions in the
elasticity-density plane. The distributions differ in mean den-
sity alone, hence, the decision boundary corresponding to a
likelihood ratio of one is a vertical line on this plane repre-
senting a single value of densityrc halfway between the
means of the two distributions~dashed line!. The ideal deci-
sion rule for maximizing the probability of a correct detec-
tion is

RespondR50 if r.rc else R51. ~2!

The ideal decision rule is achievable, in theory, because any
permissible combination of frequency, amplitude, and decay
maps uniquely to one and only one point on the elasticity-
density plane~see the Appendix!.

Our goal is to determine in what manner, if any, the
listener’s decision rule deviates from the ideal. Consider, for
example, the listener whose decisions are based solely on
tone decay. The decision boundary is a contour of constant
decay,tc , an example of which is given by the continuous
line in Fig. 2. The listener’s decision rule is

RespondR50 if t.tc else R51. ~3!

One might attempt to determine whether this rule is actually
used by comparing precisely any deficits in listener perfor-
mance to that expected based on this rule. This test would
not be conclusive, however, inasmuch as very different rules
can give rise to similar performance deficits. Our approach is
to combine performance measures with estimates of listener
weights computed from the trial-by-trial data of the two-
interval, forced-choice task. The weights are given as corre-
lations between the listener’s trial-by-trial responsesR and
the difference between intervals in the values of frequency,
amplitude, and decay. In practice, we apply the regression
model

R5 ṙ RnZn1 ṙ RCZC1 ṙ RtZt1e, ~4!

whereZ gives the difference in parameter values in standard
deviation units, theṙ are partial correlations representing the
weights, ande is the regression error~see Lutfi, 1995!. The
partial correlation, in this case, gives the correlation ofR
with a given acoustic parameter after the correlation of this
parameter with each of the remaining two parameters has
been partialed out. For the decision rule described by Eq.~3!
we expect a strong partial correlation with decay~ṙ Rt signifi-
cantly greater than 0!, and little or no correlation with the
other two acoustic parameters,ṙ RC' ṙ Rn'0.2 The degree to
which these weights differ from the ideal weights is deter-
mined by comparison to the partial correlations resulting
from the application of the decision rule described by Eq.~2!
to the same trial-by-trial data.

III. RESULTS

A. Listener weights

Table II lists the ideal and obtained partial correlations
for the discrimination of a change in mass density with law-

FIG. 2. Representation of material discrimination as a bivariate detection problem. Typically reported values of each material are indicated by the3s ~see
Kinsler and Frey, 1962!. The two circles correspond to arbitrary equal probability contours for each material. The distributions differ in mean density alone,
hence, the maximum-likelihood decision boundary is a vertical line representing a single value of densityrc ~dashed line!. The two continuous curves
correspond to constant decay,t, and constant amplitude,C, decision boundaries. These are arbitrarily selected from many such possible boundaries and are
only presented by way of example. An observer basing decisions only on decay would discriminate significantly better than chance, but an observer basing
decisions on the intersection of decay and amplitude boundaries for each signal on each trial would do as well as the maximum-likelihood detector.
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ful covariation of acoustic parameters. Nominally, this is the
discrimination between iron and silver, or glass and crystal.
There is remarkable agreement in the pattern of weights
among listeners. For iron as the target all six listeners give
greatest weight, by far, to tone frequency. By comparison,
the weights given to amplitude and decay are so small that
they are rarely significantly greater than 0(p,0.01). For
glass as the target, listeners continue to give greatest weight
to tone frequency, although five of the six listeners now also
give a significant nonzero weight to tone decay.

The good agreement among listener weights contrasts
markedly with the deviation of these weights from the ideal.
This can be seen most clearly by comparing the ‘‘relative
importance’’ of the weights as in Fig. 3. Here, relative im-
portance is defined as the proportional contribution of each
weight in Eq.~4! independent of its sign. It is computed by
taking the absolute values of the correlations and then nor-
malizing to sum to one. Each symbol in Fig. 3 designates the

relative importance of the three acoustic parameters for a
single listener, for a single condition. The dashed lines are
drawn from each corner of the plot so as to intersect at the
point of relative importance for the ideal. Any deviation of
the data from the intersection point along one of these lines
indicates a disproportionate weighting of one of the three
acoustic parameters relative to the ideal. What is clear from
this figure is that the ideal decision rule places greatest im-
portance on tone amplitude and least importance on tone
frequency—this is exactly the reverse of our listeners. For
listeners, the extent of the disproportionate weighting on tone
frequency is indicated by the near total convergence of the
data in the lower right-hand corner of the plot.

The disproportionate weighting on tone frequency is evi-
dent in all remaining conditions of the study. Tables III–VI
give the ideal and obtained partial correlations, Figs. 4–7
give the corresponding relative importance of the weights.
Performance was near perfect for the case in which density
and elasticity were perturbed independently. Hence, this con-
dition was rerun with the differences in mass density and
elasticity reduced by one standard deviation~in this case,

TABLE II. Obtained and ideal partial correlations for the discrimination of
a change in mass densityr ~iron versus silver, glass versus crystal!, where
acoustic parameters covary lawfully. Entries are partial correlations between
responseR and acoustic parameters of frequencyn, amplitudeC, and decay
t. Values between60.06 are not significantly greater than 0 (p,0.01).
Next to the correlations are listed the obtained performance levels ind8 for
each condition.

Target:
Observer

Iron Glass

ṙ Rn ṙ RC ṙ Rt d8 ṙ Rn ṙ RC ṙ Rt d8

CAS 20.45 0.02 20.01 0.84 20.30 20.15 0.11 1.08
JAL 20.61 0.02 0.00 1.04 20.42 20.04 0.24 1.08
NKY 20.49 0.01 0.03 0.90 20.30 20.03 0.13 0.97
RJU 20.57 20.02 0.00 1.03 20.28 20.02 20.05 0.45
JRL 20.58 20.07 0.09 1.09 20.43 20.05 0.23 1.29
YYL 20.61 20.02 0.15 0.90 * * * *
PAW * * * * 20.41 20.04 0.19 1.20

Ideal 20.23 20.51 0.26 2.00 20.10 20.40 0.30 2.00

FIG. 3. Proportional contribution of each weight in Eq.~4! independent of its sign. Each symbol designates the relative importance of the three acoustic
parameters for a single listener with replication~1000 or more trials/point!. A symbol in the bottom-right corner, for example, indicates weight of 1 on
frequency and weight of 0 on intensity and decay. The dashed lines are drawn from each corner of the plot so as to intersect at the point of relative importance
for the ideal. Any deviation of the data from the intersection point along one of these lines indicates a disproportionate weighting of one of the three acoustic
parameters relative to the ideal. Data are for the discrimination of iron vs. silver, and glass vs. crystal, lawful covariation of parameters.

TABLE III. Same as Table II, except partial correlations are for the dis-
crimination of a change in mass densityr ~iron versus brass, glass versus
crystal!, where acoustic parameters are jittered independently.

Target:
Observer

Iron Glass

ṙ Rn ṙ RC ṙ Rt d8 ṙ Rn ṙ RC ṙ Rt d8

CAS 20.48 20.02 0.13 0.88 20.31 20.03 0.46 0.93
JAL 20.61 0.02 0.21 1.05 0.55 20.03 0.27 1.21
NKY 20.57 0.00 0.14 0.89 20.47 20.06 0.16 0.92
RJU 0.63 20.04 0.15 1.07 20.47 20.05 0.13 0.85
JRL 20.60 0.04 0.25 1.02 20.58 20.08 0.17 1.06
YYL 20.64 20.07 0.14 1.09 * * * *
PAW * * * * 20.52 20.11 0.07 0.88

Ideal 20.36 20.24 0.50 1.73 20.31 20.23 0.51 1.73
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silver has now become brass!. These data are shown in
Tables III and V, and in Figs. 4 and 6. Both the pattern and
relative importance of the ideal weights varies greatly from
one type of discrimination to the next, but in a manner con-
sistent with expectations based on the corresponding changes
in acoustic parameters~see the Appendix!. Changes in the
listener weights follow to some extent the changes in the
ideal weights. In each case, however, the tendency to give
disproportionate weight to tone frequency is evident as a
displacement from the ideal towards the lower right-hand
corner of each plot. This is true even when frequency is
nearly useless as a cue, as is evident in Fig. 7 where the task
is to discriminate iron from copper, and glass from alumi-
num.

B. Effect of weights on discrimination performance

To evaluate the effect of listener weights on discrimina-
tion performance, weighting efficiencieshwgt were computed
for each listener following the procedure described by Berg
~1990!. The weighting efficiencies, in this case, indicate the
degree to which listener weights on frequency, amplitude,
and decay approximate those of the ideal decision rule. The
exact expression ishwgt5(dwgt8 /dideal8 )2, wheredwgt8 is perfor-
mance limited only by the particular values of weights ob-
tained from each listener. The comparable measure of overall
performance is performance efficiency which expresses over-
all d8 relative to ideal,h5(d8/dideal8 )2. The two measures
are plotted against one another for all listeners and all con-
ditions in Fig. 8. Note first that there is no indication of a
difference in either performance or weighting efficiency be-

tween lawful and independent perturbation conditions. This
result is in keeping with our previous experiments showing
that rather large deviations from lawful variation are required
before listeners can distinguish lawful from unlawful pertur-
bations in these sounds~Lutfi and Oh, 1994!. The weighting
efficiencieshwgt vary widely from a minimum value of 0.2 to
near the maximum value of 1.0. Over this range there is only
a weak relation ofhwgt to h. Indeed, if weighting efficiency
were the only factor affecting performance one should expect
all data to fall along the veridical. The fact that many of
these data fall below the veridical means that other factors,
possibly related to limits in sensitivity or various sources of
internal noise, also play a role in limiting performance in
these conditions. Nonetheless, the effect of weights is highly
significant, amounting to nearly an 80% reduction in perfor-
mance efficiency in some cases.

IV. DISCUSSION

The basic result of this study is that the ability of listen-
ers to discriminate changes in the material composition of a
struck-clamped bar is far less than ideal, and that this is
largely because of the listener’s tendency to give greater
weight than is warranted to changes in signal frequency, re-
gardless of the type of discrimination. This result was ob-
tained for all eight listeners participating in this study—all
experienced musicians who received extensive training with
feedback in each condition prior to data collection.

Before one can properly interpret this result, it is neces-
sary to consider some possible effects of procedural factors
on performance in these conditions. The first is the effect of
stimulus uncertainty due to the random perturbation of the
acoustic parameters. The detrimental effect of stimulus un-
certainty on discrimination performance is well documented
~Watson, 1987; Lutfi, 1993! and may have partly affected the
results obtained here. It is doubtful, however, that this effect
would substantially change the interpretation of the results.
First, the effect of stimulus uncertainty is generally found to
be quite small when, as in the present study, the uncertainty
is associated with the change to be discriminated. Indeed, for
single tones, the discrimination of changes in frequency, in-
tensity, and duration has been found to be hardly affected at
all by uncertainty due to random trial-by-trial variation in
these parameters~Watson, 1987; Lutfi, 1989, 1990!. Second,
even if a sizable effect were determined in these experi-

TABLE V. Same as Table II, except that partial correlations are for the
discrimination of a change in elasticityQ ~iron versus steel, glass versus
quartz!, where acoustic parameters are jittered independently.

Target:
Observer

Iron Glass

ṙ Rn ṙ RC ṙ Rt d8 ṙ Rn ṙ RC ṙ Rt d8

CAS 0.35 20.13 20.23 0.76 0.20 20.28 20.23 0.82
JAL 0.68 20.01 20.02 0.90 0.70 20.01 20.02 0.95
NKY 0.45 20.05 20.03 0.61 0.50 20.00 20.01 0.68
RJU 0.57 20.12 20.13 0.91 0.66 0.02 20.03 0.82
JRL 0.68 20.01 20.20 1.03 0.68 20.11 20.14 1.01
YYL 0.62 20.09 20.17 1.01 * * * *
PAW * * * * 0.62 20.08 20.06 0.91

Ideal 0.44 20.32 20.26 1.73 0.41 20.32 20.33 1.73

TABLE VI. Same as Table II, except that partial correlations are for the
discrimination of a combined change in mass densityr, and elasticityQ
~iron versus copper, glass versus aluminum!, where acoustic parameters
covary lawfully.

Target:
Observer

Iron Glass

ṙ Rn ṙ RC ṙ Rt d8 ṙ Rn ṙ RC ṙ Rt d8

CAS 20.18 20.29 20.06 0.63 0.20 0.04 0.17 0.60
NKY 20.17 20.33 20.00 0.48 0.14 0.08 0.07 0.69
RJU 20.26 20.35 20.17 0.55 * * * *
JRL * * * * 0.23 0.15 0.22 0.76
PAW * * * * 0.06 0.19 0.18 0.65

Ideal 0.02 20.70 0.20 2.24 0.09 0.64 0.20 2.24

TABLE IV. Same as Table II, except that partial correlations are for the
discrimination of a change in elasticityQ ~iron versus steel!, where acoustic
parameters covary lawfully.

Target
Observer

Iron Glass

ṙ Rn ṙ RC ṙ Rt d8 ṙ Rn ṙ RC ṙ Rt d8

CAS 0.18 20.40 20.02 0.94 0.13 20.15 20.14 0.69
NKY 0.31 20.14 20.00 0.84 * * * *
RJU 0.51 20.18 20.01 0.99 * * * *
JAL * * * * 0.01 20.07 20.09 0.85
HCL * * * * 0.11 20.17 20.20 0.78

Ideal 0.40 20.57 20.02 1.00 0.01 20.04 20.06 1.00
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ments, it would still be necessary to explain the main result
which is why frequency is given such a disproportionate
weighting by listeners.

Another factor, more likely to affect interpretation, is
reductions in sensitivity due to the perturbations in param-
eters. Consider, in particular, tone intensity. The normal in-
tensity difference limen at these moderate sound levels is
about 1 dB, while for most conditions in Table II the differ-
ence in mean intensity between sounds to be discriminated is
only 2 dB. With perturbation the difference in intensity
would have been difficult or impossible to discriminate on
some proportion of trials. This should force greater weight
on tone frequency and tone decay, where the difference in
means relative to the difference limen is much larger. Such
an effect seems likely, but it cannot entirely explain the dis-
proportionate weighting on tone frequency. A generous ap-
proach to estimating this effect is to reduce the weight on
tone intensity~and increase the weight on frequency and de-
cay! in proportion to the percentage of trials in which the

intensity difference is less than 1 dB. Consider, for example,
the case of discriminating iron from copper~Fig. 7!. Here the
ideal weights for intensity, frequency, and decay are respec-
tively 0.75, 0.03, and 0.22. From the trial by-trial data, the
intensity difference is found to be less than 1 dB in 25% of
all trials. Hence, the adjusted ideal weights, when normalized
to sum to one, are respectively 0.69, 0.04, and 0.27. The
ideal weight on frequency, which is quite small to begin
with, increases only slightly to 0.04. By comparison, listener
weights on frequency are nearly an order of magnitude larger
~approximately 0.36!, far in excess of what would be pre-
dicted based on reduced sensitivity for intensity.

To further evaluate the effect of differences in sensitiv-
ity we reran the discrimination between iron and silver, and
glass and crystal as before. This time, however, only one of
the three acoustic parameters was allowed to vary within
each block of trials, the other two parameters were fixed at
the nominal values for iron. In this way, ad8 was obtained
separately for each acoustic parameter. Thesed8 values con-

FIG. 4. Same as Fig. 3, except that data are for the condition in which parameters vary independently~Note: to avoid perfect performance in the discrimination
between iron and silver it was necessary to reduce the mean difference in density. Hence the comparison is now iron and brass.!

FIG. 5. Same as Fig. 3, except that data are for the discrimination of iron versus steel, and glass versus quartz, lawful covariation of parameters.
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stitute in a maximum-likelihood sense, the optimal weights
for each observer, hence, they can be compared directly to
those of the ideal decision rule. This comparison is made in
Fig. 9. As to be expected, there is a deviation from the ideal
toward frequency, and this is largely due to the reduction in
sensitivity to intensity. As can be seen from this figure, how-
ever, the effect is not nearly as large as required to account
for the disproportionate weight on frequency when all acous-
tic parameters vary simultaneously.

As one last consideration, it must be noted that our
method of synthesizing sounds is not exact. Whereas our
synthesis required that sounds be truncated after 400 ms, real
bars of iron or silver can ‘‘ring’’ for many seconds after this.
The 400-ms duration allowed adequate time for the second
and third partials to decay in these experiments, but had we
selected a much longer duration, listeners might have placed
greater weight on decay of the first partial~see the Appen-
dix!. This does not diminish the outcome of these experi-
ments, for it still remains to be explained why listeners

would ignore so much information that could have aided
discrimination during the first 400 ms of the sound.

A. Theoretical implications

Notwithstanding the limits of procedure, it is of interest
to consider the possible implications of these results for cur-
rent theories of sound source determination. There are gen-
erally two views on this topic. On the one hand, there is the
view that the perception of physical attributes is ‘‘direct,’’ or
at least that it is closely tied to the physical dynamics of the
source~Gibson, 1966; Fowler, 1990!. This is a somewhat
optimistic view of an observer who recovers near complete
information regarding the source. On the other hand, there is
the less optimistic view that source attributes are inferred
from partial acoustic information, perhaps from as little as
one acoustic parameter~Wilde and Richards, 1988!. To say
that the observer perceives the material of the bar directly
implies that the observer’s determinations will be highly cor-
related with specific values of mass density and elasticity

FIG. 6. Same as Fig. 3, except that data are for the discrimination of iron versus steel, and glass versus quartz, independent variation of parameters.

FIG. 7. Same as Fig. 3, except that data are for the discrimination of iron versus copper and glass versus aluminum, lawful covariation of parameters.
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unique to each material. Moreover, since these parameters
determine all relevant acoustic information for material, this
observer would appear as one that optimizes decisions based
on appropriate combinations of frequency, amplitude, and
decay. In this sense, at least, the present results seem to
support the less optimistic view of the listener.

Of course, the present results reflect the outcome of a
single and highly constrained listening situation, using
highly trained listeners, so their theoretical relevance could
be questioned. Even so, a different outcome with inexperi-

enced listeners and sources that vary seems unlikely, since
these factors would, if anything, be expected to make the
task harder not easier. Indeed, such factors might generally
explain the disproportionate weighting on frequency. Fre-
quency afterall is a very salient cue, if not always the most
informative regarding changes in material. The changes in
frequency that accompany changes in material can amount to
hundreds of jnds, whereas corresponding changes in inten-
sity and decay may amount to only a few jnds. Salience is
likely to be an important factor in everyday listening where
there are typically sources of interference that can mask
small changes in the signal. It is also likely to be an impor-
tant factor given the ambiguities that exist when discriminat-
ing material of sources of different geometry, or sources
whose vibration may be forced. Where two sources of dif-
ferent material and different geometry can produce identical
sounds, there may be no distinct advantage to processing
anything more than the most salient features of the acoustic
signal. Whatever the explanation, the results indicate that the
discrimination of material is poor, largely because of the
failure to make use of any information except frequency. In
this regard, the results are not different from many studies
using non-natural sounds that in the past have shown basic
limits on a listener’s ability to process information in two or
more acoustic dimensions simultaneously.
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FIG. 8. Overall performance efficiencyh is plotted against weighting effi-
ciencyhwgt for all listeners and all conditions. Open symbols designate the
condition for which stimulus parameters were perturbed in a lawful manner,
filled symbols designated the condition for which parameters were perturbed
independently. The veridical corresponds to hypothetical observer whose
performance is limited only by weights.~See text for further details.!

FIG. 9. Dark symbols: Ideal relative importance based on measured sensitivity to each acoustic parameter varied separately~three listeners with replication,
500 trials/point!. Light symbols: Obtained relative importance when all acoustic parameters vary simultaneously~replotted from Fig. 3!.
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APPENDIX: SOLUTION TO THE EQUATION OF
MOTION FOR THE STRUCK-CLAMPED BAR

In this section, we give only the results of the solution to
the equation of motion for the struck clamped bar. For a
complete development the reader is referred to the chapters
by Morse and Ingard~1968!, pp. 175–191 and Kinsler and
Frey ~1962!, pp. 55–78. The equation of motion for the ho-
mogenous bar is

]4y

]x4 5
r

Qk2

]2y

]t2 , ~A1!

wherex is displacement parallel to the length of the bar,y is
displacement perpendicular to length,r is the mass density
of the bar,Q is Young’s modulus of elasticity, andk is the
radius of gyration. For the solid round bark is just half the
radius of the bar.

For the damping of the motion we include only radiation
loss due to the loading on the bar of surrounding air mol-
ecules~see Morse and Ingard, p. 222!. We did not include
additional damping by friction of bar molecules rubbing
against each other internally. Internal friction, unlike radia-
tion loss, varies nonmonotonically with the frequency of vi-
bration for solids, but, for (nt)2@1 both experiment and
theory indicate that the resultant damping is essentially inde-
pendent of frequency~Zenner, 1965, p. 55!. The damping
due to radiation loss, by comparison, increases in proportion
to frequency cubed and so dominates at higher frequencies.
This means that the significance of internal friction would
have been greatest for the lowest-frequency partial. How-
ever, since the lower-frequency partial was allowed to ring
for only 400 ms, the experiments could not have provided a
valid test of the effects of internal friction~cf. Wildes and
Richards, 1988!.

For these conditions the solution to the equation of mo-
tion at any pointx is given as a sum of damped sinusoids,

y5(
n

Cne2t/tn sin~2pnnt !, ~A2!

whereuCu is amplitude,n is frequency, andt is decay modu-
lus. We consider the solid round bar of lengthl and radiusa,
where the vibration is propagated through air. The bar is
rigidly clamped at one end and an ideal impulse is applied to
the free endx5 l with force P. The specific solution for
motion atx5 l is then Eq.~A2! where

nn5
p

4l 2 AQa2

r
bn

2, ~A3!

Cn5~21!n21
lP

p3a3bn
2 A 32

rQ
, ~A4!

tn5163108~pr/a2nn
3!, ~A5!

andb150.597,b251.494,bn.25n2 1
2. Hence, with these

constraints, all acoustic parameters are described by just
three equations,~A3!–~A5!, in two unknowns,r and Q.
Sincer and Q uniquely determine the material of the bar,
and since the acoustic parameters are monotonic withr and
Q, it is, in theory, possible to recover material with certainty
from exact knowledge of any two acoustic parameters of a
single partial. The problem, in effect, reduces to one of solv-
ing two equations in two unknowns.

1In this case only the value of the one physical parameter that changed with
material was perturbed independently for each acoustic parameter. The
other physical parameter was fixed at its nominal value. This was necessary
so that a solution to the discrimination problem, as given in the Appendix,
would be preserved as one of solving two equations in two unknowns.

2Note however thatṙ Rt is a point-biserial correlation and, depending on the
form of the underlying distribution, has a value somewhat less than 1.0 as
its maximum~Thorndike, 1978!.
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Effect of the relative phase of amplitude modulation
on the detection of modulation on two carriers
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This study examined how effectively information about amplitude modulation~AM ! on two carriers
is combined, and whether the detection of AM depends on the relative phase of the AM across
carriers. Psychometric functions were measured for detecting 5-Hz sinusoidal AM of carriers with
frequencies 1100 and 1925 Hz, with a mean level 65 dB SPL for each carrier. The carriers had a
duration of 400 ms with 50-ms raised-cosine ramps on either side of this. A single cycle of 5-Hz
sinusoidal AM ~200 ms in duration! was imposed on the temporal center of the stimulus, with
100-ms steady-state fringes before and after the modulation. The modulators for the two carriers
were either in phase or in antiphase. The modulation of each carrier was equally detectable, as
determined in a preliminary experiment. A continuous pink noise background was used to mask the
outputs of auditory filters tuned between the two carrier frequencies. There was no effect of relative
modulator phase. However, performance was consistently better than predicted from the assumption
that information about AM from the two carriers is processed independently and combined
optimally. The results are discussed in terms of~1! predictions using Dau’s ‘‘modulation filter bank
model’’ @T. Dau et al., in Psychoacoustics, Speech and Hearing Aids, edited by B. Kollmeier
~World Scientific, Singapore, 1996!, pp. 45–48#, and~2! the fact that relative modulator phase does
have an effect on the detection offrequencymodulation on two carriers, as found by Furukawa and
Moore @J. Acoust. Soc. Am.100, 2299–2311~1996!#. © 1997 Acoustical Society of America.
@S0001-4966~97!04012-5#

PACS numbers: 43.66.Fe, 43.66.Mk, 43.66.Nm@JWH#

INTRODUCTION

In everyday life we are often exposed simultaneously to
sounds from several different sources. The auditory system
has the ability to ‘‘group’’ together the different frequency
components in the mixture, so as to achieve a percept of
separate sound sources. The way in which frequency compo-
nents change in amplitude has been suggested to be a cue
that contributes to this grouping~Bregmanet al., 1985!. The
auditory system may group together frequency components
that change in amplitude in a correlated way; this is the Ge-
stalt principle of ‘‘common fate.’’ This would imply the ex-
istence of mechanism~s! that can compare the pattern of am-
plitude change at the outputs of auditory filters with different
center frequencies, corresponding to different places along
the basilar membrane.

Several studies have presented evidence that the audi-
tory system is sensitive to the relative phase of amplitude
modulation ~AM ! on separate carrier frequencies, using a
variety of different paradigms~Hall et al., 1984; Bregman
et al., 1985; Stricklandet al., 1989!. For example, Strickland
et al. ~1989! presented listeners with stimuli consisting of
two sinusoidal carriers, both of the carriers being amplitude
modulated, and measured the listeners’ ability to detect a
disparity of modulator phase across the carriers. Strickland
et al. found that listeners can detect such a disparity with

reasonable accuracy. This was true even though the listeners
were prevented from using information from single auditory
filters tuned between the two carriers. This was achieved by
using carrier frequencies more than 2 octaves apart and by
adding a band of noise to mask the outputs of auditory filters
tuned between the two carriers.

However, some studies using different paradigms, such
as modulation detection/discrimination interference~MDI !
~Yost and Sheft, 1989; Yostet al., 1989!, failed to show
sensitivity to the relative phase of AM across carriers. For
example, Mooreet al. ~1991! measured thresholds for detect-
ing a change in the modulation depth of AM on a sinusoidal
carrier ~target!, in the presence of two amplitude-modulated
sinusoids with different carrier frequencies~interferers!. The
carrier frequencies were well separated~1000 Hz for the tar-
get; 230 and 3300 Hz for the interferers! and the carriers had
moderate levels, so there was little or no interaction of the
carriers within single auditory filters. Thresholds were gen-
erally highest when the modulation rates of the target and the
interferers were the same. However, there was no effect of
relative modulator phase on detectability. This result sug-
gests that the mechanism~s! involved in detecting changes in
AM depth is not sensitive to the relative phase of the AM
across carriers.

The present study examines the extent to which listeners
can combine information about amplitude modulation~AM !
imposed on two widely spaced carrier frequencies. More
specifically, it seeks to answer two questions:~1! is the de-
tection of AM on two carriers influenced by the relative

a!Present address: Kresge Hearing Research Institute, University of Michi-
gan, 1301 East Ann Street, Ann Arbor, MI 48109-0506.
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phase of the modulator across carriers and~2! how does per-
formance compare to what would be expected from signal
detection theory on the basis of the optimal combination of
independent sources of information? The results were also
intended to be useful in evaluating certain aspects of a
‘‘modulation filter bank’’ model proposed by Dau and co-
workers ~Dau, 1996; Dauet al., 1996a, 1997a, b! and in
evaluating a hypothesis proposed by Furukawa and Moore
~1996! to explain their finding that the detection offrequency
modulation~FM! on two carriers depended on the relative
phase of the modulation across carriers. The following sec-
tions briefly review these earlier studies.

A. Dau’s model of a ‘‘modulation filter bank’’

Several physiological studies~Langner and Schreiner,
1988; Palmer, 1995! and psychophysical studies~Martens,
1982; Bacon and Grantham, 1989; Houtgast, 1989; Fassel
and Pu¨schel, 1993; Mu¨nkner and Pu¨schel, 1993; Dau, 1996;
Dau et al., 1996a, 1997a, b! support the hypothesis of a
‘‘modulation filter bank.’’ It is assumed that the~central!
auditory system contains an array of neurons each tuned to a
different modulation rate. Each neuron can be considered as
a filter in the modulation domain. The physiological data
have shown that most neurons with tuning in the modulation-
frequency domain are also tuned in the carrier-frequency do-
main.

As a functional realization of a modulation filter bank,
Dau~1996! and Dauet al. ~1996a, 1997a, b! have proposed a
model that contains a modulation filter bank for the output of
each peripheral filter. The model assumes that~1! an inde-
pendent internal noise is added to the output of each modu-
lation filter, and listeners base their decision on the combined
information across filters; and~2! information about modu-
lator phase for each carrier frequency is lost at the stage
where information is combined across modulation filters.
The decision process is implemented using an ‘‘optimal de-
tector’’ that is based on a template~Dau et al., 1996b,
1997a!. The model can explain the results of experiments on
the detectability of AM imposed on carriers of various types,
including sinusoids, narrowband noises, and broadband
noises.

The experiment in the present study was intended to
evaluate one aspect of this model. The model predicts that if
the modulation of each carrier is equally detectable~detect-
ability dind8 !, then the detectability of the combined modula-
tion should be no greater than&dind8 ~from assumption 1!.
Also, the detectability of modulation on two widely spaced
carriers should be independent of the relative modulator
phase~from assumption 2!.

B. Detection of FM on two carriers

Furukawa and Moore~1996! investigated the detectabil-
ity of FM imposed on two inharmonically related carriers.
The modulation on each carrier was equally detectable, as
determined in preliminary experiments, and a pink noise
background was used to mask the outputs of auditory filters
tuned between the two carriers. They found that detectability
was generally better when the FM was in phase~or ‘‘coher-

ent’’! across carriers than when the FM was in anti-phase~or
‘‘incoherent’’!; we refer to this as ‘‘the effect of FM coher-
ence.’’

Furukawa and Moore~1996! discussed some possible
mechanisms that might underlie the effect of FM coherence.
One is that the auditory system is sensitive to the coherence
or relative phase of AM at the outputs of the auditory filters
where the changes in excitation level evoked by the FM are
greatest. This mechanism is referred to as the ‘‘FM-
induced-AM mechanism.’’ It is based on two assumptions:
~1! when detecting FM on two carriers, the listener attends to
the low-frequency side of the excitation pattern of each car-
rier, i.e., to auditory filters with center frequencies just below
the carrier frequencies, whose outputs give the largest FM-
inducedamplitudefluctuation~Zwicker and Fastl, 1990!; and
~2! there is a mechanism that is more sensitive to coherent
amplitude changes than to incoherent ones, and that mecha-
nism enhances the detection of FM when the outputs of the
selected auditory filters are coherent. The amplitude changes
at the outputs of the filters that produce the largest amplitude
fluctuation~i.e., the filters centered just below the two carrier
frequencies! are coherent when the FM is coherent across
carriers. For example, when the carrier frequencies both go
down, the outputs of the relevant filters go up. Similarly, the
amplitude changes at the outputs of the filters that produce
the largest amplitude fluctuation are incoherent when the FM
is incoherent. Hence, coherent FM is expected to be more
detectable than incoherent FM.

Furukawa and Moore~1997! attempted to explore the
importance of this mechanism by randomly varying the car-
rier frequencies for every stimulus presentation, keeping the
ratio of the carrier frequencies fixed. This random variation
was introduced so as to disrupt the ability of listeners to
attend to the auditory filters whose outputs changed the most;
the appropriate center frequencies changed randomly from
trial to trial. If the FM-induced-AM mechanism plays an
important role, then we would expect this random variation
of the carrier frequencies to reduce the effect of FM coher-
ence. The effect of FM coherence was slightly greater when
the carrier frequencies were fixed throughout a block of trials
than when they were roved. This may indicate a sensitivity to
the coherence of FM-induced AM. However, an effect of FM
coherence still remained even when the carriers were roved.
Thus, Furukawa and Moore~1997! were not able to rule out
the hypothesis that the FM-induced-AM mechanism contrib-
utes to the effect of FM coherence.

The FM-induced-AM hypothesis is only plausible if the
auditory system has different sensitivities to coherent~in-
phase! and incoherent~antiphase! AM at the outputs of
widely separated auditory filters~assumption 2 above!. The
present experiment provides a direct test of whether this is
the case. A failure to find an effect of relative modulator
phase across carriers would indicate that the FM-
induced-AM mechanism was invalid, and that some other
mechanism leads to the dependence of FM detection on rela-
tive modulator phase across carriers.

3658 3658J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 S. Furukawa and B. C. J. Moore: Effects of relative modulator phase



I. EXPERIMENT: DETECTION OF AM ON TWO
CARRIERS

A. Method

The experiment had two stages: In stage 1, psychometric
functions were determined for the detection of AM on only
one of the two carrier frequencies, using a two-alternative
forced-choice ~2AFC! method. In stage 2, psychometric
functions were measured for the detection of AM on the two
carriers. The modulation depth for each carrier was deter-
mined, on the basis of the results of stage 1, so that the AM
would be equally detectable when presented on each carrier
separately.

1. Stimuli

The carriers had frequencies of 1100 and 1925 Hz, and
were presented simultaneously in both stages 1 and 2, and
gated synchronously. Each carrier had a mean level of 65 dB
SPL. The carriers had a duration of 400 ms with 50-ms
raised-cosine ramps on either side of this. A single cycle of
5-Hz sinusoidal AM~200 ms in duration! was imposed on
the temporal center of the stimulus, with 100-ms steady-state
fringes before and after the modulation. The steady-state
fringes were used to prevent any confusion between the am-
plitude modulation to be detected and the raised-cosine en-
velope at the onset and offset of the stimuli. The waveform,
w(t), of the modulated part of a modulated carrier was

w~ t !5A@16m sin~2p f mt !#sin~2p f ct1f!, ~1!

whereA is the mean amplitude,m is the modulation depth,
f m is the modulator frequency or modulation rate,f c is the
carrier frequency, andt is time relative to the point when the
modulation starts. The value off determined the phase of
the carrier, and was fixed at a single, randomly determined,
value. The sign determined the starting direction of the
modulation. The interstimulus interval in the 2AFC task was
500 ms. In stage 2, both of the carriers were modulated in the
signal interval of the 2AFC trial.

The modulation always started with a positive- or
negative-going zero-crossing of one cycle of AM, denoted
^1& or ^2&, respectively, corresponding to the signs in Eq.
~1!. In stage 2, there were four patterns in the direction of
amplitude changes for the two carriers, and they are denoted
by combinations of the symbolŝ1& and ^2& ~e.g., ^12&!.
The first symbol of a pair indicates the modulation direction
for the higher carrier, and the second symbol indicates the
modulation direction for the lower carrier. Conditions with
the same modulator starting directions~^11& or ^22&! had
in-phase AM across frequencies, and conditions with oppo-
site modulator starting directions~^12& or ^21&! had an-
tiphase AM.

The signals were digitally generated at a sampling rate
of 10 kHz, using a Masscomp 5400 computer system and a
16-bit digital-to-analog converter~DAC, model DA04H!.
The output of the DAC was low-pass filtered~Kemo, type
VBF 8/03, 48 dB/oct! with a cutoff frequency of 4 kHz and
mixed with a filtered~Kemo, type VBF 8/03, 48 dB/oct! pink
noise with a passband from 100 to 2000 Hz and with a spec-
trum level of 25 dB at 1000 Hz. This noise was used to
reduce within-channel cues associated with combination

tones and with the outputs of auditory filters that respond to
both carrier frequencies. The noise level was chosen so as to
give a good signal-to-noise ratio for center frequencies close
to the two carrier frequencies, while being high enough to
eliminate within-channel effects. It was determined as fol-
lows. First, the excitation pattern produced by each~un-
modulated! carrier was calculated, using the procedure de-
scribed by Glasberg and Moore~1990!; second, the range of
CFs over which the excitation levels for the two carriers
were different by less than 15 dB was determined; finally,
the level of the pink noise was chosen so that, over this range
of CFs, the pink noise would produce an excitation level
greater than or equal to that produced by either carrier alone.
When the excitation levels evoked by the two carriers dif-
fered by more than 15 dB, then the noise would have com-
pletely masked the excitation produced by the carrier with
the lower excitation level, for any frequency within the pass
band of the noise. The levels of the sinusoidal and noise
stimuli were adjusted by manual attenuators. The stimuli
were delivered to one earpiece of a Sennheiser HD 414 head-
set.

2. Procedure

A 2AFC task was used to measure psychometric func-
tions for AM detection. Detectability indices,d8, were cal-
culated from the results for 200 trials~four blocks of 50
trials! for each modulation depth, using standard tables
~Hacker and Ratcliff, 1979!. In both stages 1 and 2, the sub-
ject’s task was to indicate whether the first or the second
interval in a trial contained a modulated tone. For stage 1,
five modulation depths were chosen for each subject on the
basis of pilot experiments, so that the resulting detectability
indices,d8, were reasonably evenly spread over the range 0
to 2.5. For stage 2, the modulation depth for each carrier was
chosen, on the basis of stage 1, so that the modulation would
be equally detectable for each carrier when presented alone;
the modulation depths used were calculated so as to gived8
values of 0.2, 0.45, 0.7, 0.95, and 1.2 for the individual car-
riers. For both stages 1 and 2, the conditions were fixed for a
block of 55 trials. The first five trials used the highest modu-
lation depth and were treated as practice. The rest of a block
consisted of ten subblocks, each of which started with the
highest modulation depth and decreased progressively to the
lowest. In stage 1, both modulation directions,^1& and^2&,
were tested within a block of trials. The order of the modu-
lation directions was random, but the number of upwards and
downwards stimuli for each modulation depth was balanced
in a block, except for the practice trials where the numbers of
upwards and downwards stimuli were not balanced. In stage
2, one combination of AM directions was presented in a
block.

Subjects were tested in a double-walled sound-
attenuating chamber. Correct answer feedback was provided
by lights on the response box.

3. Subjects

Three subjects with normal hearing were used. One was
author SF. The other two subjects were paid for their ser-
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vices. Two subjects~AO and SF! were highly experienced in
similar psychoacoustical experiments. All subjects were
trained until their performance appeared to be stable. This
took about 6 h.

B. Results and discussion

The results of stage 1 are shown in Fig. 1. Each column
shows the results for one carrier frequency. Each row shows
the results for one subject. Since, in most cases, thed8 values
seemed to be linearly related to the squared modulation
depth,m2, as found by Moore and Sek~1992!, values ofd8
are plotted as a function ofm2, for each modulated carrier
~recall that the other carrier was present, but unmodulated, in
both intervals of a trial!. Different symbols indicate the
modulation starting direction. Straight lines were fitted to the
values ofd8 as a function ofm2, so as to minimize the sum
of squared errors. The lines were constrained to pass through
the origin. In most cases a single straight line was fitted to
the data for both modulation directions. However, for sub-

jects AO and SF for the carrier frequency 1100 Hz,t tests
showed that the slopes of the lines fitted separately to the
data for the two modulation directions were different with a
significance level of 1%. Here, the variances of the slopes
were estimated from the sum of the squared deviations of the
data from each regression line~Snedecor and Cochran, 1967,
p. 153!. In these cases, two separate lines were fitted to the
data. The obtained slopes were used to calculate the modu-
lation depths used in stage 2, so as to give the samed8 values
for the two individual carriers. For subject GS, a ‘‘ceiling’’
effect was found; performance did not improve with increas-
ing modulation depth once the value ofd8 exceeded about 2.
This may have been due to occasional loss of attention; if the
subject made four errors in a block of 50 trials even when the
signal was highly discriminable, thend8 would never exceed
2. Because the lines for GS were fitted to all of the data
points, the values ofdind8 in stage 2 may have been underes-
timated. We will return to this point later.

The slopes of the psychometric functions were markedly
greater for the 1925-Hz carrier than for the 1100-Hz carrier;
note the different abscissa scales in Fig. 1. This can be at-
tributed to the use of the pink noise, which would have
masked the high-frequency side of the excitation pattern of
the 1100-Hz carrier but not of the 1925-Hz carrier. We
would expect markedly better performance for the 1100-Hz
carrier if the noise background had not been used~Moore
and Sek, 1994!. The detection of AM at medium and high
levels is optimal when information from the high-frequency
side of the excitation pattern is available, owing to the non-
linear ~expansive! growth of excitation on that side of the
pattern ~Zwicker and Fastl, 1990; Moore and Sek, 1994;
Moore, 1997!.

The slopes of the psychometric functions varied mark-
edly across subjects. In particular, the slopes for subject GS
were small relative to those for the other two subjects. For
example, for the 1100-Hz carrier, the slope for subject SF
~^2& direction! was larger than the slope for GS by a factor
of about 8. This large variation may be due to a difference in
the degree of experience in psychoacoustical experiments.
However, it should be noted that the crucial points for this
experiment were~1! the extent to which the detectability of
AM improved when AM was presented on two carriers rela-
tive to when AM was presented on only one carrier, and~2!
the effect of the relative phase of the AM across carriers.
Since the modulation depths of the AM in stage 2 were cho-
sen for each carrier and subject so that the AM would be
equally detectable, results in stage 2 were reasonably similar
across subjects despite the variability in detection perfor-
mance for AM on one carrier.

The results of stage 2 are shown in Fig. 2. Each panel
shows the results for one subject or the average data col-
lapsed across subjects. The detectability index,d8, for AM
on the two carriers is plotted as a function ofd8 for AM on
only one carrier. Different symbols represent the patterns of
modulation direction as indicated in the key. In each panel,
the upper dashed line, which has a slope of&, shows the
detectability predicted on the basis of signal detection theory,
on the assumption that information about AM from each
carrier is processed independently and combined optimally

FIG. 1. Results of stage 1 of the experiment, showing psychometric func-
tions for the detection of AM on only one carrier frequency. Detectability,
d8, is plotted as a function of the squared modulation depth,m2. Up-
pointing symbols indicate that the modulation started in the^1& direction
and down-pointing symbols indicate that the modulation started in the^2&
direction~see text!. The left column shows results when the 1100-Hz carrier
was modulated, and the right column shows results when the 1925-Hz car-
rier was modulated. Each row shows results for one subject. Best fitting
lines to the data points are also shown~see text!.
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~Green and Swets, 1974!. Dau’s model predicts that the data
should lie on this line. The lower dashed line shows where
the data would lie if the value ofd8 for the combination was
the same as that when only one carrier was modulated. As in
stage 1, a ‘‘ceiling’’ effect was apparent for subject GS, and
also, less clearly, for subject AO. As suggested earlier, this
may reflect occasional lapses of attention.

There seemed to be no consistent difference in perfor-
mance for the different patterns of modulation direction. To
assess whether there was a significant effect of modulation
direction, the slopes of the best-fitting straight lines to the
psychometric functions were determined and were subjected
to an ANOVA. The best fitting lines were calculated to give
the least mean squared deviation of the points from the fitted
lines ~in the orthogonal direction!, with the constraint that
they passed through the origin. The root-mean-square devia-
tion of the points from the fitted values was 0.135. The maxi-
mum deviation for a single line was 0.211. The slope values
are given in Table I. A one-way within-subjects ANOVA
was carried out with factor the combination of modulation
direction ~^11&, ^12&, ^21&, ^22&!. The effect of the
combination of modulation direction was not significant
@F(3,6)50.85, p50.52#, indicating that the detectability of
AM did not depend on the pattern of AM across carriers.
Thus, the relative phase of the AM across carriers did not
affect the detectability of the AM.

The psychometric functions were generally well above
the upper dashed line. This may indicate that information

about AM for each carrier is not processed independently,
but is processed in a common channel. However, some cau-
tion is needed in interpreting the absolute values of the
slopes of the lines, for two reasons. First, in stage 1, the two
different modulation directions were mixed within a block of
trials. This may have made the task more difficult than if
only a single direction were used within a block. In stage 2,
only a single combination of modulation directions was used
within a block. This may partly account for the relatively
good performance in stage 2. We believe, however, that this
effect was probably small. Furukawa~1996! carried out an
experiment measuring the detectability of FM instead of AM
on two carriers using a method similar to that of the present
experiment. He tested two conditions:~1! only a single com-
bination of modulation directions was used within a block,
and~2! different combinations of modulation directions were
mixed within a block of trials. The results showed no signifi-

FIG. 2. Results of stage 2 of the experiment, showing psychometric functions for the detection of AM on both carrier frequencies. Each panel shows results
for one subject or the average data across subjects. The abscissa shows the value ofd8 for AM of one carrier. The ordinate shows the value ofd8 for AM on
both carriers. The parameter is the combination of modulation direction. The lower dashed line shows where the points would lie ifd8 for AM on both carriers
were equal tod8 for AM on a single carrier. The upper dashed line shows the value ofd8 predicted by signal detection theory on the assumption that
information about AM from each carrier is processed independently and combined optimally.

TABLE I. Slopes of the psychometric functions for stage 2.

Subject

Modulation direction

In-phase AM Anti-phase AM
^11& ^22& ^12& ^21&

AO 2.65 3.12 2.41 2.67
GS 2.11 2.60 1.92 2.04
TP 2.41 2.15 2.47 2.70
Mean 2.39 2.62 2.27 2.47
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cant difference in the detectability of FM between the fixed
and mixed modulation directions within a block. This result
indicates that it is of little relevance to the detectability of
FM whether one block of trials includes fixed or mixed
modulation directions. However, we cannot be certain that
the same applies for AM detection.

A second factor that may have influenced the slopes of
the psychometric functions in stage 2 is that, especially for
GS, the values ofdind8 ~i.e., thed8 values for the single car-
riers! may have been underestimated, because these values
were derived from lines fitted to all the data obtained in stage
1, including some data for which a ceiling effect was ob-
served. The size of this effect can be estimated in the follow-
ing way. Consider the case for GS where the nominal value
of dind8 , based on the fitted lines, was 0.7; the values ofm2

required to give these nominal values ofdind8 were about 0.1
for the 1100-Hz carrier and 0.04 for the 1925-Hz carrier.
Using the same values of the modulation index, the values of
dind8 based on lines fitted to the data for the three smallest
modulation depths~i.e., excluding ceiling effects! are 0.83
for the 1100-Hz carrier and 1.12 for the 1925-Hz carrier.
Hence, using the higher values ofdind8 , the predicted value of
d8 in stage 2, if information from the two carriers were pro-
cessed independently and combined optimally, is (0.832

11.122)0.551.39. This is a factor of 1.4 greater than pre-
dicted using the nominal value ofdind8 . In fact, the value of
d8 obtained by GS in stage 2 for this case averaged about
1.9. This represents a ‘‘worst case.’’ For the other two sub-
jects, it made much less difference whether predictions were
based on lines fitted to all the data in stage 1 or lines fitted to
the data for the three smallest modulation depths.

The two factors discussed above may have increased the
slopes of the psychometric functions in stage 2. However, it
seems unlikely that they would account for the whole of the
difference between the obtained psychometric functions and
the upper dashed lines. The former have an initial slope of
about 3, as compared to the slope of& for the latter. Possi-
bly, the ‘‘true’’ initial slope, allowing for the two factors,
may be closer to 2 than to 3, but it is unlikely to be as small
as&.

Overall, the results of this experiment suggest that infor-
mation about AM for each carrier is processed partly in a
common central channel~i.e., detectability is determined by
internal noise common to both carriers!. This channel is not
sensitive to the relative phase of AM across carriers.

II. DISCUSSION

A. Implications for the processing of amplitude
modulation

The results showed that there was no difference in de-
tectability between in-phase and antiphase AM across carri-
ers. This is consistent with Dau’s model~assumption 2 de-
scribed in the Introduction!. The model assumes that
information about the phase of modulation for each carrier
frequency is lost at the stage where information is combined
across modulation filters.

However, the present experiment also showed that the
psychometric functions generally had slopes larger than the

value of& which would be predicted by signal detection
theory on the assumption that information about AM from
each carrier is processed independently and combined opti-
mally. This is not consistent with Dau’s model~assumption
1!, since the ‘‘optimal detector’’ should only make use of
information from active modulation filters, and since the
only source of noise in his model is an independent noise
added to the output of each modulation filter. Our results
suggest that, if a modulation filter bank is involved in AM
detection, then there is an internal noise at the stageafter
information from the different modulation filters is com-
bined.

The maximum expected value for the slopes of the psy-
chometric functions in stage 2 depends upon assumptions
made about the internal representation of the modulation and
about sources of internal noise. For example, if the internal
representations of the modulation on each carrier were added
at an early stage of processing, and there was negligible in-
ternal noise prior to the point of addition, then combining the
information from two equally detectable carriers would lead
to an effective doubling of the information. This might be
expected to lead to a value ofd8 double that for the indi-
vidual carriers. However, if the information was in a ‘‘raw’’
form, for example, a direct neural representation of the
modulation itself, this could lead to ad8 value as much as
four times that for the individual carriers, sinced8 for a
single carrier is roughly proportional to the modulation index
squared. This seems unlikely, since if information about the
modulation was represented in such a raw form, one would
expect detectability in stage 2 to depend on the relative
modulator phase of the two carriers. In fact, no such depen-
dence was found. Probably, the ‘‘true’’ slopes of the psycho-
metric functions in stage 2, allowing for the factors discussed
earlier, are close to 2. This is consistent with a model in
which information about the modulation on each carrier is
represented in a processed form~for example as the envelope
at the output of the appropriate modulation filter! at the point
where information is combined across carriers, and the domi-
nant source of internal noise occurs after the point of com-
bination.

It is of interest that other data on AM detection for
stimuli exciting auditory filters with widely spaced center
frequenciesare consistent with Dau’s model. For example
Eddins ~1993! measured thresholds for detecting AM on
noise carriers as a function of carrier bandwidth and upper
cutoff frequency. The thresholds improved with increasing
bandwidth but were almost independent of upper cutoff fre-
quency. For the stimuli with the widest bandwidth~1600
Hz!, auditory filters with a range of center frequencies would
have been excited, especially for the lowest upper cutoff fre-
quency. Dau and co-workers~Dau, 1996; Dauet al., 1997b!
showed that his model could account for these data~and their
own comparable data! very well.

It seems likely that Dau’s model works well for noise
carriers but not for tonal carriers~as used by us! because
performance for noise carriers is largely determined by the
inherent fluctuations in the noise. These fluctuations are in-
dependent in different frequency regions. In contrast, perfor-
mance for tonal carriers must be limited by internal noise as
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the inherent variability in the stimuli is negligible. Our re-
sults suggest that this noise is not independent across differ-
ent frequency regions, at least for the detection of AM.

In the discussion above, we have assumed that analysis
in terms of a modulation filter bank is appropriate. However,
this concept is still controversial, and other mechanisms for
processing modulation remain possible. For example, a low-
pass filter could be applied to the~rectified! output of each
auditory filter ~Viemeister, 1979!. Whatever model is as-
sumed, our results suggest that significant internal noise oc-
curs after the point where information from different periph-
eral channels is combined.

B. The plausibility of the FM-induced-AM model

As described earlier, Furukawa and Moore~1997!
showed that the detectability of FM on two widely spaced
carriers was better when the carriers were modulated in
phase than when they were modulated in antiphase. They
showed further that roving the carrier frequencies across tri-
als reduced but did not eliminate the effect of FM coherence
and suggested that this result might indicate that the FM-
induced-AM mechanism is~partly! involved in the effect of
FM coherence. The present experiment showed that the de-
tectability of AM on two carriers did not depend on the rela-
tive phase of the AM across the carriers. This indicates that
the FM-induced-AM mechanism almost certainly does not
play a role in the effect of FM coherence. That is, the mecha-
nism that is responsible for the effect of FM coherence does
not rely on information about FM coded in the form of ex-
citation level changes.

If we abandon the FM-induced-AM hypothesis, then an-
other explanation is needed for the fact that roving the carrier
frequencies slightly reduced the effect of FM coherence. One
possibility derives from another mechanism suggested by
Furukawa and Moore to explain the effect of FM coherence.
This is that judgments were partly based on fluctuations in
the residue pitch evoked by the two carriers; these fluctua-
tions would be bigger when the modulation was coherent
across carriers. The large pitch changes induced by roving
the carriers might have made it more difficult to detect the
smaller fluctuations in residue pitch produced by the FM.
Consistent with this, Furukawa and Moore~1997! found that
the detectability of FM on asingle carrier was markedly
reduced by roving the carrier frequency from trial to trial.

C. Implications for perceptual grouping processes

As discussed in the introduction, there is evidence that
the auditory system can compare the relative phase of AM
on two different carriers when the depth of the AM is well
above threshold values. Hence, we were somewhat surprised
by our finding that the detectability of AM on two carriers is
not influenced by relative modulator phase. However, our
results are not inconsistent with the finding of sensitivity to
relative modulator phase for supra-threshold amounts of
AM. They merely indicate a dissociation between processes
involved in detection of AM and processes involved in dis-
crimination of the relative phase of AM. In a sense, our
results are the converse of those found for FM. Listeners are

insensitive to the relative phase of supra-threshold amounts
of FM on different carriers~Carlyon, 1991, 1994!, but rela-
tive modulator phase does influence the detectability of FM
~Furukawa and Moore, 1996, 1997!. For AM, the opposite is
true.

The role of the relative AM phase of sinusoidal modu-
lators in perceptual grouping remains unclear. Although
changes in relative modulator phase on two carriers can be
detected~Strickland et al., 1989!, there is not strong evi-
dence that relative AM phase across frequencies plays a role
in perceptual grouping, at least for low modulation rates.
Bregmanet al. ~1985! reported that the perceptual fusion of
two sinusoidal carriers modulated at a 100-Hz rate was stron-
ger when the tones were modulated in phase than when they
were modulated 180° out of phase. However, the effect was
weak, and they noted that ‘‘... about two out of three subjects
failed to pass a pretest in which they were required to dis-
criminate stimuli in which the AM of tones B and C was
in-phase versus out-of-phase.’’ For lower modulation rates,
several studies have failed to find a role for AM phase in
perceptual grouping~Summerfield and Culling, 1992; Moore
and Alcántara, 1996!. Perhaps AM phase does not play a
strong role because it would not be a reliable cue for many
everyday sounds. For example, when the fundamental fre-
quency of a vowel sound is frequency modulated, this results
in AM of the individual harmonics. However, the AM would
be out of phase for harmonics on either side of a formant
frequency.

III. SUMMARY

The following conclusions can be drawn from the
present study:

~1! The detectability of AM on two carriers did not depend
on the relative phase of the AM across the carriers.

~2! The detectability of AM on two carriers was generally
above the value predicted by signal detection theory on
the assumption that information about FM from each
carrier is processed independently and combined opti-
mally. This result indicates that information about AM
from each carrier is processed in a common channel.
This is not consistent with Dau’s model~Dau, 1996; Dau
et al., 1997a!.

~3! These results imply that the FM-induced-AM model can-
not explain the effect of FM coherence. Probably, there
is no mechanism that has higher sensitivity to in-phase
AM across auditory filters than to anti-phase AM. The
mechanism responsible for the effect of FM coherence
does not appear to rely on information about FM coded
in the form of excitation level changes.
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Infants’ pitch perception: Masking by low- and high-frequency
noises

Christine Rogers Montgomery and Marsha G. Clarkson
Department of Psychology, Neuropsychology and Behavioral Neuroscience Program,
Georgia State University, University Plaza, Atlanta, Georgia 30303

~Received 21 October 1996; accepted for publication 11 August 1997!

The present research employed an operant conditioning procedure typically used with infants to test
noise masking of pure tones and tonal complexes in adults and in 7-month-old infants. Adults and
infants were presented with either pure tones of 160 and 200 Hz or harmonic tonal complexes with
pitches equivalent to 160 and 200 Hz. The tonal complexes did not contain energy at the
fundamental frequency. After learning these tasks, subjects in the tonal complex group categorized
spectrally varying tonal complexes according to the pitch of the missing fundamental. Stimuli were
subsequently presented in combination with either a low- or a high-frequency noise. Both age
groups successfully discriminated pure tones when combined with a high-frequency noise but not
when combined with a low-frequency noise in the same frequency range as the pure tone. Infants,
like adults, successfully categorized harmonic tonal complexes based on the pitch of the missing
fundamental when those stimuli were combined with a low-frequency noise in the range of the
missing fundamental but not when combined with a high-frequency noise which covered the
frequency range of the harmonics themselves. These results suggest that infants rely primarily on a
central process and not peripherally generated combination tones to hear the pitch of the missing
fundamental. ©1997 Acoustical Society of America.@S0001-4966~97!00112-4#

PACS numbers: 43.66.Hg@JWH#

INTRODUCTION

Much of the large pitch perception literature has ad-
dressed the spectral and temporal bases of pitch perception
and has identified a number of classic phenomena that have
constrained subsequent models of pitch perception. The
present research is one of a series of studies that has looked
at those phenomena in 7-month-old infants. Measuring in-
fants’ responses to classic stimulus manipulations allows us
to understand the nature and limits of infants’ pitch percep-
tion abilities. In other words, do infants rely on the same
spectral and temporal information as do adults to discrimi-
nate the pitches of complex spectra? To date, our findings
reveal that infants respond to a variety of the classic stimulus
manipulations in a manner similar to adults. These parallels
suggest that infants’ perception of pitch may be based on the
same acoustic cues as that of adults and that adult models
may be applicable to perception during development.

In a first attempt to study infants’ perception of pitch,
Clarkson and Clifton~1985! demonstrated that 7-month-old
infants could categorize harmonic tonal complexes on the
basis of their missing fundamental frequencies, despite varia-
tions in the spectra of the sounds. This performance sug-
gested that infants did, in fact, hear the pitch of the missing
fundamental. Subsequently, Clarkson and Rogers~1995!
found that the strength of pitch for infants, like that for adults
~Carlyon and Shackleton, 1994; Ritsma, 1962!, is greater for
sounds containing relatively low-frequency energy~i.e., be-
low 5000 Hz! than for those having only high-frequency
energy. Although adults could hear the pitch of the missing
fundamental for stimuli containing only high-frequency, un-
resolvable harmonics~e.g., Carlyon and Shackleton, 1994!,
infants failed to do so. For both adults~Goldstein et al.,

1978; Houtsma and Goldstein, 1972; Houtsma and Smurzyn-
ski, 1990! and infants~Clarksonet al., 1996!, perception of
the missing fundamental improves as the number of harmon-
ics in a tonal complex increases. However, 7-month-old in-
fants, unlike adults~Smoorenburg, 1970!, did not hear the
pitch of sounds containing only two harmonics of a missing
fundamental. The results of these studies emphasize the im-
portance of the power spectrum for both infants’ and adults’
perception of the pitch of the missing fundamental for har-
monic sounds.

Research with inharmonic tonal complexes provides ad-
ditional evidence of the importance of the power spectrum
for pitch perception. Like adults~e.g., Schoutenet al., 1962!,
7-month-old infants appear to recognize the pitch of at least
some inharmonic tonal complexes~Clarkson and Clifton,
1995!. At the same time, infants’ performance deteriorated
progressively as sounds became increasingly inharmonic,
paralleling the decreased salience of pitch for increasingly
inharmonic sounds reported for adults~deBoer, 1976; Wight-
man, 1973!. Because the strength of the simple difference
tone is unlikely to differ for harmonic and inharmonic
sounds~cf. Clarkson and Clifton, 1995; Hall, 1972!, differ-
ential performance for these two types of sounds suggests
that combination tones are not responsible for infants’ per-
ception of the pitch of the missing fundamental.

The most compelling, direct evidence that adults’ per-
ception of the missing fundamental does not rely on combi-
nation tones came first from a demonstration by Licklider
~1954! and subsequently from a detailed report by Patterson
~1969!. In Patterson’s experiment, listeners heard sinusoids
and pulse trains lacking the fundamental frequency in the
presence of a low- or a high-frequency noise. The low-

3665 3665J. Acoust. Soc. Am. 102 (6), December 1997 0001-4966/97/102(6)/3665/8/$10.00 © 1997 Acoustical Society of America



frequency noise overlapped the spectral region of the pure
tones as well as the simple difference tones and missing fun-
damentals of the pulse trains, whereas the high-frequency
noise corresponded to the harmonics of the pulse trains. Al-
though the low-frequency noise did not affect detection of
the pitch of the missing fundamental, it did mask a change in
the pitch of the pure tones~Patterson, 1969!. Conversely, the
high-frequency noise impaired discrimination of the pitch of
the missing fundamental but not of the pure tones. The fact
that subjects still heard the pitch of the missing fundamental
in the presence of the low-frequency noise indicates that
combination tones do not provide the basis for success in the
task. However, combination tones do appear to influence
adults’ perception of the missing fundamental by increasing
the strength of the pitch percept~Houtsma and Goldstein,
1972!.

Although infants’ perception of inharmonic complexes
suggests that they do not rely on combination tones to hear
the pitch of complex spectra, direct evidence in the form of
masking data does not exist. To determine whether infants
use combination tones to perceive the pitch of the missing
fundamental, we tested 7-month old infants and adults under
stimulus conditions analogous to those used by Patterson
~1969!. The adults were tested first to assure that the stimulus
and noise levels were appropriate to replicate Patterson’s
data.

In a conditioning procedure, subjects progressed through
several experimental stages in which the bases for respond-
ing to tonal complexes were successively narrowed. Subjects
first learned to discriminate either two tonal complexes or
two pure tones. For subjects who heard tonal complexes, we
introduced variations in the harmonic components of the
stimuli to assure that they were attending to the pitch of the
missing fundamental. Finally, the tonal complexes were pre-
sented in combination with either a low- or a high-frequency
noise. Subjects who heard pure tones proceeded to a final
stage in which they were asked to discriminate the pure tones
in the presence of low- or high-frequency noise. In accor-
dance with Patterson’s~1969! findings, we anticipated that
both adults and infants would hear the pitch of the missing
fundamental when the tonal complexes were combined with
low-frequency noise but not when combined with high-
frequency noise. We also predicted that listeners would dis-
criminate pure tones when combined with high-frequency
noise but fail to discriminate them when combined with low-
frequency noise.

I. METHOD

A. Subjects

Infants were recruited through letters distributed by hos-
pitals and physicians and through various public service an-
nouncements. All infants met criteria for experiencing an
uncomplicated term birth~within 2 weeks of anticipated
birthdate!, having good health on the day of testing, having
no cold and taking no medications, and having no history of
chronic ear infections or suspicion of hearing loss. Eighteen
~10 male, 8 female! 7- to 8-month-old infants~M532.47
weeks; range530.71–34.86 weeks! completed the experi-

ment. The data for an additional 88 infants were excluded
because of equipment malfunction~2!, incomplete data~73!,
scheduling conflicts~6!, and poor state~7!.

Adult subjects were recruited through introductory psy-
chology courses at a large, urban university. All adults met
criteria for having no suspicion of hearing loss, having good
health on the day of testing, and taking no medications
known to influence hearing. Thirty-two~12 male, 20 female!
18- to 30-year-old college students~mean519.8 years! com-
pleted testing, and the data for an additional 5 adults were
excluded because of equipment malfunction~1!, failure to
learn the task~2!, and failure to follow instructions~2!.

Subjects were randomly assigned to one of four experi-
mental groups formed from the factorial combination of two
stimuli ~tonal complex and pure tone! and two noises~low
frequency and high frequency!, until at least three infants
and eight adults in each group completed both stages of the
experiment. Assignment to two directions of pitch change
~160 to 200 Hz and 200 to 160 Hz! was counterbalanced
across subjects, but direction of pitch change was not used as
a separate grouping variable because previous studies with
infants have never demonstrated an effect of this factor~e.g.,
Clarkson and Clifton, 1985, 1995; Clarksonet al., 1996;
Clarkson and Rogers, 1995!.

B. Stimuli and apparatus

Two pure tones, having frequencies of 160 and 200 Hz,
and two sets of seven tonal complexes, all of which lacked
energy at the fundamental frequency, were generated. One
set of tonal complexes was based on a missing fundamental
frequency of 160 Hz, whereas the other set was based on a
missing fundamental frequency of 200 Hz. Although the
complexes differed in the number and frequencies of the har-
monics they contained, all harmonics were equal in ampli-
tude and combined in cosine phase. The right side of Table I
lists the harmonic structures for each of the seven basic tonal
complexes used in various stages of the experiment. The
tonal complexes, which were used to shape initial responding
and to establish discrimination, contained eight consecutive
harmonics of a missing fundamental~i.e., harmonics 2–9!.
The number of harmonics was limited to eight because the
tonality of complex spectra decreases as high harmonic num-
bers are included~Ritsma and Hoekstra, 1974!. Because the
frequencies of the components were unique to each tonal
complex, discrimination could have been based on detection
of either the pitch of the missing fundamental or the frequen-
cies of individual components. Therefore, three tonal com-
plexes having different ranges of six harmonics represented
each pitch in a missing fundamental stage. Varying the range
of the frequencies in the sounds minimized the usefulness of
pitch cues formed by the frequencies of the components and
by the upper and lower spectral edges of the sounds. Three
additional tonal complexes containing six harmonics repre-
sented each pitch in the masked missing fundamental stage.
The ranges of harmonics differed for the stimuli presented in
the last two stages so that subjects could not rely on memory
for specific stimulus frequencies in one stage as a basis for
responding in the subsequent one.

3666 3666J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 C. R. Montgomery and M. G. Clarkson: Infants’ pitch perception



Two bandpass noises were generated: a low-frequency
noise having a low-frequency cutoff of 60 Hz and a high-
frequency cutoff of 260 Hz and a high-frequency noise hav-
ing a low-frequency cutoff of 260 Hz and a high-frequency
cutoff of 2600 Hz. As for Patterson’s~1969! stimuli, the
low-frequency noise occupied the spectral region of the pure
tones and of the missing fundamental frequencies and simple
difference tones of the tonal complexes. The high-frequency
noise corresponded to the frequencies of the harmonics in the
tonal complexes but did not overlap with the pure tones.

Stimuli were digitized on a Gateway computer at a sam-
pling rate of 10 kHz via customized software and stored on a
hard disk. Stimuli were read from the hard disk, played
through a D/A converter, sent through a 5-kHz anti-imaging
filter, routed through a programmable attenuator and then
sent through a summer, where they were combined with the
noises. Bandpass noises were synthesized by a noise genera-
tor, filtered by a programmable filter, fed through a program-
mable attenuator, and then sent through the summer. The
stimuli and noise maskers were led through a power ampli-
fier to a JBL 4208 loudspeaker. All stimuli and noises were
500 ms long with a 50-ms rise/fall time.

Sound pressure levels were measured at the position of
the infant’s or adult’s head with a Bruel & Kjaer model 2231
sound level meter via a type 4155 condenser microphone
with random incidence corrector. All A-weighted stimulus
levels were 50 dB, except for a second set of 60-dB stimuli
that were used to shape initial responding in the infants. The
bandpass noises were 65 dB. In previous studies with infants
~Clarkson and Clifton, 1985, 1995; Clarkson and Rogers,
1995! tonal complexes ranged from 55 to 60 dB, but the
level of noise required to mask such stimuli made the overall
sound level noxious. To limit the overall stimulus level, we
reduced the level of the stimuli to 50 dB. Because Nozza
~1987! has reported that infants’ perception of speech dete-
riorates significantly when the sound level is reduced from
60 to 50 dB we expected that group performance would be
poorer in this study than in the previous studies. Nonetheless,
we anticipated that an adequate number of infants would
meet the individual criterion of performance to allow inter-
pretation of results in each experimental stage. Thus the re-
sulting stimulus and noise levels reflect a compromise to
keep the stimulus detectable without letting the masker be-
come noxious.

The infant sat on a parent’s lap in the center of a double-

walled IAC booth, while an experimenter, who entertained
the infant with silent toys, sat opposite them. Adults were
tested alone in the IAC booth seated on the same chair as the
parents. A Panasonic video camera provided a frontal view
of the subject, which was fed to a Panasonic video recorder
for presentation on a video monitor. The loudspeaker was
placed on a 114-cm-high pedestal, which stood at a 45-deg
angle to the subject’s right about 100 cm from him or her. A
Sony Trinitron video monitor was placed in front of the
loudspeaker on a 61-cm-high pedestal, and a Sony laserdisc
player fed the monitor to present audiovisual reinforcement
for correct responses when the pitch of the sounds changed.1

The computer in an adjoining room controlled the sub-
ject’s progress through the experiment. For infants, the com-
puter detected the start of trials from a button, which was
pressed by the experimenter in the IAC chamber. Through-
out each trial, the computer activated a small light behind the
infant and out of his or her view to inform the experimenter
when a trial was in progress. For adults, the experimenter
initiated trials by pressing the space bar on the computer’s
keyboard. The computer detected both the experimenter’s
votes of infants’ head turning~via a small footpedal! and the
adult’s responses~via a button!, recorded those votes, and
activated the reinforcer at the appropriate times.

C. Procedure

1. General procedure

Subjects were tested in a single interval, go/no-go oper-
ant conditioning procedure. Background sounds, which rep-
resented one pitch, played repeatedly at a rate of one per
second. On signal trials, sounds with a different pitch re-
placed the background sounds~i.e., the pitch changed!, but
on no-signal trials the background pitch continued. Trials
lasted 6 s and occurred at 6–10 s intertrial intervals. Infants
were taught to turn their heads in the direction of the sound
when the pitch of the sounds changed, whereas adults were
instructed to press the button to activate the television moni-
tor and to press the button only when they thought the tele-
vision would be activated. When adults responded repeatedly
and randomly, they were further instructed to minimize the
number of times that they pressed the button and nothing
occurred.

If the experimenter voted that the infant turned his or her
head at any time during a signal trial or if the adult pressed

TABLE I. Experimental stages and harmonic structures of stimuli.

Stage

Stimuli:
Pure tone group

Low-frequency noise

Stimuli:
Pure tone group

High-frequency noise

Stimuli:
Tonal complex group
Low-frequency noise

Stimuli:
Tonal complex group
High-frequency noise

Shaping f 0 f 0 H2–H9 H2–H9
Discrimination f 0 f 0 H2–H9 H2–H9
Missing fundamental not applicable not applicable H3–H8

H5–H10
H7–H12

H3–H8
H5–H10
H7–H12

Masking f 01noise~60–260 Hz! f 01noise~260–2600 Hz! H2–H7
H4–H9
H6–H111
noise~60–260 Hz!

H2–H7
H4–H9
H6–H111
noise~260–2600 Hz!
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the button, the computer credited the subject with a hit,
stopped presentation of the sounds, and activated a reinforcer
for 5 s. Responses during no-signal trials were coded as false
alarms and were not reinforced. Those trials ended if the
subject responded, and the background sounds resumed with
the appropriate interstimulus interval immediately thereafter.
If the subject did not respond, the trial ended after the 6-s
presentation of stimuli.

2. Shaping stage

Infants progressed through two shaping stages: an initial
one in which stimuli were presented at an A-weighted sound
level of 60 dB followed by one in which stimuli were pre-
sented at an A-weighted sound level of 50 dB. The initial
shaping stage was added because pilot subjects did not attend
to the stimuli when they were presented at 50 dB.2 By con-
trast, adults received shaping stimuli that were presented at
an A-weighted sound level of 50 dB. In the shaping stages,
only signal trials were presented so that the subject would
have a high level of reinforcement. Details of the infants’
shaping procedure can be found in Clarkson and Clifton
~1995! or Clarkson and Rogers~1995!. If the adult did not
begin responding on his or her own within four or five trials,
the experimenter activated the reinforcer for several trials.
Each subject received from 15 to 30 trials to meet a criterion
of unassisted responses on three consecutive trials in each
shaping stage, after which testing proceeded to the next
stage.

3. Experimental stages

During the experimental stages, half the trials were no-
signal trials on which the pitch did not change. Trial order
was randomized with the restriction that no more than two
consecutive trials of a given type occurred. When infants
were tested, the parent and experimenter wore headphones
over which they listened to music. Because they could not
hear the stimuli over the music, neither adult could cue the
infant to pitch changes. In addition, the type of trial could not
alter the experimenter’s criterion for judging head turns or
her way of entertaining the infant.

Testing in each stage continued for 30 trials or until the
subject reached the criterion to pass the stage. This criterion
was a hit rate of 0.8 or higherin combinationwith a false-
alarm rate of 0.2 or lower across ten consecutive trials. With
this relatively stringent criterion, the probability of an infant
reaching criterion by chance is 0.056~Bakeman, 1992, Chap.
2!. Although a less stringent criterion~e.g., 60% correct!
might have resulted in more subjects reaching criterion, the
likelihood of their doing so by chance would increase to
0.337. Minimizing the likelihood of a subject progressing
through stages by chance was deemed important because in-
terpretation of performance in the latter stages of the experi-
ment depends on the subject being under stimulus control in
the preceding stages. Consequently, we chose to adopt the
more stringent criterion we have employed in the past
~Clarkson and Clifton, 1995; Clarksonet al., 1996; Clarkson
and Rogers, 1995!. Testing was ended for subjects who
failed to meet criterion within 30 consecutive trials.

a. Tonal complex groups.For subjects in the tonal
complex groups, three experimental stages followed shaping.
In the discrimination stage, listeners heard the same sounds
as they did during shaping. The spectra of these stimuli pro-
vided multiple bases for discrimination. Listeners could have
heard the pitch of the missing fundamental. Alternatively,
they could have attended to differences in the frequencies of
individual components of the complexes, and finally, they
could have responded to differences in the spectral locus of
the signals. To clarify these bases of responding, listeners
who met criterion for discriminating the tonal complexes
moved to a missing fundamental stage.

In the missing fundamental stage, three spectrally differ-
ing tonal complexes represented each pitch. A random se-
quence of background stimuli repeated, and on signal trials
sounds having the other pitch were presented in a random
sequence. The subject’s task was to ignore spectral variations
and respond only when the pitch of the sounds changed.
Individuals who successfully completed this stage perceived
the pitch of the missing fundamental, as variations in the
frequencies of individual harmonics and in the spectral pro-
files of the signals eliminated other bases of responding.

In the masked missing fundamental stage, the procedure
was the same as for the missing fundamental stage. How-
ever, the three tonal complexes which represented each pitch
were combined with either the low-frequency or the high-
frequency noise.

The introduction of frequency variations in the missing
fundamental and masked missing fundamental stages con-
fused some subjects. To remind listeners of their task, we
employed a procedure similar to that used by Clarkson and
Clifton ~1995!. If subjects did not respond on four consecu-
tive signal trials or if they responded on two of three con-
secutive no-signal trials, they were returned to the preceding
stage. Thus individuals heard discrimination stimuli if they
became confused during the missing fundamental stage, and
they were reminded with missing fundamental stimuli if they
had difficulty with the masked missing fundamental stage.
Subjects were expected to reorient to the task quickly be-
cause they had already successfully discriminated or catego-
rized the reminder stimuli. They received up to 12 trials in
which to meet a criterion of correct responding on 5 of 6
consecutive trials. When this occurred, testing resumed in
the following stage. If a subject did not reach criterion with
the reminder stimuli, we ended testing for the day and sched-
uled a return visit. Because the subject failed with the same
stimuli he or she had just discriminated, we assumed that he
or she was no longer attending to the stimuli. On the return
visit, shaping stimuli from the last stage completed were pre-
sented and testing continued with the subsequent stage.

During testing, each subject received up to four runs
through the missing fundamental and masked missing funda-
mental stages with reminder stimuli presented between each
run. If a subject met criterion with the reminder stimuli on
three occasions but still did not successfully complete the
stage, we concluded that the individual failed the task. Thus
the procedure assured that a listener’s failure to categorize
the tonal complexes was based not on boredom with the task
but rather on perceptual grounds.
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b. Pure tone groups. For subjects in the pure tone
groups, two experimental stages followed shaping. The dis-
crimination stage was identical to shaping except for the in-
troduction of no-signal trials. In the masked discrimination
stage listeners were presented with the pure tones in combi-
nation with either the low-frequency noise or the high-
frequency noise. If subjects were confused by the introduc-
tion of the noise the reminder procedure described above was
employed. Across both the tonal complex and the pure tone
groups, all infants who completed testing did so in 1–3 visits
~M51.31!, and all adults completed testing in one visit.

II. RESULTS

A. Data analyses

To evaluate individual performance, we determined the
number of listeners meeting criterion in each stage. Because
we were interested in subjects’ best performance under dif-
ferent task demands, analyses of group performance tested
responses on the last five signal and the last five no-signal
trials in each stage. A principal analysis of variance
~ANOVA ! compared the number of responses on those trials
with stage~discrimination/masking! and type of trial~signal/
no-signal! as within-subjects factors and stimulus~tonal
complex/pure tone! and noise ~low frequency/high fre-
quency! as between-subjects factors. Significant interactions
were followed up with simple effects tests. These analyses
included data only for those individuals who completed all
experimental stages. To assure that the subjects in the tonal
complex groups actually heard the pitch of the missing fun-
damental, a further analysis compared the number of re-
sponses on signal and no-signal trials for the missing funda-
mental stage only.

B. Individual performance

1. Adults

In the tonal complex group, all 18 adults met criterion in
the shaping stage. Sixteen out of 18 adults~88.9% of those
tested! met criterion in the discrimination stage within 12 to
17 trials ~M512.3!. The two adults who failed discrimina-
tion were the first to do so in a series of several experiments
with similar stimuli ~e.g., Clarkson and Rogers, 1995; Clark-
son and Clifton, 1995!. Reportedly, the students deliberately
responded on all trials in order to end testing quickly. In the
missing fundamental stage, all 16 adults who heard the
sounds met criterion within 12–50 trials~M521.6!. Only
one of the eight adults~12.5%! receiving the tonal com-
plexes in combination with the high-frequency noise suc-
cessfully categorized the sounds, whereas all of the eight
adults hearing the low-frequency noise did so.

In the pure tone group, 16 of 18 adult listeners~88.9%!
reached criterion in the shaping stage, and all subjects tested
met criterion in the discrimination stage within 12–17 trials
~mean512.3!. All of the eight adults receiving the pure tones
in combination with the high-frequency noise successfully
discriminated the sounds, whereas none of the eight adults
hearing the low-frequency noise did so. These results indi-
cate that the stimulus and masker levels were appropriate to
replicate Patterson’s~1969! findings.

2. Infants

In the tonal complex groups, 44 of 49~89.8%! infants
met criterion in the first shaping stage, and 37 of 44~84.1%!
passed the second shaping stage. Thus across the two shap-
ing stages 76% of the infants learned the task. Twelve of the
37 ~32.4%! infants tested met criterion in the discrimination
stage within 12–28 trials~M518.7!, and six of those 12
infants met criterion in the missing fundamental stage within
14–36 trials~M525.3!. All three of the three infants receiv-
ing the tonal complexes in combination with the low-
frequency noise successfully categorized the sounds,
whereas none of the three infants hearing the high-frequency
noise did so.

In the pure tone group, 33 of 42~78.6%! infants passed
the first shaping stage, and 26 of those infants~78.8%! also
met criterion in the second shaping stage. Thus 62% of the
infants who started the testing proceeded to the discrimina-
tion stage. Six of 26~23.1%! infants met criterion in the
discrimination stage within 13–27 trials~mean519.2!. In the
masked discrimination stage, all three infants receiving the
pure tones in combination with the high-frequency noise suc-
cessfully discriminated the sounds, whereas none of the three
infants hearing the low-frequency noise did so.

C. Group performance

1. Adults

a. Masking. The principal ANOVA confirmed the indi-
vidual performance at a group level by revealing a significant
stimulus3noise3stage3type of trial interaction,F(1,28)
524.4,p,0.001. Follow-up simple effects tests for the dis-
crimination stages revealed that adults responded more often
on signal (M54.97) than on no-signal (M50.0) trials,
F(1,28)5259.027,p,0.001. In the masking stages, simple
effects tests yielded stimulus3noise3type of trial interac-
tion, F(1,28)553.12,p,0.001. As can be seen in Fig. 1, the
means were in the predicted direction, with adults respond-
ing more often on signal than on no-signal trials for tonal
complexes in the presence of the low-frequency noise and
for pure tones combined with the high-frequency noise. Re-
sponding did not differ as a function of type of trial for tonal

FIG. 1. Mean number of trials on which adults responded for the last five
signal ~solid bars! and the last five no-signal~striped bars! trials in the
masking stage for the pure tone and the tonal complex groups. Note that for
subjects in the pure tone group with the high-frequency noise, no turns
occurred on no-signal trials.
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complexes when combined with the high-frequency noise or
for pure tones in the presence of the low-frequency noise.

b. Missing fundamental.For the missing fundamental
stage, a separate ANOVA compared the number of responses
for all subjects tested in that stage with type of trial~signal/
no-signal! as a within-subjects factor and noise~low-
frequency/high-frequency! as a between-subjects factor. This
analysis yielded only a significant main effect of type of trial,
F(1,15)51101.36,p,0.001, with adults responding more
often on signal (M54.9) than on no-signal (M50.6) trials.

2. Infants

a. Masking. Infants’ results paralleled those of adults
with the principal ANOVA yielding a stimulus3noise
3stage3type of trial interaction,F(1,8)566.67,p,0.001.
Follow-up simple effects tests for the discrimination stage
revealed that infants turned more often on signal (M54.2)
than on no-signal (M50.8) trials, F(1,8)5711.11, p
,0.001. For the masking stage, follow-up tests yielded a
stimulus3noise3type of trial interaction,F(1,8)596.33,p
,0.001, and the means for the various conditions were in the
predicted direction. As can be seen in Fig. 2, infants who
completed all stages turned more often on signal than on
no-signal trials for tonal complexes in the presence of the
low-frequency noise and for pure tones combined with the
high-frequency noise. Infants responded in the same manner
for tonal complexes when combined with the high-frequency
noise or for pure tones in the presence of the low-frequency
noise. The low variability in infants’ responding, as indicated
by the error bars in Fig. 2, increases confidence in these
results despite the small number of infant subjects.

b. Missing fundamental.Infants turned more often on
signal (M52.92) than on no-signal (M51.58) trials, but
that difference failed to reach statistical significance,p
50.105.

c. Stimulus level. To assess the possibility that infants’
relatively poor performance resulted from the low stimulus
level, we calculated proportion correct for all subjects in the
discrimination and missing fundamental stages. This statistic
permits us to compare our data more directly with Nozza’s
~1987! data for speech discrimination at various stimulus

levels. For infants who heard the tonal complexes, propor-
tion correct averaged 0.63 for the discrimination stage. In-
fants in the pure tone groups responded correctly on 0.62 of
the discrimination trials. In the missing fundamental stage,
proportion of correct responses averaged 0.63.

III. DISCUSSION

These findings demonstrate that adults and infants tested
in an operant conditioning paradigm discriminate the pitch of
the missing fundamental in the presence of a low-frequency
noise and the pitch of pure tones in the presence of a high-
frequency noise. This performance is consistent with that
previously reported for adults~Patterson, 1969! and suggests
that infants, like adults, do not rely upon combination tones
to hear the pitch of the missing fundamental.

To the extent that the present results eliminate the
simple difference tone,f 22 f 1 , and other combination tones
as the basis for infants’ pitch perception, these data are con-
sistent with the conclusions drawn from infants’ perception
of inharmonic complexes~Clarkson and Clifton, 1995!. Al-
though infants can hear the pitch of some inharmonic sig-
nals, their performance deteriorates as signals become in-
creasingly inharmonic. As such, infants’ performance
parallels the decreasing salience of increasingly inharmonic
signals for adults~deBoer, 1976; Wightman, 1973!. Because
the strength of the combination tones should remain constant
regardless of the degree of inharmonicity in a tonal complex
~Hall, 1972!, these findings suggested that combination tones
are unlikely to provide the basis for infants’ perception of
pitch for inharmonic or harmonic complexes.

Although combination tones do not provide the basis for
hearing the pitch of the missing fundamental, distortion
products do influence adults’ pitch perception. Houtsma and
Goldstein~1972! compared the strength of pitch for monotic
and dichotic presentation of tonal complexes. Under monotic
conditions, two successive harmonics of a missing funda-
mental were presented to one ear, which introduced combi-
nation tones into the internal spectrum of the listeners. The
presentation of one harmonic to each ear in the dichotic con-
dition prohibited the peripheral generation of combination
tones. Under both conditions, listeners identified a pitch cor-
responding to the missing fundamental of the two harmonics,
but the strength of the pitch percept was greater for the
monotic than for the dichotic presentation, suggesting that
combination tones might contribute to pitch. When compo-
nents equal in frequency, amplitude, and phase to the com-
bination tones were added back into the dichotic stimuli,
performance improved to equal that in the monotic condi-
tion. Thus combination tones, while not the primary determi-
nant of pitch, do contribute to perception of the missing fun-
damental.

The generation and perception of combination tones by
infants has never been studied. Hence, we do not know
whether combination tones exist for infants and, if so,
whether they are similar to those perceived by adults. If com-
bination tones do exist and are consistent with those of
adults, then presumably those distortions would add to the
internal spectra of sounds and increase the strength of the
pitch of harmonic tonal complexes relative to inharmonic

FIG. 2. Mean number of trials on which infants turned for the last five
signal ~solid bars! and the last five no-signal~striped bars! trials in the
masking stage for the pure tone and the tonal complex groups. Where error
bars are absent, there was no variability in the number of head turns.
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complexes. To the extent that infants’ frequency resolution
appears to be similar to that of adults~Spetner and Olsho,
1990!, the generation of combination tones might be similar
for adults and infants. Future research must determine the
contribution of combination tones in infants to explain what
appears to be a decreased salience of pitch for infants relative
to adults.

Infants’ overall performance in the present experiment
was poorer than that reported in previous research. This rela-
tively poor performance is likely due to the lower level of the
stimuli in this study~50 dB! as compared with previous stud-
ies ~55–60 dB!. Nozza~1987! has reported that infants’ dis-
crimination performance for speech stimuli decreases from a
proportion correct of 0.79–0.60 when the stimulus level is
reduced from 60 dB to 50 dB. Likewise, infants’ discrimina-
tion performance for tonal complexes decreased from a pro-
portion correct of 0.80 when sounds were presented at 55–60
dB ~Clarkson and Clifton, 1995; Clarkson and Rogers, 1995!
to 0.63 with a 50-dB sound level.

Even for those infants who passed discrimination, per-
ception of the pitch of the missing fundamental from tonal
complexes presented at 50 dB appeared difficult in this ex-
periment. Although performance approached significance
(p50.105), as a group infants failed to reliably categorize
the tonal complexes according to the missing fundamental.
In a previous study~Clarkson and Rogers, 1995!, where in-
fants heard the same tonal complexes presented here except
at 55–60 dB, infants achieved a proportion correct of 0.73.
With the 50-dB stimuli in the present study, the proportion
correct was 0.63. Thus just as performance in a simple dis-
crimination task deteriorates as the sound level decreases, the
more complex task of hearing the pitch of the missing fun-
damental is also influenced by stimulus level. The compa-
rable performance by infants in both of these tasks~propor-
tion correct50.63! as well in Nozza’s~1987! discrimination
task with 50-dB speech stimuli~proportion correct50.60!
suggests that infants do, in fact, hear the pitch of the missing
fundamental but that low stimulus levels interfere with that
perception.

Although the lowered stimulus level, in and of itself,
probably contributed to the infants’ difficulty hearing the
pitch of the missing fundamental, the lowered level may also
have reduced the salience of that pitch. As stimulus level
decreases, so does the level of combination tones resulting
from nonlinearities in the auditory system~Goldstein, 1967!
with the simple difference tone becoming inaudible below 50
dB for two-component tonal complexes~Plomp, 1965!. To
the extent that combination tones increase the strength of
perceived pitch for adults~Houtsma and Goldstein, 1972!,
the 50-dB stimuli presented herein should have evoked a
weaker pitch percept than the 55–60 dB stimuli presented in
previous research. Under other conditions, infants’ perfor-
mance has been particularly poor when they were tested with
sounds that evoke a weak pitch percept for adults. That is,
infants’ performance deteriorated when tonal complexes
were rendered increasingly inharmonic~Clarkson and Clif-
ton, 1995!, when the number of harmonics in tonal com-
plexes was decreased~Clarksonet al., 1996!, and when tonal
complexes contained only high-frequency, unresolvable en-

ergy ~Clarkson and Rogers, 1995!. If combination tones do
increase the salience of pitch for infants, then the relatively
weak pitch associated with the lowered stimulus level in the
current study is likely to have adversely affected infants’
pitch perception. That infants’ performance is more strongly
impaired than is adults’ performance for sounds having a
weak pitch suggests that their central pitch processor may be
immature.

If infants have somewhat immature pitch processors at 7
months of age, their poor group performance in the missing
fundamental stage might also reflect individual differences in
the maturity of the pitch processor. In which case, only in-
fants with the most mature pitch processors would discrimi-
nate changes in the pitch of the missing fundamental when
low stimulus levels are employed. Those same infants re-
spond like adults when a masking noise is added to the
stimuli. Other infants having less mature pitch processors
might not hear the pitch of the missing fundamental under
less than ideal conditions, including when the stimulus level
is low. Despite the difficulties posed by the sound pressure
level here, the masking data for the 7-month-old infants who
showed clear evidence of hearing the pitch of the missing
fundamental are consistent with those reported for adults
~Patterson, 1969; Experiment 1! and suggest that infants do
not rely on combination tones to hear the pitch of the missing
fundamental.

According to the present experiment and previous re-
search, infants’ pitch perception shows striking parallels to
that of adults~Clarkson and Clifton, 1995; Clarkson and
Rogers, 1995!. Nonetheless, infants’ relatively poorer perfor-
mance compared to adults with high-frequency energy, in-
harmonic complexes, small numbers of harmonics, and low
stimulus level suggest that infants’ central pitch processor
may be immature. Although infants do not rely on combina-
tion tones to hear the missing fundamental, it remains to be
seen whether combination tones contribute to the internal
spectrum and therefore pitch strength in infants as in adults.
The relative difficulty infants experienced in hearing the
pitch of the missing fundamental for low intensity stimuli
would suggest that distortion products may contribute to the
strength of pitch for infants.
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This study investigated the relationship between electrode discrimination and speech recognition in
11 postlingually deafened adult cochlear implant subjects who were implanted with the Nucleus/
Cochlear Corporation multichannel device. The discriminability of each electrode included in a
subject’s clinical map was measured using adaptive and fixed-level discrimination tasks.
Considerable variability in electrode discriminability was observed across subjects. Two subjects
could discriminate all electrodes, and discrimination performance by the remaining nine subjects
varied from near perfect to very poor. In these nine subjects, the results obtained from the
discrimination tasks were used to create a map that contained only discriminable electrodes, and
subjects’ performance on speech recognition tasks using this experimental map was measured. Four
different speech recognition tests were administered: a nine-choice closed-set medial vowel
recognition task, a 14-choice closed-set medial consonant recognition task, the NU6 Monosyllabic
Words Test@T. W. Tillman and T. Carhart, Tech. Rep. No. SAM-TR-66-55, USAF School of
Aerospace Medicine, Brooks Air Force Base, Texas~1966!# scored for both words and phonemes
correct, and the Central Institute for the Deaf~CID! Everyday Sentences test@H. Davis and S. R.
Silverman,Hearing and Deafness~Holt, Rinehart, and Winston, New York, 1978!#. Seven of the
nine subjects tested with the experimental map showed significant improvement on at least one
speech recognition measure, even though the experimental map contained fewer electrodes than the
original map. Three subjects’ scores improved significantly on the CID Everyday Sentences test,
three subjects’ scores improved significantly on the NU6 Monosyllabic Words test, and five
subjects’ scores improved significantly on the NU6 Monosyllabic Words test scored for phonemes
correct. None of the subjects’ scores improved significantly on either the vowel or consonant tests.
No significant correlation was observed between electrode discrimination ability and speech
recognition scores or between electrode discrimination ability and improvement in speech
recognition scores when programmed with the experimental map. The results of this study suggest
that electrode discrimination tasks may be used to improve speech recognition of some cochlear
implant subjects, and that each electrode site does not necessarily provide perceptually distinct
information. © 1997 Acoustical Society of America.@S0001-4966~97!05212-0#

PACS numbers: 43.66.Ts, 43.66.Fe, 43.66.Ba, 43.64.Me@JWH#

INTRODUCTION

Speech processing strategies for multichannel cochlear
implants assume that different electrodes will activate neu-
rons in tonotopically disparate regions of the cochlea and
that stimulation of each electrode provides perceptually dis-
tinct information. Thus it is assumed that a unique place
pitch percept is associated with each electrode. TheMPEAK

processing algorithm of the Nucleus/Cochlear Corporation
device, which was used by all subjects in this study, uses
electrode position to encode acoustic formant frequency@see
Skinner ~1991! for a detailed description of theMPEAK en-
coding strategy that was used in this study#. Under this en-
coding strategy, some speech cues may be lost if some elec-

trodes are indiscriminable. Multichannel performance by
subjects implanted with this device may be optimized when
the subject’s map is limited to only include discriminable
electrodes. However, the discriminability of electrodes is
rarely assessed by clinicians when programming subjects’
speech processors as it is routinely assumed that all of the
electrodes in a subjects’ array are discriminable. Thus speech
encoding strategies must be robust to variations in electrode
discrimination abilities across subjects.

Several investigators have used pitch scaling, labeling,
or ranking techniques to measure the pitch associated with
stimulation of each electrode, and have in some cases used
this data to infer electrode discriminability in cochlear im-
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plant subjects~Eddington et al., 1978; Tonget al., 1980;
Tong et al., 1982; Shannon, 1983; Tong and Clark, 1985;
Clark et al., 1988; Townshendet al., 1987; Busbyet al.,
1994; Nelsonet al., 1995!. In general, these studies have
found that the pitch percepts elicited by electrical stimulation
vary in an orderly fashion along the electrode array for most
subjects, and that the perceived order matches the presumed
tonotopic organization of an unimpaired cochlea. Very few
studies have investigated the effect that deviations from the
expected structure of the pitch percept have on speech rec-
ognition. Additionally, the effect of indiscriminable elec-
trodes on speech recognition has not been determined. Since
a relationship between nerve survival and electrode discrimi-
nation was observed by Pfingstet al. ~1985! in monkeys, and
nerve survival may be related to speech recognition, elec-
trode discrimination and speech recognition may be related
in human subjects.

Although no studies have thoroughly investigated the
relationship between speech recognition and electrode dis-
crimination, three investigators have examined the relation-
ship between place- or pitch-based psychophysical measures
and speech recognition. Nelsonet al. ~1995! used an elec-
trode ranking procedure to examine the relationship between
subjects’ ability to discriminate electrodes on the basis of
pitch or sharpness and their ability to recognize consonants.
They reported that ability to rank order electrodes according
to pitch varied considerably across subjects, that electrode
ranking performance improved linearly with increases in the
spatial separation between electrodes, and that relatively
good perception of consonant phoneme information did not
necessarily require excellent place–pitch sensitivity. They
concluded that the disparity between place–pitch sensitivity
and consonant recognition may have been an indication that
the spectrally coded speech information provided by the
Nucleus speech processor failed to take advantage of the
excellent place–pitch sensitivity shown by some of their sub-
jects.

Busbyet al. ~1993! measured the ability of subjects im-
planted with the Nucleus/Cochlear Corporation device to dis-
criminate electrode trajectories~stimuli in which electrode
position was varied over time in an orderly fashion!. Im-
provement in speech recognition performance between a
single-electrode speech coding strategy and a multiple-
electrode speech coding strategy was observed in subjects
with good electrode trajectory discrimination, however, this
observation was not statistically evaluated. Dormanet al.
~1990! examined the relationship between pitch scaling and
speech recognition in eight subjects implanted with the In-
eraid device. Pitch magnitude was rated for 100–3000-Hz
sinusoids processed through the Ineraid processor. They con-
cluded that subjects who demonstrated above-average speech
recognition also demonstrated pitch increases over a wider
range of frequencies than subjects with poorer speech recog-
nition. Although no statistical analyses were performed, the
authors suggested that differences in speech recognition
among Ineraid users may be affected by the range of pitch
available through the implant. However, in their study, it is
possible that the lower-frequency stimuli elicited different
rate pitch cues, while the higher-frequency stimuli that could

not be discriminated on the basis of rate were coded onto
different electrodes. Thus rate–pitch and place–pitch cues
may have been confounded.

The studies described above have evaluated various as-
pects of the percepts elicited with electrical stimulation that
are presumably spatially differentiated, primarily with re-
spect to the relatively coarse measures of pitch. These studies
have not measured the complete set of discriminable elec-
trodes in the implanted electrode array. Additionally, it has
not been determined whether results from such studies can
be used clinically to improve subjects’ ability to understand
speech with a cochlear implant.

In the present study, electrode discrimination was evalu-
ated in a group of 11 implanted subjects, and the relationship
between speech recognition and electrode discrimination was
investigated. An experiment was performed to determine if
utilization of a speech processor that only stimulated dis-
criminable electrodes would result in improved speech rec-
ognition. Thus this study investigated whether the removal of
electrodes that were indiscriminable from other electrodes in
the array would result in an improved ability to understand
speech. The relationship between electrode discrimination
and speech recognition was also investigated.

I. METHODS

A. Subjects and equipment

Eleven postlingually deafened adults served as subjects
for this study. All subjects were implanted with the Nucleus/
Cochlear Corporation Mini 22 multichannel device. Demo-
graphic information regarding the subjects is listed in Table
I. All subjects had used their device a minimum of six
months.

Only electrodes used in the subjects’ clinically pro-
grammed map were stimulated in the electrode discrimina-
tion task; this number ranged from 10 to 20.~A map is the
set of data that is used to translate acoustic signal features to
stimulus parameters for subjects implanted with the Nucleus/
Cochlear Corporation device. Among other things, a map
contains the list of electrodes that are available for stimula-
tion for a particular subject!. All possible electrodes were not
used in subjects’ clinically programmed maps for a variety of
reasons, including unpleasant sound associated with stimula-
tion, partial insertion of the electrode array, and facial nerve
stimulation. The electrodes were numbered from 1 to 22 in a
basal to apical direction. Electrode pairs were identified by
the active electrode of the pair, which in all cases was the
basal member of the pair. The electrode spacing used to test
each subject was the same as the one used in their clinically
programmed map: Stimuli were presented in a bipolar plus
one (BP11) mode of stimulation~1.5-mm separation be-
tween active and indifferent electrodes! for nine of the 11
subjects and in a BP12 mode~2.25-mm separation! for two
subjects. Subjects participated in eight to ten test sessions
lasting 2–4 h each.

Stimuli were presented to subjects through a Cochlear
Corporation Mini Speech Processor~MSP! connected to a
Cochlear Corporation Dual Processor Interface~DPI!. A
Compaq 386 computer controlled the psychophysical proce-
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dure and the interface system. A color CRT was used to
display stimulus cueing and to display response feedback to
the subjects.

B. Stimuli

1. Electrode discrimination

The stimuli for the two electrode discrimination tasks
were 200-ms pulse trains consisting of biphasic rectangular
pulses presented at a rate of 250 pps. Cochlear Corporation
‘‘current level’’ stimuli were used for testing with the pulse
width held constant at 204ms per phase. When ‘‘current
level’’ stimuli are used, the pulse width for a given electrode
pair is fixed and only the current amplitude is variable. Such
current units are arbitrary and vary from 1 to 239~vary from
approximately 20 to 1750mA!. Each unit represents an ap-
proximately equal fixed percentage increase or decrease~ap-
proximately 2%! in the amount of charge delivered to the
active electrode and is dependent upon each individual sub-
ject’s implant ~Cochlear Corporation Technical Reference
Manual, 1996!.

2. Speech recognition

Four different speech recognition tests were adminis-
tered: a nine-choice closed-set medial vowel recognition task
in which stimuli were randomly presented five times each
~heed, had, heard, hud, who’d, hawed, hid, head, and hood!,
a 14-choice closed-set medial consonant recognition task in
which stimuli were randomly presented five times each~apa,
aba, ama, ana, ata, ada, ava, afa, aga, aka, asa, aza, asha, and
aja!, the NU6 Monosyllabic Words Test consisting of 50
possible words and 175 possible phonemes correct~Tillman
and Carhart, 1966!, and the CID Everyday Sentences test
~Davis and Silverman, 1978!, which was comprised of 20
sentences containing 100 key words.

C. Tasks

This study consisted of loudness balancing, electrode
discrimination, and speech recognition tasks. Loudness bal-
ancing was performed prior to electrode discrimination to

reduce the confounding effect that differences in loudness
may have had upon measures of electrode discrimination.
Electrode discrimination was measured using two different
procedures: an adaptive procedure to estimate the discrimi-
nation limen and a fixed-level procedure for finer estimates
of the limen. The speech recognition task consisted of four
different tests that examined closed-set vowel and consonant
recognition and open set recognition of phonemes, words,
and sentences. Loudness balancing was performed during the
first one or two sessions, and once an acceptable balance was
achieved, the procedure was not repeated. The electrode dis-
crimination tasks were performed during sessions 2–9, and
speech recognition testing was performed during the final
test session.

1. Determination of ‘‘soft’’ and ‘‘most acceptable
loudness’’ levels

A method of adjustment was used to determine subjects’
‘‘soft’’ and ‘‘most acceptable loudness’’ levels. During this
procedure, subjects used a control knob to increase or de-
crease the level of stimulation until it reached a level that
was ‘‘soft.’’ This level was noted and the subject then in-
creased the level of stimulation until a level that was ‘‘the
loudest they could listen to comfortably for long periods of
time,’’ their ‘‘maximum acceptable loudness level,’’ was ob-
tained. Stimulus parameters used to determine the ‘‘soft’’
and ‘‘most acceptable loudness’’ levels were the same as
those used in the other tasks and included 200-ms pulse
trains consisting of biphasic rectangular pulses presented at a
rate of 250 pps. Pulse width was held constant at 204ms per
phase.

2. Loudness balance design

An adjacent-reference loudness balance design was used
in this study where each electrode was balanced to its neigh-
bor in ascending electrode order. In this design, the loudness
of the second electrode was adjusted to match that of the
first. This value became the reference loudness against which
the level of the third electrode was adjusted to match the
second, and so on until the loudness of the last electrode was

TABLE I. Biographical information for the implanted subjects. Dynamic range was averaged across all active
electrodes for each subject and is presented in dB.

Subject Sex Age~years!

Age at onset
of profound

deafness
~years!

Age at
implantation

~years!

Mean/standard
deviation of

dynamic range
across all active

electrodes~in dB!
Mode of

stimulation

S1 M 49 33 45 8.9/.7 BP11
S2 F 75 40 71 2.2/.4 BP11
S3 F 70 51 66 4.7/1.8 BP11
S4 M 33 7 31 7.5/2.0 BP11
S5 M 67 16 62 6.6/1.1 BP11
S6 M 66 25 62 6.9/1.4 BP11
S7 F 51 42 47 3.2/.9 BP11
S8 F 40 8 39 5.4/2.5 BP11
S9 M 60 20 57 11.6/2.9 BP12
S10 M 61 12 57 10.6/1.6 BP12
S11 F 73 70 72 6.3/1.0 BP11
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adjusted. The primary advantage of this method is that the
loudness balance is most accurate between adjacent elec-
trodes, although the accuracy decreases systematically as the
separation between electrodes increases. An additional ad-
vantage of this procedure is that the entire procedure can be
accomplished in a single 2-h experimental session while still
maintaining a reliable psychophysical method.

3. Loudness balancing task

The procedure used to balance loudness utilized a sub-
jective version of Levitt’s 2-down, 1-up procedure for
matching the loudness of a comparison stimulus to that of a
standard stimulus~Jesteadt, 1980!. For each pair of observa-
tion intervals, subjects were asked to select the interval con-
taining the ‘‘louder’’ stimulus. Two tracks were defined in
this task according to their update rules and initialization
point, and the tracks were selected at random from trial to
trial. In the case of the ‘‘louder’’ track, the amplitude of the
comparison stimulus was initialized at a level well above the
expected point of subjective equality. The amplitude, or cur-
rent level, of the comparison stimulus was decremented by
one Cochlear device amplitude step when the subject indi-
cated that the comparison stimulus was louder than the stan-
dard on two consecutive trials from the ‘‘louder’’ track.
Once the comparison stimulus was judged to be softer than
the standard, the amplitude, or current level, of the compari-
son stimulus was incremented by one Cochlear device am-
plitude step. In the ‘‘softer’’ track, the amplitude was initial-
ized at a level well below the estimated point of subjective
equality. In this track, two ‘‘softer’’ judgments for the com-
parison stimulus were required to increase the amplitude, and
one ‘‘louder’’ judgment was required to decrease the ampli-
tude. The block of trials proceeded with the stimuli drawn
either from the louder or softer track on each trial, and the
subject’s response was used to update the appropriate track.

In the loudness balancing task, a 1-down, 1-up update
rule was used for the first six reversals of each track to speed
convergence to the region of the discrimination threshold.
After six reversals, the update rule was switched to the stan-
dard 2-down, 1-up rule and threshold for loudness discrimi-
nation in each track was determined by averaging the stimu-
lation amplitudes at each of the final eight reversals. The
estimates of the threshold obtained from each of the two
tracks were averaged to estimate the point of subjective
equality. The loudness of each pair of adjacent electrodes
was balanced once using this procedure. The balanced values
obtained for each electrode were used for both of the elec-
trode discrimination tasks.

The level of the first reference electrode was determined
by calculating the midpoint between the level where the sub-
ject indicated the sound was ‘‘soft’’ and the level that was
their ‘‘maximum acceptable loudness level’’~measured in
Cochlear device amplitude steps! for the most basal~lowest
numbered! electrode. Each subject verified that the loudness
level of this stimulus was comfortable.

Subjects were asked to report any problems or concerns
with the loudness balancing task at any point during the pro-
cedure. Three of the 11 subjects reported a drift in the per-
ceived loudness across a block of trials, and in these cases

the procedure was repeated. None of the three subjects re-
ported a drift when the procedure was repeated. In addition,
if the values that were obtained did not appear to be consis-
tent with the approximate midpoint of the dynamic range,
subjects were queried as to whether the sounds appeared to
have approximately equal loudness. This pattern of data was
observed in two subjects, however, both subjects reported an
accurate loudness balance~see the Results section for addi-
tional details!.

4. Adaptive electrode discrimination task

The discrimination limen for a reference electrode was
measured adaptively using a two interval forced-choice pro-
cedure. Testing was performed with the adaptation proceed-
ing in both basal and apical directions, and every electrode in
the array served as the reference electrode for a block of
trials. Each trial consisted of four observation intervals. The
first and fourth intervals served as flanking cues and always
contained the reference stimulus. Flanking cues were used to
provide subjects with additional information on which to
base their response. The comparison stimulus occurred with
equal probability in either the second or third interval. A
500-ms interval separated each of the four observation inter-
vals. Subjects were asked to indicate the interval in which
the ‘‘different’’ stimulus was presented, and feedback was
provided.

For the first six reversals, following one correct response
the difference in the position of the comparison electrode
relative to that of the reference electrode was decremented
by 1. Following one incorrect response, this difference was
incremented by 1. For the final eight reversals, two correct
responses were required to decrement the difference in elec-
trode positions, resulting in an estimate of the 70.7% dis-
crimination limen. This adaptive evaluation procedure deter-
mined the closest electrode that was consistently
discriminated from the reference electrode in either an apical
or basal direction.

During each test set, the closest discriminable electrode
to each electrode was determined for a single direction~basal
or apical!. Testing was performed first in a basal direction,
followed by testing in an apical direction. Testing was alter-
nated between the two directions until data collection was
completed. Discrimination limens for all electrodes pro-
grammed into subjects’ clinical maps were measured. One
block of trials was performed in each test set for each elec-
trode. A minimum of three sets of data were obtained in each
direction for each electrode. The values of the discrimination
limen obtained for each electrode during the final three test
sets in each direction were averaged to assign final values of
the discrimination limen to each electrode.

5. Electrode discrimination verification task

A fixed-level procedure was used to verify the results of
the adaptive electrode discrimination task and to more pre-
cisely determine which electrodes would be included in the
experimental MAPs. Most electrodes determined to be indis-
criminable from a reference electrode, as well as the closest
electrode that was consistently discriminated from the refer-
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ence electrode, were included in the verification task. For
example, if the results of the adaptive electrode discrimina-
tion task indicated that electrodes No. 6 and No. 7 were
indiscriminable and that electrodes No. 6 and No. 8 were
discriminable, electrodes No. 6 and No. 7 and No. 6 and No.
8 were compared in the verification task.

The verification task consisted of a 2IFC fixed-level pro-
cedure. Discrimination was measured in 60 trial blocks for
each pair of electrodes tested. During each trial, subjects
were presented with two stimuli and were asked to indicate if
the two stimuli were the ‘‘same’’ or ‘‘different.’’ Same and
different trials were equally likely and feedback was pro-
vided after each response.d8 values were calculated for each
pair of electrodes tested. Stimuli used in the verification task
were identical to those used in the adaptive task: 200-ms
pulse trains consisting of biphasic rectangular pulses pre-
sented at a rate of 250 pps. Pulse width was held constant at
204 ms per phase.

6. Speech recognition task

Four different speech recognition tests were used in this
study: a nine-choice closed-set medial vowel recognition
task in which all stimuli were randomly presented five times
each for a total of 45 stimuli, a 14-choice closed-set medial
consonant recognition task in which stimuli were randomly
presented five times each for a total of 70 stimuli, the NU6
Monosyllabic Words Test which contained 50 monosyllabic
words and 150 phonemes, and the CID Everyday Sentences
test which contained 100 key words presented in 20 different
sentences. Different randomizations of these tests were ad-
ministered to subjects under two test conditions:~1! while
they utilized a map containing all functioning electrodes
~clinical map!, and~2! while they utilized a map containing
only discriminable electrodes as determined by the electrode
discrimination experiments~experimental map!. For ex-
ample, the most basal electrode~No. 1! was included in the
map. Then, its closest discriminable electrode was deter-
mined ~e.g., No. 3! and was also included in the map. The
closest discriminable electrode for electrode No. 3 was then
determined and was also included in the map. This process
was repeated until the results for the entire electrode array
were considered. The order in which the speech recognition
tests were administered was random, as was the order in
which the various maps were tested~clinical map versus ex-
perimental map!. Subjects had no previous experience using
the experimental map prior to speech recognition testing.

All maps were created using the default linear-
logarithmic frequency spacing available with the Diagnostic
Programming Software~Cochlear Corporation Audiologist’s
Handbook, 1993!. Additional map parameters, such as per-
centage of threshold and comfort level reduction, base level,
Q value, and noise cut out level, were identical for the two
maps. All maps employed theMPEAK encoding strategy
~Skinner, 1991! programmed to deliver stimuli in Cochlear
Corporation ‘‘Stimulus level’’ units, the implications of
which will be discussed later. The sensitivity control setting
used by subjects during speech testing was identical for the
two maps. The order in which the two maps were tested was
random.

Subjects were tested in an IAC sound-treated booth.
Taped stimuli were presented to a soundfield at a level of 70
dB SPL. Subjects were instructed to listen to the stimuli and
to write down the word or sentence following its presenta-
tion. A single presentation of each speech token was allowed
per trial.

II. RESULTS

A. Loudness balancing task

Standard deviations of the estimates of the discrimina-
tion limens were calculated to evaluate the consistency of the
loudness balancing procedure. In addition, the number of
times that the limen from the ‘‘louder’’ track was lower than
the limen from the ‘‘softer’’ track was also determined. For
each subject, the standard deviation of the reversal ampli-
tudes was calculated in both tracks for all electrodes. The
average standard deviation across all subjects in the
‘‘louder’’ track was 1.97 Cochlear device amplitude steps,
and the average standard deviation in the ‘‘softer’’ track was
1.98 amplitude steps. The maximum standard deviations
~3.56 and 3.02 in the ‘‘louder’’ and ‘‘softer’’ tracks, respec-
tively! were observed in subject S9. The discrimination
limen for the ‘‘louder’’ track was greater than the discrimi-
nation limen for the ‘‘softer’’ track in all but seven of the
162 blocks performed by the subjects. The magnitude of the
difference between the two tracks in these seven cases were
0.2, 0.1, 0.2, 0.1, 0.8, 0.9, and 3.7 Cochlear device amplitude
steps. In all of these cases, the midpoint of the two limens
was reported by the subjects to provide an equivalent loud-
ness to the reference stimulus.

The quality of the data obtained from the loudness bal-
ancing task was also analyzed by examining the relationship
between the discrimination limens obtained from the two
tracks for each electrode and the ‘‘soft’’ and ‘‘maximum
acceptable loudness’’ values that had been measured for each
electrode at the onset of the experiment. An example of the
data obtained from two of the subjects is shown in Fig. 1,
which illustrates the loudness balance data~circles!, mea-
sured ‘‘soft’’ and ‘‘loud’’ levels ~dashed lines with triangular
symbols!, and ‘‘soft’’ and ‘‘loud’’ levels obtained from the
subjects’ map~solid lines with triangular symbols!. In nine
of the 11 subjects, no apparent biases in the data were ob-
served. The top portion of Fig. 1 contains a representative
sample of the data obtained from one of these subjects~S1!.
In two of the 11 subjects~S2 and S3!, the analysis indicated
that loudness was potentially decreasing in a basal to apical
direction when evaluated against the measured ‘‘soft’’ and
‘‘loud’’ levels, although both subjects indicated that the
stimuli presented across the electrodes were in fact loudness
balanced. The data for subject S2 is plotted in the lower
portion of Fig. 1. However, when the data is evaluated
against the ‘‘soft’’ and ‘‘loud’’ levels obtained from the sub-
jects’ map, it appears that the ‘‘soft’’ and ‘‘loud’’ levels
obtained experimentally are not a valid indicator of the true
dynamic range of the electrodes, and that the loudness bal-
ance results are in fact valid~as reported by the subjects!.
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B. Electrode discrimination tasks

1. Adaptive electrode discrimination task

The results obtained from the 11 subjects on the elec-
trode discrimination task are displayed in Fig. 2. This figure
displays electrode discrimination data for each subject and
indicates the discriminability of a reference electrode~ab-
scissa! as a function of the closest dicriminable electrode
~ordinate! as measured with a minimal step of one electrode.
Electrodes are numbered from 1 to 20 in a basal to apical
direction. Data are provided for responses obtained in both
basal and apical directions. The ideal discrimination values
are indicated in the figures by dotted lines and lie atx20.5
for testing performed in an apical direction, and by dashed
lines at x10.5 for testing performed in a basal direction,
where x indicates the reference electrode number. The 0.5
limit was determined by the output of the adaptive algorithm
and was based on the average of the final eight reversal

points. For example, perfect discrimination of electrode No.
7 was represented by a score of 6.5 when tested in an apical
direction and by a score of 7.5 when tested in a basal direc-
tion. Such scores indicated that a subject was able to per-
fectly discriminate electrodes No. 6 and No. 7 as well as
electrodes No. 7 and No. 8.

Two subjects~S10 and S11! demonstrated perfect dis-
crimination of all electrodes when tested in both apical and
basal directions. Six subjects~S1, S2, S3, S5, S6, and S9!
demonstrated only a few indiscriminable electrodes, while
the other three subjects~S4, S7, and S8! demonstrated poor
discrimination of several electrodes. Across the group of
subjects, discrimination limens appeared to be fairly inde-
pendent of the directionality of the discrimination task. In
general, symmetry was observed between the discrimination
limens obtained in the basal and apical directions, except for
subjects S4, S7, and S8. It was hypothesized that, for these
three subjects, higher variance of the estimates in the dis-
crimination limens produced by the adaptive task may have
been one cause of the asymmetry observed in the data.~The
statistical behavior of the adaptive procedure is discussed
further in the next section.! Additionally, the number of elec-
trodes in use by subjects was divided in half and responses
obtained for electrodes located in the apical half of subjects’
arrays were compared to responses obtained for electrodes
located in the basal half of subjects’ arrays. This analysis
revealed no significant difference between the mean number
of indiscriminable electrodes in the apical and basal halves
of subjects’ arrays when the data from all subjects was con-
sidered (p,0.05). However, inspection of individual subject
data revealed that the subjects who demonstrated the poorest
electrode discrimination skills~S4, S7, and S8! had more
difficulty in the basal half of the array than in the apical half
of the array.

2. Electrode discrimination verification task

Greater variance in the estimates of the discrimination
limen occurred when there was a large separation between a
reference electrode and its closest discriminable electrode
~see discussion below!. Therefore the fixed-level procedure
was used to verify the results of the adaptive electrode dis-
crimination task and to help determine which electrodes
should be included in subjects’ experimental maps for the
speech recognition tests.

Electrodes were included in the fixed-level verification
task under several conditions. The best~closest to perfect!
discrimination score obtained for each electrode when tested
in a basal and in an apical direction was determined for each
subject. This value was compared to the perfect discrimina-
tion value for that electrode. If the difference between the
two scores was greater than 0.125~the number obtained if
discrimination between two adjacent electrodes was perfect
with allowance made for one attention error! when the elec-
trode was tested in both an apical and a basal direction, the
electrode was included in the fixed-level procedure. If no
electrodes were selected for the fixed-level task using this
bound and best performance, the same analysis was per-
formed using the average performance found for each elec-
trode. In some cases, more electrodes were selected for in-

FIG. 1. Loudness balancing task results for two subjects. The ordinate plots
the electrode number, and the abscissa lists amplitude in charge per phase
~dB!. The measured threshold and maximum acceptable loudness levels are
plotted with dashed lines and upward and downward pointing triangles,
respectively. The threshold and maximum acceptable loudness levels ob-
tained from the subjects’ map are plotted with solid lines and upward and
downward pointing triangles, respectively. The average results from the
loudness balance task are plotted with a solid line and filled circles.
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FIG. 2. Electrode discrimination and verification task results for the 11 subjects. This figure indicates the discriminability of a reference electrode~ordinate!
as a function of the closest discriminable electrode~abscissa!. Data obtained from the adaptive task in an apical direction are indicated by am while data
obtained in a basal direction are indicated by a.. Perfect discrimination values are indicated by a dashed line for testing performed in a basal direction, and
a dotted line for testing in an apical direction. Solid circles indicate the verification task was performed and that performance exceeded 70.7% correct. Open
circles indicate performance less than 70.7% correct on the verification task.
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clusion in the verification task than could be tested within a
reasonable period of time. In such cases, all electrode condi-
tions were treated as equivalent and were tested at random as
time would allow.

If an electrode was selected for inclusion in the fixed-

level task, it was compared to its adjacent electrode in both
apical and basal directions. If the two electrodes were found
to be indiscriminable, the reference electrode was compared
to increasingly distant electrodes in the same direction using
the fixed-level procedure until either a discriminable elec-

FIG. 2. (Continued.)
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trode was determined or until all electrodes were tested.
The results of the verification experiment are displayed

in Fig. 2 along with the results of the adaptive task. The
electrode number listed along the abscissa indicates the ref-
erence electrode; the electrode number shown on the ordinate
indicates the comparison electrode. Results are presented as
filled circles at the intersection of the two electrodes tested if
the subject achieved an average score greater than or equal to
70.7% correct, or as empty circles if the performance was
less than 70.7% correct.

The adaptive and fixed level experiments revealed simi-
lar results for most subjects but revealed variable results for
three subjects~S4, S7, and S8!. These three subjects were the
poorest performers in terms of their electrode discrimination
skills. The adaptive algorithm resulted in smaller discrimina-
tion limens than the fixed algorithm when a large separation
existed between the reference electrode and the closest dis-
criminable electrode, which is an inherent result of greater
statistical variability in the adaptive tasks of this type. How-

ever, for the most part, the closest discriminable electrode
measured for each electrode was the same for both tasks,
particularly for the better performers.

C. Speech recognition task

Four different speech recognition measures were admin-
istered to subjects in two different conditions:~1! while they
utilized a map that employed all functioning electrodes
~clinical map!, and~2! while they used a map that employed
only discriminable electrodes~experimental map!. The num-
ber of electrodes programmed into subjects’ clinical maps
varied from 10 to 20. The number of electrodes programmed
into subjects’ experimental maps ranged from 3 to 17~see
Table II!. Scores obtained by the 11 subjects on the speech
recognition tests are displayed in Figs. 3–7. Two of the 11
subjects~S10 and S11! demonstrated perfect electrode dis-
crimination skills and were not tested using an experimental

FIG. 3. Percent correct scores obtained by subjects on the CID Everyday
Sentences test when using their clinical map and when using an experimen-
tal map that employed only discriminable electrodes. Significant differences
between the two scores obtained by each subject are indicated by an asterisk
(p,0.05).

FIG. 4. Percent correct scores obtained by subjects on the NU6 Monosyl-
labic Words test~scored for words correct! when using their clinical map
and when using an experimental map that employed only discriminable
electrodes. Significant differences between the two scores obtained by each
subject are indicated by an asterisk (p,0.05).

TABLE II. Summary of results from speech recognition and electrode discrimination experiments for each
subject. Electrodes are numbered from 1 to 20 in a basal to apical direction.

Subject

Mean-square
error between

subject
performance and

ideal
performance

Change in
speech scores

between clinical
and experimental

map

Number of
changes in

speech scores
that are

significant

Number of
electrodes in
clinical and
experimental
maps~clinical

listed first!

Electrodes
removed for
experimental

map

S1 0.27 Improve (4/5) 0 18/17 16
S2 0.04 Improve (5/5) 3 16/15 9
S3 0.23 Improve (5/5) 1 18/17 6
S4 2.57 ~Improve (5/5) 3 18/11 2,3,5,8,9,11,14
S5 0.76 Improve (5/5) 1 20/17 7,12,16
S6 0.60 Decline (4/5) 1 15/11 10,14,15,16
S7 10.74 Decline (5/5) 3 10/3 12,13,14,15,16,

18,19
S8 6.35 Improve (3/5) 3 17/8 4,5,6,7,8,9,10,

13,14
S9 0.16 Improve (3/5) 0 18/14 3,5,9,11
S10 0.00 ••• ••• 10 •••
S11 0.00 ••• ••• 15 •••
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map. This is denoted by the symbol DNT, or ‘‘did not test’’
where the experimental map score would normally be plot-
ted.

The Binomial Test developed by Thornton and Raffin
~1978! was used to determine if the individual speech recog-
nition scores obtained while subjects used the different maps
differed significantly for the nine subjects tested. The results
of these analyses are presented in Figs. 3–7, where signifi-
cance (p,0.05) is indicated by an asterisk~* !. This analysis
revealed that three subjects’ scores improved on the CID
Everyday Sentences test~S2, S4, and S8! while one subject’s
score declined~S7!. Three subjects’ scores improved on the
NU6 Monosyllabic Words test for words correct~S2, S4, and
S8!, five subjects’ scores improved on the NU6 Monosyl-
labic Words test for phonemes correct~S2, S3, S4, S5, and
S8! and one subject’s score declined~S7!. One subject’s
score declined on the Vowel test~S7!, and one subject’s
score declined on the Consonant test~S6!.

There are two factors that may have contributed to these
individual results. First, it is possible that remapping had a
cumulative effect on phoneme perception that only revealed
itself when contextual cues were present to aid in the recog-

nition, such as in the word and sentence tasks. Second, some
subjects’ scores were likely affected by the number of elec-
trodes programmed into their experimental maps. For ex-
ample, S7’s poor performance with the experimental map
~scores significantly declined on three of the five measures!
was likely affected by the reduced number of electrodes~3!
programmed into this map. TheMPEAK coding strategy does
not work optimally with so few electrodes. Although the
results for this subject were not unexpected, she was tested
under these conditions to maintain consistency of the experi-
mental method. Last, there was no relationship noted be-
tween the order in which the speech tests were administered
and the amount of improvement noted on the tests.

In order to further evaluate the effect that reprogram-
ming had on speech recognition, subjects were divided into
two groups: those whose performance improved with the ex-
perimental map~S1, S2, S3, S4, S5, S8, and S9! and those
whose performance declined with the experimental map~S6
and S7!. A Wilcoxon Signed Ranks test was used to test the
significance of the differences in the mean scores obtained
for the group whose scores improved when using the two
different maps. The results of this analysis indicated that as a
group, their scores significantly improved on three of the five
test measures: CID Everyday Sentences (p50.008), NU6
Monosyllabic Words scored for words correct (p50.016),
and NU6 Monosyllabic Words scored for phonemes correct
(p50.008). The group whose scores declined was too small
to utilize this analysis method.

Electrode discrimination and speech recognition results
are briefly summarized for each subject in Table II. The elec-
trode discrimination performance is a mean-square error
score calculated between the electrode discrimination results
and the ideal discrimination results for each subject. Also
listed are the number of speech recognition tests where the
performance changed between the two mapping conditions
for each subject, the number of changes that were statisti-
cally significant, the number of electrodes programmed in
the clinical and experimental maps, and a list of the elec-
trodes removed for the experimental maps. Although an in-
formation transmission analysis of the results were per-

FIG. 5. Percent correct scores obtained by subjects on the NU6 Monosyl-
labic Words test~scored for phonemes correct! when using their clinical
map and when using an experimental map that employed only discriminable
electrodes. Significant differences between the two scores obtained by each
subject are indicated by an asterisk (p,0.05).

FIG. 6. Percent correct scores obtained by subjects on the Vowel test when
using their clinical map and when using an experimental map that employed
only discriminable electrodes. Significant differences between the two
scores obtained by each subject are indicated by an asterisk (p,0.05).

FIG. 7. Percent correct scores obtained by subjects on the Consonant test
when using their clinical map and when using an experimental map that
employed only discriminable electrodes. Significant differences between the
two scores obtained by each subject are indicated by an asterisk (p
,0.05).
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formed on these data, no consistent results were observed
between the speech results obtained under the two map con-
ditions ~Collins et al., 1994!.

Correlation analyses were performed to statistically ex-
amine the relationship between electrode discrimination and
speech recognition, and the results are listed in Table III.
First, the relationship between the mean-square error scores
listed in Table II and the scores obtained on each of the
speech recognition measures obtained in the clinical map
condition was evaluated based on the Spearman Rank Order
Correlation Coefficient. None of the speech recognition mea-
sures were significantly correlated with the error score. Ad-
ditionally, the relationships between~1! the error and the
percent change in speech recognition scores;~2! the percent
of the electrodes in the array that were removed for the ex-
perimental map and the percent change in speech recognition
scores;~3! the speech score obtained in the clinical map con-
dition and the percent change in speech recognition scores;
~4! the speech score obtained in the clinical map condition
and the average dynamic range across all electrodes; and~5!
the speech score obtained in the clinical map condition and
the number of active electrodes programmed clinically were
evaluated. These calculations were performed to determine
whether poorer electrode discrimination would result in a
larger improvement in speech recognition once subjects were
remapped, whether baseline speech recognition abilities were
correlated with improvement in speech recognition, and
whether more traditional measures were correlated with im-
provement in speech recognition. However, none of the cor-
relations from these analyses~or from those using a Pearson
correlation coefficient! were statistically significant (p
.0.05).

III. DISCUSSION

It is difficult to directly compare the results of this study
with previous experiments that have measured the pitch per-
ception skills of cochlear implant subjects as such studies
have employed ranking, scaling, labeling, or trajectory dis-
crimination procedures rather than the electrode discrimina-
tion tasks used in the present experiments. The results of this

study indicate that the ability to discriminate electrode posi-
tion along the scala tympani varied greatly across subjects.
Some subjects demonstrated perfect discrimination of all
electrodes while others demonstrated extremely poor dis-
crimination. Such variability was also noted in subjects’
abilities to recognize speech stimuli, both when tested with a
clinically programmed map and when tested with a map
based only on discriminable electrodes. The variability in
speech recognition did not appear to be strongly related to
electrode discrimination performance, since correlation
analyses failed to reveal a significant relationship between
electrode discrimination and speech recognition. Nelson
et al. ~1995! reported that place–pitch sensitivity measured
using a pitch ranking technique was correlated with conso-
nant recognition in a population of subjects implanted with
the Nucleus device. Dormanet al. ~1990! found that ‘‘excel-
lent’’ and ‘‘above average’’ Ineraid users perceived a wider
range of pitch than subjects who were classified as ‘‘poor’’
Ineraid users. Similarly, Busbyet al. ~1993! found that im-
provement in speech recognition performance from a single
electrode strategy to a multiple electrode strategy was con-
sistent with good electrode discrimination skills. Unlike
these investigators, no significant relationship between sub-
jects’ speech recognition and their ability to discriminate
electrode-based percepts was observed in this study.

Of the nine subjects evaluated, five subjects showed sig-
nificant improvement on at least one speech recognition
measure with an experimental map. When analyzed as a
group, the seven subjects who demonstrated improved
speech recognition scores with the experimental map showed
a significant improvement in performance on CID Sentences,
NU6 Words, and NU6 Phonemes. Two subjects showed a
significant decline in performance on at least one speech rec-
ognition measure when using the experimental map. It is
likely that the performance of one subject~S7! declined be-
cause her experimental map contained only three electrodes.
It is possible that the speech information received by the
other subject~S6! is so limited that no type of reprogram-
ming will result in improved performance. Under such cir-
cumstances, it would be optimal to have a clinical screening

TABLE III. Results of Spearman Rank Order Correlation Coefficient calculations. Error5mean-square devia-
tion of electrode discrimination data from perfect discrimination data. Original speech score5score on each of
five speech recognition measures obtained when subjects used their clinical map. Percent change in speech
score5percent change in speech scores obtained when subjects used their experimental map and when subjects
used their clinical map. Percent of electrodes removed5percent of electrodes removed to create the experimen-
tal map based on the number of active electrodes in the clinical map. Average dynamic range5dynamic range
measured in Cochlear device amplitude steps averaged across all active electrodes in the clinical map.

Measure CID
NU6

Words
NU6

Phonemes Consonants Vowels

Error versus original speech score 0.35 0.26 0.23 0.17 0.13
Error versus percent change in speech score 0.07 0.04 0.18 0.2020.13
Percent of electrodes removed
versus percent change in speech score

0.02 0.13 0.28 0.60 0.10

Original speech score versus
percent change in speech score

20.33 20.67 20.42 0.12 20.40

Average dynamic range
versus original speech score

0.09 0.13 0.23 20.08 0.10

Number of active electrodes
in clinical map versus original speech score

20.08 0.07 0.19 0.04 20.02
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procedure to identify such subjects, thereby avoiding unpro-
ductive and time-consuming psychophysical testing.

Although not statistically significant, some differences
were noted in subjects’ abilities to discriminate electrodes
based on their location in the cochlea; mean discrimination
values obtained for more basally located electrodes were
larger than the values obtained for more apically located
electrodes. This discrepancy may be due to ambiguous
place–pitch percepts caused by unusual current flow geom-
etries of basal electrodes lying near or outside the round
window. Busbyet al. ~1994! and Nelsonet al. ~1990! also
reported differences between apical and basal perception.
However, like these findings, no significant trends were
noted.

The results of this experiment also indicate that, in some
cases, discrimination limens could be substantially larger
than a single electrode. Although the loudness balancing pro-
cedure appeared to be effective across the entire array, it is
not the optimal procedure when the discrimination limens
are greater than one electrode.1 For this reason, future appli-
cations of this methodology should consider utilization of a
different loudness balancing procedure when an initial
screening procedure indicates large spatial separations be-
tween discriminable electrodes. Because loudness is subjec-
tive, it was not possible to check the accuracy of subjects’
responses on the loudness balance task. If a subject failed to
appropriately balance the loudness of the electrodes in his/
her array, the procedures used in this study would have re-
ported better electrode discrimination than would have oc-
curred if all of the electrodes were appropriately loudness
balanced. If this occurred, indiscriminable electrodes may
have been included in the experimental map, although dis-
criminable electrodes would not have been excluded from
the experimental map. Thus the potential improvements in
speech may not have been realized for some subjects. This
may be an alternate explanation for the lack of improvement,
or minimal amounts of improvement observed in some sub-
jects. These observations, along with the findings of this
study, suggest that an experiment comparing several exhaus-
tive and partial loudness balancing designs, along with vari-
ous balancing procedures and methods of manipulating loud-
ness would be of great utility.

TheMPEAK coding strategy of the Nucleus device codes
acoustic formant frequency information by varying the spa-
tial location of stimulation along the electrode array. This
approach is based on the place–pitch theory of frequency
coding in the normal cochlea. The variations in spectral
peaks for different phonemes and phoneme transitions are
thus directly coded as variations in the spatial location of
stimulation. For these differences to be discriminable the
spatial locations must be discriminable. Thus remapping to
improve spatial discriminability was expected to have dis-
crimination ramifications at the phoneme recognition level.
This would imply that scores for all five of the speech rec-
ognition measures, including the Vowel and Consonant tests,
would improve when subjects used maps that contained only
discriminable electrodes. The data obtained in this study
does not support this conclusion, since speech recognition
scores tended to improve most on the word and sentence

tests, as opposed to the phonemic materials. This may indi-
cate that a reduction of electrodes resulted in an improved
perception of envelope cues. Or, it is possible that the slight
improvements seen in the phonemic recognition task facili-
tated improvements made on the more natural speech mate-
rials, such as NU6 Words and CID Everyday sentences;
however, this hypothesis has not yet been validated.

Last, the results of this study may have been influenced
by the fact that Cochlear Corporation ‘‘current level’’ stimuli
were used in the electrode discrimination experiments while
‘‘stimulus level’’ stimuli were used to program subjects’
speech processors. Thus pulse width was held constant for
the electrode discrimination tasks but was not held constant
in the subjects’ maps. ‘‘Stimulus level’’ units, like ‘‘current
level’’ units, are arbitrary and vary from 1 to 239. Each unit
represents an approximately equal fixed percentage increase
or decrease in the amount of charge delivered to the active
electrode. However, unlike ‘‘current level’’ stimuli, the ac-
tual charge delivered to the electrode is a combination of
current and pulse width with ‘‘stimulus level’’ stimuli. For
both types of stimuli, the actual current level delivered to the
electrode~in mA! is dependent upon each subject’s indi-
vidual implant ~Cochlear Corporation Technical Reference
Manual, 1996!.

The results of this experiment suggest the feasibility of
testing electrode discrimination in a clinical setting as an aid
to optimal device fitting. The results also suggest the coun-
terintuitive result that, at a time when many investigators,
clinicians, and manufacturers are striving to introduce more
electrodes, fewer electrodes may actually be better for a sub-
set of the population. It is likely that improvements in speech
recognition performance can be achieved using this approach
since the processor will theoretically be better matched to the
perceptual skills of the individual listener. However, the
clinical applicability of the electrode discrimination task
used in this study is currently limited by its data-intensive
demands. In its current form, the task requires an excessive
amount of time for completion. Alternative procedures are
being explored that will quickly and effectively evaluate
electrode discrimination. Only then will such a procedure
hold promise as a clinically useful tool for improving the
speech recognition of some cochlear implant subjects.
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1An alternate procedure for balancing loudness that does not suffer from
additive error and that requires the same number of measurements as the
adjacent-reference design is the common-reference design. In this design,
one electrode pair is selected as the reference and the stimulus levels of all
other electrode pairs are adjusted to match this reference loudness. This
procedure has been commonly used to control loudness in a variety of
psychophysical studies and does a better job of eliminating systematic error
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Experiments have been carried out to investigate the information transfer available via a single
vibrator on the fingertip. In a first experiment, for stimuli with durations 80 to 320 ms,
discrimination of a one-octave step change in frequency at the halfway point was investigated.
Results were similar for three stimulus types—sinewave, monophasic pulse and tetraphasic pulse—
suggesting temporal cues are more important than spectral cues in this task. In a second experiment,
subjects were required to perceive changes in a sequence of stimulus elements. A presentation rate
of 6.25 elements s21 was found to give better results than a rate of 12.5 elements s21. In the former
case, the potential information transfer per element was estimated to be approximately 1.0 bits,
corresponding to an information transfer rate of around 6 bits s21. Implications for the design of a
tactile aid to lipreading are discussed. ©1997 Acoustical Society of America.
@S0001-4966~97!04111-8#

PACS numbers: 43.66.Wv, 43.66.Ts, 43.71.Ky, 43.71.Ma@WJ#

INTRODUCTION

This paper describes an extension of our previous work
~Summerset al., 1994! on the perception of time-varying
tactile stimuli. The principal aim of these studies is to estab-
lish the optimum strategy for transmitting information
through the skin via a single stimulation site.

There is a substantial literature on the perception of vi-
bratory stimuli by the skin~for a review, see Verrillo and
Gescheider, 1992!, but only a small proportion of this~e.g.,
Rothenberget al., 1977; Weisenberger, 1986; Summers and
Farr, 1989; Formbyet al., 1992! relates to the perception of
time-variations in such stimuli—as encountered, for ex-
ample, with sensory-substitution devices with a tactile out-
put. There exists no reliable estimate of the maximum infor-
mation transfer rate which might be available. Kokjer~1987!
suggests 100 bits s21 as an order-of-magnitude upper limit,
but this figure must significantly overestimate the rate as it
derives from measurements of the timescale on which stimu-
lus elements can be individually detected, as opposed to
identified. Lechelt~1975, 1980! has investigated identifica-
tion of the number of pulses in trains presented to the finger-
tip at rates of 3–15 s21, and found that performance falls at
the faster rates in this range, indicating that the limit for
effective presentation of tactile stimulus elements may be
around 10 s21.

Recent developments in the area of haptic interfaces for
computers, e.g., for virtual-reality applications~Srinivasan,
1995!, have opened up new areas of interest in relation to the
perception of time-varying vibrotactile signals. However, our
results are particularly intended for application in the area of
tactile aids for the hearing impaired~Bernstein, 1992; Sum-
mers, 1992; Weisenberger, 1992!. Because of their limited
information-carrying capacity, these devices, whether single-
channel or multi-channel, are generally considered as a sup-
port for lipreading, rather than as a means of conveying all

the information necessary to perceive speech.
Electrotactile perception of ‘‘speechlike’’ signals has

been investigated by Blamey and Clark~1987! and Blamey
et al. ~1990! in studies related to the ‘‘Tickle Talker,’’ an
electrotactile aid which stimulates the digital nerve bundles
~Blamey and Clark, 1985!. Information transfer of around
1.5 bits was measured with variation of stimulus intensity,
and around 1 bit with variation of stimulus repetition rate.
Rabinowitzet al. ~1987!, using stimuli on the middle finger-
tip which differed in terms of frequency, intensity and/or
contactor area, measured an information transfer of 1–2 bits
for each dimension and 4–5 bits for all three dimensions.
Tanet al. ~1996! have measured an information transfer rate
of 12 bits s21 for three-channel tactile and kinaesthetic
stimulation on the thumb and two fingers, corresponding to a
rate per channel in the range 7–9 bits s21 ~Tan, 1997!. The
thesis by Tan~1996! contains much valuable background
material.

In our previous study~Summerset al., 1994!, measure-
ments were made on the perception of a frequency- and/or
amplitude-modulated pulse train, with a comparison of the
electrotactile and vibrotactile modalities. In one experiment,
vibrotactile perception of two-octave step changes in stimu-
lus frequency~50 to 200 Hz, orvice versa! was found to be
significantly better than electrotactile for overall stimulus du-
rations of 200, 300, 400, and 800 ms. On the same timescale,
perception of step changes in stimulus amplitude was similar
in the two modalities when changes in amplitude were tai-
lored to match the different dynamic ranges available. In a
second experiment, vibrotactile perception of voice funda-
mental frequency with various codings was investigated.
Both experiments showed information transfer for vibrotac-
tile stimuli to be greater when frequency and amplitude
modulation were used together rather than with one or other
in isolation. It was concluded that frequency- and amplitude-
modulated vibratory stimulation is a good choice in a prac-
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tical tactile device for the profoundly hearing impaired.
The results of Weisenberger and Russell~1989!, using

the Minifonator device ~Siemens Hearing Instruments!
whose tactile output is derived from a microphone signal
with minimal signal processing, suggest that frequency infor-
mation is not readily available from tactile stimuli with a
complex waveform. Hence a pulse-train stimulus, which can
offer both frequency and amplitude information, appears to
be a better choice for optimisation of information transfer.

There are two experiments in the present study, which
uses vibrotactile stimulation at the fingertip throughout. The
first investigates perception of one-octave step changes of
stimulus frequency~i.e., repetition rate!, with comparison of
transitions at lower frequencies~50–100 Hz! and higher fre-
quencies~200–400 Hz!. The second investigates perception
of stimulus elements within a frequency- and amplitude-
modulated sequence. Both experiments feature a comparison
of different stimulus waveforms—the effect of stimulus
waveform is an important consideration for a practical wear-
able device in which, because of the constraints of a limited-
bandwidth output transducer, the output waveform may dif-
fer from the ‘‘ideal’’ sinewaves or pulses used in most
laboratory experiments.

I. STIMULUS DELIVERY SYSTEM

Vibrotactile stimuli were delivered to the distal pad of
the right index finger via a Bruel & Kjaer type 4810 vibrator,
driving a 2-cm2 circular contactor with no surround. Subjects
were instructed to rest the finger lightly on the contactor,
whose surface was horizontal. The vibratory output was
monitored by a Knowles type BU1771 miniature accelerom-
eter, used in a motional-feedback loop. With this system, it
proved possible to produce well-specified displacement out-
puts in the range 0–100mm over a frequency range of 20–
500 Hz. Stimulus waveforms were generated in software and
delivered as required to the motional-feedback drive system
via a Cambridge Electronic Design type 1401 intelligent in-
terface. Two identical systems were produced: one for each
of the laboratories involved in this investigation—at Exeter
and at Sheffield. In the two experiments described below,
subject testing was at both sites in experiment 1 and at the
Sheffield site only in experiment 2. Noise masking via head-
phones was used to eliminate acoustic cues from the vibra-
tor.

II. EXPERIMENT 1: PERCEPTION OF STEP CHANGES
IN STIMULUS FREQUENCY

A. Stimuli

In this experiment the basic stimulus format was a peri-
odic signal of specified duration, containing at its halfway
point a one-octave step change of frequency: 50 to 100 Hz or
vice versain one variant of the experiment, 200 to 400 Hz or
vice versain a second variant. There were also contrasting
stimuli with no step change, i.e., whose frequency remained
constant throughout the specified duration at one or other of
the two specified frequencies. Overall stimulus duration was
either 80, 160, 240, or 320 ms.

Three different waveform types were used: sinewave,
monophasic pulse and tetraphasic pulse. Examples of stimu-
lus displacement waveforms for the 50/100 Hz transitions
are shown in Fig. 1; the 200/400 Hz case is an obvious
extension. Each monophasic pulse corresponds to the signal
obtained by passing a 1-ms rectangular pulse through a
fourth-order low-pass Bessel filter at 500 Hz. Each tetrapha-
sic pulse corresponds to the signal obtained by similarly fil-
tering a sequence of four consecutive 1-ms rectangular
pulses with amplitudes in the ratio21.0337:3:23:1.0337,
these amplitudes being chosen to produce desired spectral
characteristics~see below!. The tetraphasic pulses are effec-
tively brief tonebursts and are intended to be representative
of the type of pulses which can most conveniently be deliv-
ered when using a limited-bandwidth vibratory transducer, as
is typically the case in wearable tactile devices. Note that the
overall duration of the tetraphasic pulse, at around 5 ms, is
too long to allow a 400-Hz repetition rate, and so only two
waveform conditions—sinewave and monophasic pulse—
were used for measurements on 200/400 Hz transitions.

Sinewave amplitude was varied~see below for details!
to compensate for the variation of tactile sensitivity with
frequency~Verrillo et al., 1969!. This was in order to avoid
cues to frequency changes from an associated change in sub-
jective intensity. No such compensation was used for either

FIG. 1. Stimulus displacement waveforms~details! for 50- to 100-Hz tran-
sitions with the three different types of stimuli: sinewave, monophasic pulse
and tetraphasic pulse. Each panel shows a transition from quasi-steady
stimulation at 50 Hz to quasi-steady stimulation at 100 Hz via a single cycle
of intermediate frequency. In the sinewave case the 100-Hz amplitude is 12
dB less than the 50-Hz amplitude in order to compensate for the variation of
tactile sensitivity with frequency. These waveforms are illustrative of those
at the input of the vibrator drive system—the response of this system rolls
off below 10 Hz, producing some overshoot in the vibratory output for
monophasic pulses; the roll-off has little or no effect on the sinewave or
tetraphasic-pulse waveforms.
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of the two pulse waveform types—in these cases subjective
intensity is expected to be relatively independent of stimulus
frequency for frequencies below 500 Hz~Rothenberget al.,
1977; Bernsteinet al., 1986!. For sinewave stimuli, continu-
ity of displacement and velocity at a transition between two
frequencies was achieved by including a single cycle of in-
termediate frequency and intermediate amplitude~see Fig.
1!; similarly, continuity of displacement and velocity at the
start and end of sinewave stimuli was achieved with a half
cycle of reduced amplitude. The monophasic-pulse and
tetraphasic-pulse stimuli also included a single cycle of in-
termediate frequency at a transition between two frequencies.

Measurements were made at two different sensation lev-
els: 24 dB SL and 36 dB SL. With monophasic pulses, 24 dB
SL was achieved by setting the baseline-to-peak pulse am-
plitude at 24 dB above a nominal threshold of 0.5mm. Simi-
larly, with tetraphasic pulses, 24 dB SL was achieved by
setting the peak-to-peak pulse amplitude at 24 dB above a
nominal threshold of 0.5mm. With sinewaves, 24 dB SL
was achieved at 100 Hz by setting the peak-to-peak ampli-
tude at 24 dB above a nominal 100 Hz threshold of 0.8mm;
at the other stimulation frequencies of 50, 200, and 400 Hz,
respectively, the amplitude was set at112, 210, and210
dB re: the amplitude at 100 Hz, in order to compensate for
the variation of tactile sensitivity with frequency. Ampli-
tudes for the 36 dB SL conditions were in all cases set 12 dB
higher than the corresponding amplitudes in the 24 dB SL
conditions.@The nominal thresholds of 0.5mm, 0.5mm, and
0.8mm were set slightly above estimates of 0.3mm, 0.3mm,
and 0.5mm, respectively, obtained from preliminary thresh-
old measurements. The variation of sinewave amplitude re-
quired to achieve constant sensation was estimated from pre-
liminary measurements and on the basis of equal-sensation
contours from Verrilloet al. ~1969!.#

It is clear that this procedure for setting stimulus ampli-
tudes will not exactly achieve, for any of the waveform
types, equal sensation across the four frequencies within the
24 dB SL or 36 dB SL sets~because, for the particular group
of subjects used for these tests, the variation of average tac-
tile sensitivity with frequency will not be exactly as has been
assumed, and because there will in any case be inter-subject
differences which are not allowed for.! Hence there is a dan-
ger that a change in stimulus frequency at a particular stimu-
lation level might be detectable as a change in subjective
intensity. No systematic effects of this nature were reported
by the test subjects, however.

Figure 2 shows spectra for each waveform type at 50
and 100 Hz; the 200- and 400-Hz cases~two waveform types
only! are an obvious extension—the monophasic-pulse spec-
tra have the same envelope as in the 50- and 100-Hz cases
but with increased spectral-line spacing. The spectral enve-
lope of the tetraphasic pulses is tailored to have a zero at 50
Hz ~see insets to Fig. 2! by choosing amplitudes for the four
phases in the ratio21.0337:3:23:1.0337, i.e., slightly differ-
ent to the ‘‘binomial’’ ratio of 21:3:23:1. Thus, for tet-
raphasic pulses at repetition rates of both 50 and 100 Hz the
lowest-frequency spectral component is at 100 Hz.

Temporal cues to stimulus frequency~i.e., to stimulus
repetition rate! are available from the repetition period, irre-

spective of the waveform type. However, there are also cues
from changes in the distribution of energy across the spec-
trum. Since vibrotactile perception is mediated by several
distinct populations of mechanoreceptors, each with its own
particular frequency response~Bolanowski et al., 1988;
Lamoréand Keemink, 1988!, it might be expected that such
spectral cues could be perceived as a change in the pattern of
relative excitation between the various populations. Exami-
nation of the spectra in Fig. 2 indicates that spectral cues for
the 50/100 Hz transition~deriving principally in this case
from components at the fundamental frequencies! are some-
what reduced with monophasic pulses, in comparison to sin-
ewaves, and very much reduced with tetraphasic pulses. In
the case of the 200/400 Hz transition, spectral cues are ex-
pected to be similar for the two waveform conditions: sin-
ewave and monophasic pulse. This is because the
monophasic-pulse spectra are dominated by their
fundamental-frequency components~since, at these higher

FIG. 2. Amplitude spectra for the three different types of stimuli—
sinewave, monophasic pulse and tetraphasic pulse—at repetition rates of 50
and 100 Hz. The dotted line in each of the four lower panels indicates the
spectral envelope, i.e., the curve which determines the magnitudes of the
spectral lines. The spectra are calculated from the same parameters as those
used in the waveform-generation software. The amplitude scales are arbi-
trary: In the case of sinewaves at a given sensation level the 50-Hz and
100-Hz amplitudes differ in practice because of compensation for the varia-
tion of tactile sensitivity with stimulus frequency; in the case of monophasic
or tetraphasic pulses at a given sensation level the spectral envelope in
practice scales proportionally with repetition rate. The inset panels in the
case of tetraphasic pulses are enlargements of the low-frequency region,
showing the zero in the spectral envelope at 50 Hz. These spectra are illus-
trative of those at the input of the vibrator drive system—the response of
this system rolls off below 10 Hz, producing zero d.c. component in the
spectrum of the monophasic-pulse vibratory output; the roll-off has little or
no effect on the sinewave or tetraphasic-pulse spectra.
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repetition rates, the monophasic-pulse waveform approxi-
mates quite well to a sinewave!.

B. Subjects

These were 20 normally hearing adults~age range 21 to
54 years!, 15 male and 5 female. They were not paid for their
participation in the experiment. Because the experimental
design required each subject to participate in a lengthy series
of 20 test sessions, subject recruitment was difficult and it
proved necessary to include in the subject group all six au-
thors and four of their immediate colleagues, all of whom
had previous experience of tactile experiments. The remain-
ing ten subjects had little or no previous experience. Inter-
estingly, no obvious correlation was subsequently observed
between subjects’ previous experience and their test perfor-
mance, although there were initial concerns that such an ef-
fect might be apparent in view of the wide variation of ex-
perience across the subject group. Ten subjects~5 at each site
— Exeter and Sheffield! participated in the experiment at a
stimulation level of 24 dB SL and the remaining ten~again 5
at each site! participated in the experiment at a stimulation
level of 36 dB SL. No significant differences were observed
between the performance of subjects at the two testing sites:
The results quoted below are from data pooled across the
sites.

C. Procedure

Separate measurements were made for each of the five
possible frequency/waveform combinations: 50/100 Hz sine,
200/400 Hz sine, 50/100 Hz monophasic, 200/400 Hz
monophasic, 50/100 Hz tetraphasic. Each subject partici-
pated in 20 test sessions, with each group of four consecutive
sessions testing the same frequency/waveform condition and
stimulus durations of 320 ms~for the first session of the
four!, 240 ms~for the second!, 160 ms~for the third!, and 80
ms ~for the fourth!. The order of the five frequency/
waveform conditions was permutated across the subjects to
give a balanced series of tests.

Each session followed a similar procedure to that devel-
oped during our previous study~Summerset al., 1994!: four
consecutive runs of a demonstration/test block consisting of
12 demonstration items followed by 12 test items. All dem-
onstration and test items were delivered 0.5 s after a 12.5-Hz
tactile cue. The test sequence was preceded by a short train-
ing sequence lasting approximately 10 min. Subjects were
able to request a repetition of this training sequence, or of
any of the demonstration sequences within the
demonstration/test blocks, but rarely chose to take advantage
of this. The overall duration of each test session was around
30 min.

Subjects were introduced to a labelling system in which
stimulus frequencies of 25 Hz~not used here!, 50 Hz, 100
Hz, 200 Hz, and 400 Hz are described as ‘‘very low,’’
‘‘low,’’ ‘‘medium,’’ ‘‘high,’’ and ‘‘very high,’’ respectively.
Hence they were required to identify each stimulus as ‘‘ris-
ing,’’ ‘‘falling,’’ ‘‘constant low,’’ or ‘‘constant medium’’
~for the 50/100 Hz stimuli! and as ‘‘rising,’’ ‘‘falling,’’
‘‘constant high,’’ or ’’constant very high‘‘~for the 200/400

Hz stimuli!. Each test block of 12 items contained four ‘‘ris-
ing’’ items, four ‘‘falling,’’ and four ‘‘constant’’ ~two of
each type!. Response~forced choice! was by keyboard entry.
Subjects were informed of their overall score for each set of
12 test items at the end of that set, via a monitor display
which also presented the corresponding confusion matrix.

Overall comparison of scores across the four blocks
within each test session showed that asymptotic performance
was reached by the second block. Hence the result of each
test was calculated from the subject’s combined scores for
the second, third and fourth blocks. In total, 14 400 test items
were scored, distributed over 400 test sessions and 20 sub-
jects.

D. Results

Mean scores for stimuli at the various durations are
shown in Fig. 3. Corresponding values of information trans-
fer IT, calculated from confusion matrices of subjects’

FIG. 3. Mean scores plotted as function of stimulus duration for the five
frequency/waveform combinations in experiment 1: data from 10 subjects at
24 dB SL and 10 subjects at 36 dB SL. Key: lfs550/100 Hz sine; hfs
5200/400 Hz sine; lfm550/100 Hz monophasic; hfm5200/400 Hz
monophasic; lft550/100 Hz tetraphasic. The standard error in each score is
typically 5 percentage points. The chance score is 25%.
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pooled responses~Miller and Nicely, 1955!, are shown in
Fig. 4. Overall scores, for data pooled over stimulus dura-
tions, are shown in Fig. 5.

The data in Figs. 3 and 4 show, unsurprisingly, that per-
formance falls as the stimulus duration is reduced. However,
even at 80 ms duration~i.e., with each half of the stimulus
only 40 ms! scores are well above chance. Examination of
subjects’ error patterns shows that scores for the various
‘‘constant’’ stimuli are better overall than scores for ‘‘ris-
ing’’ or ‘‘falling’’ stimuli. The proportion of ‘‘constant’’
stimuli that elicit one of the ‘‘constant’’ responses is similar
to the proportion of ‘‘rising or falling’’ stimuli that elicit a
response of either ‘‘rising’’ or ‘‘falling.’’ However, a correct
determination of ‘‘constant’’ is almost always associated
with a successful identification of the type of ‘‘constant’’
stimulus, whereas a correct determination of ‘‘rising or fall-
ing’’ is often associated with an unsuccessful identification

of the type, i.e., whether it is ‘‘rising’’ or ‘‘falling.’’ ~For
example, pooled responses for all 160 ms stimuli at 24 dB
SL show that 83% of ‘‘constant’’ items elicit one of the
‘‘constant’’ responses, with 99% of these correctly classified,
giving a mean identification score of 82%. However, al-
though 77% of ‘‘rising or falling’’ items are identified as
either ‘‘rising’’ or ‘‘falling,’’ only 78% of these are correctly
classified, giving a mean identification score of 60%.!
Blamey and Clark~1987! report a similar confusion between
‘‘rising’’ and ‘‘falling’’ in the perception of electrotactile
stimuli.

The data in Fig 5 show that performance is better at 24
dB SL than at 36 dB SL. Analysis of variance on these data
~1 between-subject factor: presentation level; 1 within-
subject factor: frequency/waveform!, after arcsine transfor-
mation, shows that this effect of stimulus level is just signifi-
cant at thep50.05 level@F(1,18)54.67#.

As described above, each subject participated in 20 test
sessions: four with one frequency/waveform condition, fol-
lowed by four with a second frequency-waveform condition,
and so on. Although asymptotic performance was apparently
achieved within each test session~see above!, an analysis of
the timecourse of subjects’ scores suggests that learning ef-
fects on a longer timescale were present. Average scores for
sessions 1–4, 5–8, 9–12, 13–16, and 17–20 were, respec-
tively, 60%, 63%, 68%, 69%, and 68%. The additional vari-
ance contributed by this order effect does not affect the sta-
tistical significance of the between-subject effect of
presentation level, but the same is not true for within-subject
effects. Hence, before consideration of the within-subject ef-
fect of frequency/waveform in the data of Fig. 5, the order
effect was compensated for by raising scores from sessions
1–4 and 5–8 so as to bring them into line with scores from
sessions 9–20~note: the mean scores in the figure are taken
from uncompensated data; since the experimental design is

FIG. 4. Information transfer IT plotted as a function of stimulus duration for
the five frequency/waveform combinations in experiment 1: data from 10
subjects at 24 dB SL and 10 subjects at 36 dB SL. Key: lfs550/100 Hz sine;
hfs5200/400 Hz sine; lfm550/100 Hz monophasic; hfm5200/400 Hz
monophasic; lft550/100 Hz tetraphasic. The maximum possible IT~ordi-
nate of 100%! corresponds to 1.92 bits, representing 4 alternatives with an
imbalanced distribution. Estimated errors in these IT values are typically 6
percentage points.

FIG. 5. Overall scores from experiment 1: data pooled over stimulus dura-
tions. Key: lfs550/100 Hz sine; hfs5200/400 Hz sine; lfm550/100 Hz
monophasic; hfm5200/400 Hz monophasic; lft550/100 Hz tetraphasic. The
error bars indicate the standard error in each score, typically 4 percentage
points. The chance score is 25%.
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fully blocked, the differences between the means are unaf-
fected by the compensation procedure!. Analysis of variance
on order-compensated, arcsine-transformed data for the 24
dB SL subject group shows that the effect of frequency/
waveform is not significant at thep50.05 level @F(4,36)
52.20#, and this is confirmed by a multiple comparison pro-
cedure~Tukey test,p50.05) which indicates that none of
the score differences is significant. However, analysis of
variance on order-compensated, arcsine-transformed data for
the 36 dB SL subject group shows that the effect of
frequency/waveform is highly significant@F(4,36)55.19,p
50.002). A multiple comparison procedure on the 36 dB SL
data~Tukey test,p50.05) indicates that the 50/100 Hz sin-
ewave score is significantly different from the four other
scores, but that no other score differences are significant.

E. Discussion

The data allow a number of interesting observations.
First, the fact that scores for 24 dB SL are better than those
for 36 dB SL ~see Fig. 5! casts doubt on anecdotal sources
which suggest that perception is better at higher levels—
there is very little in the literature concerning the effect of
level. A brief, informal experiment at 12 dB SL and 24 dB
SL produced better scores at the higher of these two levels,
perhaps indicating that perception is optimum in the region
of 24 dB SL, i.e., around the center of the available dynamic
range of approximately 55 dB~Verrillo and Gescheider,
1992!.

Second, although 50/100 Hz results are better than cor-
responding 200/400 Hz results in the majority of the 16 in-
dividual comparisons available in the data of Fig. 3 or Fig. 4,
the differences are generally not very great~and, in any case,
these differences might partly derive from the presence of
intensity cues, resulting from failure to achieve constant sub-
jective intensity within the stimuli, which might be expected
to vary across the frequency range and between the wave-
form types!. Only one of the four equivalent comparisons in
the pooled data of Fig. 5 shows a statistically significant
difference, and that is at 36 dB SL where optimum perfor-
mance is not attained. Larger differences might be expected
in view of the results of other studies~e.g., Sherrick, 1985!
which suggest frequency changes are less apparent when
they occur in the upper part of the vibrotactile frequency
range.

Third, the effect of waveform type is not very marked
~and, in this case also, any effect might partly derive from
the presence of intensity cues!. This can be seen in the 32
individual comparisons available in the data of Fig. 3 or Fig.
4, and in the pooled data of Fig. 5, in which only two of the
eight comparisons show a statistically significant effect of
waveform type~and these are at 36 dB SL where optimum
performance is not attained!. For the 200/400 Hz transitions,
a significant effect of waveform type is not expected because
differences between the spectral cues offered by sinewaves
and monophasic pulses are not great~see above!. However,
for the 50/100 Hz transitions, where there are significant dif-
ferences in the spectral cues offered by the three waveform
types~see above!, it is perhaps surprising that the effect of
waveform type is not greater. This absence of any marked

waveform effect suggests that perception of changes in fre-
quency, at least in this experiment, is largely in terms of
temporal information, rather than spectral.

This third observation has practical consequences for the
design of sensory-substitution devices such as tactile aids for
the hearing impaired, since it suggests that waveform details
for a periodic stimulus produced by such a device are not
critical. Thus it may be relatively unimportant if, because of
the constraints of a limited-bandwidth output transducer, the
output waveform from a practical wearable device differs
from the ‘‘ideal’’ sinewaves or Gaussian-like pulses used in
most laboratory-based studies.~If a frequency- and
amplitude-modulated stimulus is required, the most conve-
nient output from a wearable practical transducer is generally
in the form of pulses whose waveform cannot be closely
controlled.!

The IT values in Fig. 4 for perception of one-octave
steps compare well to those measured in our previous study
~Summerset al., 1994! for perception of two-octave steps.
~Two-octave steps were from 50 to 200 Hz orvice versa, in
a train of monophasic pulses at 24 dB SL. Note that, in the
previous study, subjects were presented with only a three-
way choice: ‘‘rising,’’ ‘‘falling’’ or ‘‘constant.’’ However,
results from the present study indicate that categorisation of
‘‘constant’’ stimuli into two types presents no additional dif-
ficulties, and so it is possible to estimate IT values which
would have been obtained in the previous study if a four-way
choice had been presented. Estimated figures for a four-way
choice are around 0.3 bits higher than those originally mea-
sured with a three-way choice.! For two-octave steps of du-
ration 200 and 300 ms, estimated IT values are 1.34 and 1.57
bits, respectively. For one-octave steps at 160, 240 and 320
ms, IT values are 0.65, 0.98 and 0.96 bits, respectively~50/
100 Hz monophasic pulses at 24 dB SL! and 0.63, 0.86 and
0.79 bits, respectively~200/400 Hz monophasic pulses at 24
dB SL!. Hence, on these timescales, two octave-steps give an
IT of approximately 0.6 bits greater than the corresponding
IT from one-octave steps, reflecting the greater discrim-
inability of the two-octave transitions.

In the present study, scores for the 80 ms and 160 ms
stimuli are in all cases well above chance. However, it is
unclear how performance measured here for identification of
isolated stimuli will carry over to recognition of the continu-
ous sequences of stimuli, on a timescale of around 100 ms,
which are of practical interest in a tactile speech aid. Direct
measures of performance for sequences are clearly required,
and experiment 2~below! is intended to provide such a mea-
sure.

III. EXPERIMENT 2: PERCEPTION OF STIMULUS
ELEMENTS WITHIN A FREQUENCY- AND
AMPLITUDE-MODULATED SEQUENCE

A. Introduction

In our previous study~Summerset al., 1994! it was es-
tablished that information can be effectively conveyed by
redundantly varying the stimulus amplitude and frequency.
The second experiment in the present study is intended to
produce a realistic estimate of the IT rate available from such
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stimuli, by investigating the perception of a frequency- and
amplitude-modulated sequence of stimulus elements.

For a given rate of information presentation, there is a
trade-off between the rate at which stimulus elements are
presented and the number of categories which a subject is
required to discriminate within each stimulus element.~For
example, 15 elements per second with 2 categories gives a
potential IT rate of 153 log22, i.e., 15 bits s21; 5 elements
per second with 8 categories gives a potential IT rate of
53log28, which is also 15 bits s21.! It is not clear what
strategy will achieve best results, i.e., whether, when present-
ing information at a certain rate, subjects should be required
to perceive gross features in a rapid sequence of elements or
fine detail in a slow sequence of elements. In addition to
providing an estimate of IT rate, experiment 2 is also in-
tended to address this question of optimal coding for the
stimulus.

B. Stimuli

To avoid the need for extensive subject training, it was
decided that subjects would not be asked to perform a rec-
ognition task on an extended sequence of elements. Rather,
they were presented with short sequences in an ‘‘odd-one-
out’’ task ~see below!. Each short sequence of quasi-steady
elements was presented as a frequency- and amplitude-
modulated stimulus with total duration 480 ms and with fre-
quency and amplitude dynamic ranges of 25–400 Hz and
14–34 dB SL, respectively. Frequency and amplitude were
covaried redundantly in the same sense, with a 5-dB ampli-
tude change for each 1-oct change of frequency. Stimuli
were of two types:

~1! a sequence of six elements, each with 80-ms duration
and in three possible categories~at steps of 10 dB and
2.0 oct across the available dynamic ranges!;

~2! a sequence of three elements, each with 160-ms duration
and in nine possible categories~at steps of 2.5 dB and
0.5 oct across the available dynamic ranges!.

The potential IT rate for an extended sequence of either type
~1! or type ~2! elements is 19.8 bits s21 in each case.

The experiment was carried out in two variants—one
with monophasic pulses as the periodic stimuli and one with
sinewaves. Details of the stimulus waveforms, e.g., as re-
gards monophasic-pulse shape and details of transitions be-
tween the elements, are very similar to those in experiment
1. Sensation levels were determined in the same way as in
experiment 1—in the case of sinewaves the compensation
for the variation of tactile sensitivity with stimulus frequency
was extended to cover the larger number of frequencies used
in this experiment.

C. Subjects

These were 12 normally hearing adults~age range 20 to
54 years!, 4 male and 8 female, including authors DAG, PM,
and BHB. They were not paid for their participation in the
experiment. All but two had previous experience of tactile
tests and five had participated in experiment 1.

D. Procedure

Subjects were presented with a series of three stimuli
~each of 480 ms duration and separated by gaps of 1520 ms!
and required to identify the ‘‘odd one out’’ which differed in
respect of the middle third of the stimulus~the middle ele-
ment in the case of three-element stimuli and either or both
of the middle two elements in the case of six-element
stimuli!. Response~forced choice! was by keyboard entry. A
typical sequence to test a single discrimination for three-
element stimuli might be:

7 1 5 7 4 5 7 1 5

~where the 9 categories are labelled by integers 0–8!. A typi-
cal sequence to test a single discrimination for six-element
stimuli might be:

010121 012021 012021

~where the 3 categories are labelled by integers 0-2!. This
3AFC ‘‘odd-one-out’’ procedure was repeated to give a test
sequence of 25 such discriminations in each run, the last 20
of which were scored.

For both six-element and three-element stimuli, the
middle third of the stimulus has nine possible variants, al-
lowing 36 possible discriminations to be tested. The 20 dis-
criminations scored in each test sequence were selected as a
representative subset of the complete set of 36. The elements
forming the first third and last third of each stimulus~which
remain unchanged across a set of three stimuli forming the
‘‘odd-one-out’’ task! are ‘‘context’’ elements, included so
that the elements to be discriminated occur in a similar con-
text to elements in an extended sequence. These context el-
ements were chosen to give, as far as possible, a representa-
tive variety of contexts for the test discriminations. However,
in order to ensure that the middle-third ‘‘target’’ in each
stimulus was delineated from the context elements, se-
quences of elements were chosen to exclude those sequences
which, because of repeated elements, have no change in
frequency/amplitude at the one-third or two-thirds points.
Hence, the chosen stimuli are not entirely representative of
all possible six-element or three-element sequences.

There was no specific training for the test, as the test
protocol was designed to avoid the necessity for this. How-
ever, at the start of the experiment there was a short expla-
nation and demonstration session lasting approximately 5
min. The two subjects with no previous experience of tactile
experiments were given additional time for demonstrations
and familiarisation.

Three-element pulse stimuli, three-element sinewave
stimuli, six-element pulse stimuli and six-element sinewave
stimuli were investigated in four experimental runs~split be-
tween two 15-min test sessions! whose order was permutated
across the test subjects to balance any learning effects. A
second set of four runs was subsequently carried out with the
same group of test subjects, identical to the first except that
stimulus frequency and amplitude were covaried redundantly
in the opposite sense~frequency patterns were identical but
amplitude patterns were inverted!. The stimuli in this second
set of four sessions will be referred to as ‘‘anticorrelated,’’
and those in the first set will be described as ‘‘correlated.’’
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E. Results

Mean scores for experiment 2 are shown in Fig. 6. As
described above, the ‘‘anticorrelated’’ conditions were tested
after the ’’correlated‘‘ conditions, but it seems unlikely that
the correlated/anticorrelated comparison is affected signifi-
cantly by a learning effect, since no evidence of learning was
found through the timecourse of subjects’ first four tests
~correlated conditions! or through the timecourse of subjects’
second four tests~anticorrelated conditions!. Scores for
three-element stimuli are in general somewhat higher than
corresponding scores for six-element stimuli. Analysis of
variance~three within-subject factors! on the individual sub-
ject scores corresponding to the Fig. 6 data shows the effect
of coding~three-element or six-element! to be highly signifi-
cant@F(1,11)524.2,p,0.001]; the effect of waveform type
~sine or pulse! and the effect of modulation sense~correlated
or anticorrelated! are not significant at thep50.05 level
@F(1,11)50.32 andF(1,11)52.32, respectively#.

The fact that there is no significant difference between
the correlated and anticorrelated conditions, together with
the fact that both frequency and amplitude contribute to the
perceived sensation from this type of stimulus~Summers
et al., 1994!, indicates that the stimulus dimensions of fre-
quency and amplitude are in some sense orthogonal.

The similarity between scores for monophasic pulses
and sinewaves reinforces the conclusion of experiment 1:
When transmitting information via a frequency- and
amplitude-modulated periodic stimulus, waveform details
are relatively unimportant.

Examination of error patterns shows that, for the six-
element stimuli, subjects have great difficulty assessing
single elements of 80-ms duration—the only discriminations
that can be made with any facility in the six-element stimuli
are those which involve a stimulus whose two middle ele-
ments are identical and thus produce constant stimulation
over 160 ms, e.g.,

020011 020211 020211.

The easiest discriminations in the six-element stimuli are
those in which all stimuli in the set of three contain ‘‘tar-
gets’’ which remain constant over 160 ms~i.e., the discrimi-
nation task becomes approximately equivalent to the three-
element case!. The most difficult discriminations in the six-
element stimuli are those in which no stimuli in the set of
three contain ‘‘targets’’ which remain constant over 160 ms.

Error patterns for the more easily perceived, three-
element stimuli can be analyzed by classifying the required
discriminations according to the magnitude of the frequency/
amplitude contrast between the stimuli. Figure 7 shows val-
ues of discrimination indexd8, derived from the mean scores
for each class using the conversion table given by Craven
~1992!, plotted as a function of the frequency contrast be-
tween the stimuli.~These frequency contrasts are accompa-
nied by corresponding amplitude contrasts.! It can be seen
that the smaller contrasts~0.5 oct with 2.5 dB, 1 oct with 5
dB! are not well discriminated. The best-fit line to both sets
of data~sine and pulse! corresponds tod851.173~frequency
contrast in octaves!. The discrimination indexd8 across the
full range of stimuli~4 octaves and 20 dB! can thus be cal-
culated as 431.17'4.7. Individual fits to the sine and
pulse data gived8'4.9 andd8'4.5, respectively. In the
data of Fig. 7 there is some suggestion that the relation be-
tween d8 and frequency/amplitude contrast is non-linear,
with d8 increasing less rapidly~or not at all! with contrast
towards the top of the range. However, the data at the top of
the range may be unreliable because the test sequences con-
tain relatively few of the larger contrasts and because the
small number of these items means that a representative set
of contexts for them cannot be provided within the test se-
quences.~The data for contrasts of 3.5 and 4.0 octaves are
not included in the line fits.!

FIG. 6. Mean discrimination scores for each of the eight test conditions
in experiment 2. Key: cs5correlated sine; as5anticorrelated sine; cp
5correlated pulse; ap5anticorrelated pulse. The error bars indicate the stan-
dard error in each score, typically 3.5 percentage points. The chance score is
33%.

FIG. 7. Discrimination indexd8 for the three-element stimuli in experiment
2, plotted as a function of the contrast in frequency between the stimuli.
Note that the stimuli are distinguished by a contrast in amplitude as well as
a contrast in frequency~5 dB amplitude change per octave of frequency
change!. The data are derived from combined scores for the correlated and
anticorrelated conditions. The full line is fitted to both sets of points~ex-
cluding the data at 3.5 and 4.0 octaves—see main text!.
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F. Discussion

The intention of experiment 2 was to compare the per-
ception of gross features in a rapid sequence of elements
~six-element stimuli! with perception of greater detail in a
slower sequence of elements~three-element stimuli!. How-
ever, results show that subjects could perceive very little on
the 80-ms timescale of the six-element stimuli, and only
gross features on the 160-ms timescale of the three-element
stimuli @see Fig. 7—the discrimination indexd8 across the
full range of three-element stimuli, at 4.7, corresponds to an
IT of approximately 1 bit~see below! and hence to only two
effective categories across the dynamic range of frequency/
amplitude#. In other words, both types of stimulus were too
difficult to allow the intended comparison.

In order to look at the effect of coding within easier
stimuli, a subsidiary experiment was performed. This was
identical to experiment 2, except that the stimulus timescale
was increased by a factor of 2: stimuli had overall duration
of 960 ms and were composed either of six 160-ms elements
or of three 320-ms elements.~The inter-stimulus interval was
reduced to 1040 ms to maintain the two-second intervals
between the onsets of successive stimuli in each set of three.!
Only the monophasic-pulse waveform was used, with both
correlated and anticorrelated stimulus types.

For this ‘‘slowed-down’’ experiment there were 12 sub-
jects, 10 of whom had participated in experiment 2. Scores
~mean6s.e.! averaged over both correlated and anticorre-
lated stimuli were, for three-element stimuli:~6463!%, com-
pared to~5963!% from the corresponding monophasic-pulse
tests in experiment 2; for six-element stimuli:~6463!%,
compared to~5762!% from experiment 2. Hence slowing
down the stimuli by a factor of 2 does not produce much
higher scores. Similarly, an analysis equivalent to that in Fig.
7 gives a discrimination indexd8 of 4.9 across the full dy-
namic range of the slowed-down three-element stimuli—
only slightly higher than the value of 4.5 from the three-
element monophasic-pulse data in experiment 2. It is
surprising that slowing down the stimuli does not produce a
larger effect, particularly in view of the marked effect of
stimulus duration observed in experiment 1~see below for
further discussion!.

IV. OVERALL DISCUSSION

A. Estimates of information transfer rate

A measure of some sort of IT rate for the one octave
steps in experiment 1 can be obtained by calculating the
slopes of lines from the origin to each data point in Fig. 4
~i.e., dividing IT values by the corresponding stimulus dura-
tions!. This gives maximum IT rates for the various
frequency/waveform combinations of around 5 bits s21. Us-
ing the same procedure, the two-octave steps in our previous
study ~Summerset al., 1994! give a maximum IT rate of
around 7 bits s21. If calculated on a similar basis, the avail-
able IT rate for the single vibrotactile channel at full capacity
~with an available frequency range of, say, 4 octaves and an
available intensity range of, say, 20 dB! is expected to be
considerably higher, perhaps around 15 bits s21.

In experiment 2, for the more easily perceived three-
element stimuli, the discrimination indexd8 across the full
range of stimulation is approximately 4.7. Reference to the
conversion graph given by Braida and Durlach~1972! sug-
gests a corresponding figure of 0.9 bits for the available IT
from each 160-ms stimulus element, giving an estimate for
the IT rate of around 6 bits s21. This is considerably less
than the estimate of 15 bits s21 in the previous paragraph, as
is to be expected—it is unlikely that performance measured
for identification of isolated stimuli will carry over to recog-
nition of continuous sequences of similar stimuli.

As mentioned above, an IT rate of 12 bits s21 was ob-
tained in the three-channel study by Tanet al. ~1996!, from
which a rate per channel in the range 7–9 bits s21 can be
estimated. The estimate of 6 bits s21 from the present study
compares well with this, bearing in mind that the present
experiment involves tactile stimulation only, as opposed to
the tactile and kinaesthetic stimulation used by Tan. The IT
rate for Tadoma, a ‘‘natural’’ method of tactile speech trans-
mission which involves the entire hand, has been estimated
at around 12 bits s21 ~Reedet al., 1992a!.

For three-element stimuli in the subsidiary ‘‘slowed-
down’’ experiment, the dynamic range of the 320-ms ‘‘tar-
get’’ element corresponds to ad8 of 4.9 ~see above!. This
converts to a potential IT for each element of approximately
0.95 bits and hence a potential IT rate from extended se-
quences of such elements of around 3 bits s21. In the same
experiment, the six-element stimuli produce an identical
overall score, and hence we can estimate a potential IT rate
of around 3 bits s1 in that case also, i.e., an IT of approxi-
mately 0.5 bits for each 160-ms element. This figure con-
trasts with the figure of 0.85 bits for each 160-ms element
which can be derived from the three-element monophasic-
pulse data in experiment 2~corresponding tod854.5). The
discrepancy may relate to a problem in the format of these
experiments: The six-element task involves perception of the
order in which the two ‘‘target’’ elements are presented, but
there is no equivalent ordering aspect to the three-element
task. The error patterns observed for the six-element stimuli
in experiment 2~see above! suggest that this ordering aspect
may present difficulties to subjects. Thus, in both experiment
2 and in the subsidiary experiment, it may be that three-
element scores are unduly enhanced compared to six-element
scores. Similarly, the estimated IT rate from the three-
element data in experiment 2 may be an overestimate of the
IT rate for extended sequences of this type, since perfor-
mance with sequences will be affected by any difficulties in
perception of element order.

In this regard it is interesting to note that, among the
various types of six-element contrasts in experiment 2, the
02/20 contrast which might be expected to be one of the
easiest discriminations—with a 4-oct and 20-dB change of
each element in the ‘‘target’’—but which cannot be discrimi-
nated without a perception of the order of the two elements,
produces one of the lowest scores.~See also the discussion,
above, concerning confusion of ‘‘rising’’ and ‘‘falling’’
stimuli in experiment 1.!
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B. Implications for the design of an aid to lipreading

The estimated IT rate of 6 bits s21 from experiment 2 is
disappointingly low, and suggests that the use of such vibro-
tactile stimuli to code segmental speech information@at a
phoneme rate of, say, 10 per second~Crystal and House,
1988!# has little prospect of success.@It might be argued that
this analysis is unduly pessimistic because it does not allow
for the redundancy in speech. The 12 bits s21 offered by
Tadoma ~see above! allows good reception of the entire
speech signal at speaking rates 60%–75% of normal~Reed
et al., 1992b!, suggesting that an IT rate of;20 bits s21

would allow good reception of the entire speech signal at
normal rates. Hence the IT rate required from an effective
aid to lipreading might be expected to be considerably less
than 20 bits s21.# It is possible that better results could be
achieved with extensive subject training, but it seems un-
likely that very much higher IT rates would be obtained.
Frequency- and amplitude-modulated stimuli may be more
suitable for transmitting suprasegmental speech-derived in-
formation, on a timescale of around 500 ms, say, rather than
segmental information. Support for this conjecture is pro-
vided by measurements in our laboratories and elsewhere on
transmission of suprasegmental information~Bernsteinet al.,
1989; Summerset al., 1994! and by measurements in our
laboratories on transmission of segmental information~Sum-
merset al., 1996!. Some success in the transmission of seg-
mental information~consonants in nonsense syllables! was
observed in the latter study, and at first sight it is difficult to
reconcile this with the low estimate of IT rate from the
present investigation. However, re-examination of the
consonant-discrimination data showed that subjects did in-
deed derive little from modulations of frequency and ampli-
tude in the tactile signal—they obtained most of their infor-
mation from the temporal pattern of gaps~‘‘silences’’! in the
speech-derived stimuli. This type of information is unavail-
able in experiment 2, from which our 6 bits s21 estimate of
IT rate is obtained, since all stimulus elements are suprath-
reshold.

The limited capacity of the tactile channel suggests that
the visual channel may be a better choice for transmitting
information to supplement lipreading. With such a strategy,
it is necessary to avoid disruption of the visual information
available directly from the speaker. However, the example of
cued speech~Cornett, 1967!, in which the speaker gives
manual signals to augment the ‘‘natural’’ visual information,
suggests that such disruption can be avoided. Uchanskiet al.
~1994! discuss aspects of the design of a system based
around speech-recognition hardware, and a visual display in
the peripheral vision has been investigated by Upton~1968!
and Ebrahim and Kunov~1991!. As a coda to the present
study, a brief experiment was carried out in which the three-
element stimuli of experiment 2 were presented visually, the
nine levels within the stimuli displayed via a linear array of
nine light-emitting diodes. Scores~mean6 s.e.! from six
subjects in this 3AFC procedure were~8562!% for a ‘‘mov-
ing dot’’ display and~7864!% for a display in terms of
length of array illuminated. These figures are significantly
higher than those obtained in the tactile case~Fig. 6!, where
the best of the three-element scores is~6863!%. Visual aids

for the deaf have received much less investigation than tac-
tile aids: Further investigation is clearly warranted.

V. CONCLUSION

It is clear that meaningful information can be transmit-
ted via time-varying vibrotactile stimuli from a single trans-
ducer. The results of this investigation indicate the type of
features which can be perceived in such patterns, with impli-
cations for the design of sensory-substitution systems and in
the area of virtual environments, where a suitable interface
can allow exploration of virtual surfaces to produce time-
varying tactile patterns for the user.

The absence of a marked effect of waveform in experi-
ment 1 suggests that vibrotactile frequency is perceived
largely in terms of temporal cues, rather than spectral. In
practice, this means that details of the output waveform are
not a critical aspect of the design of tactile devices which
transmit information as modulation of a periodic signal.

The results of experiment 2 suggest that the IT rate
available from a single vibrotactile channel is relatively
modest. Thus a tactile aid to lipreading may be better suited
to transmitting suprasegmental information on a timescale of
a few hundred milliseconds rather than segmental informa-
tion on a timescale of several tens of milliseconds. An im-
portant consideration is the effect of stimulation site—the
wrist is a common choice for tactile aids, rather than the
fingertip used in the present study. We are currently investi-
gating perception on the wrist: Early results suggest that, if
stimulation level is increased to compensate for the reduced
sensitivity at the wrist, perception of sequences via the gla-
brous skin on the underside of the wrist is similar to that on
the fingertip.
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Although a psychometric function describing a subject’s responses to some physical stimuli is of
considerable value, characterizing such functions is time consuming and, hence, is not carried out
routinely in psychophysical experiments. A principal reason for the lack of efficiency in
characterizing a psychometric function is the use of sampling methods that either converge on a
single point on the psychometric function, such as the PEST method, or which distribute
observations uniformly over a wide range, such as the constant stimuli method. As an alternative,
a multimodal four-point sampling method has been proposed@C. F. Lam, J. H. Mills, and J. R.
Dubno, J. Acoust. Soc. Am.99, 3689–3693~1996!#. A psychometric function is then fitted to the
four points ~each with several trials! to estimate the threshold and slope parameters of the
psychometric function. Adaptive methods, such as the up–down methods@H. Levitt, J. Acoust. Soc.
Am. 49, 467–477~1971!#, can be used to provide good initial estimates of the threshold and spread
parameters of a psychometric function described by a logistic function. In ongoing studies of
age-related changes in auditory masking and discrimination, this new four-point sampling method
has been applied to determine psychometric functions for absolute thresholds as a function of
duration, thresholds in simultaneous and forward masking, frequency discrimination, and intensity
discrimination in both young and aged human subjects. Results indicate that a reduction in data
collection time of about 50% with no increase in variance can be achieved. This increase in
efficiency applies to simple detection tasks by normal hearing subjects as well as to complex
discrimination tasks by older subjects with hearing loss. ©1997 Acoustical Society of America.
@S0001-4966~97!02512-5#

PACS numbers: 43.66.Yw@JWH#

INTRODUCTION

Psychometric functions describe the relationship be-
tween physical stimuli and subjects’ responses in a variety of
psychophysical tasks. Because of the amount of data-
collection time required to characterize most psychometric
functions, typically, only the ‘‘threshold’’ or a particular per-
formance level of the function is measured.

In experiments in which the entire psychometric func-
tion is required, the method of constant stimuli is the proce-
dure of choice. However, the method of constant stimuli is
inefficient because many trials are conducted at values where
there are very low or very high probabilities of a positive
response.

Hall ~1981! proposed a hybrid adaptive procedure for
estimating psychometric functions in which the parameter
estimation by sequential testing~PEST! rules ~Taylor and
Creelman, 1967! were used to obtain responses and then a
psychometric function was fitted to the responses to estimate
the threshold~or central tendency! parameter and the slope
parameter. As a result, the hybrid procedure requires much
smaller numbers of trials than the method of constant
stimuli. However, the PEST rules used by Hall concentrate
data points near the threshold, the point of interest. If the

value of the threshold as well as the slope parameters are to
be estimated, it is not necessary to place many data points in
the neighborhood of the threshold. Recently, a four-point
sampling method for psychometric function estimation has
been proposed to reduce the number of data points needed
~Lam et al., 1996!. In theory, 50% or better reduction in data
collection time can be achieved. This paper presents the re-
sults of applying the new four-point sampling method to de-
termine psychometric functions for a variety of psychometric
tasks. Absolute thresholds as a function of duration, thresh-
olds in simultaneous and forward masking, frequency dis-
crimination, and intensity discrimination were measured in
both young and aged human subjects.

To use the four-point sampling method to determine
psychometric functions, one needs rough initial estimates of
the threshold (M ) and spread (S) parameters. This paper
proposes two methods for determining such initial estimates.

I. METHODS

A detailed description of the development of the four-
point sampling method for psychometric function determina-
tion can be found in Lamet al. ~1996!. A summary of the
procedure and the rationale is presented here. Assuming that
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a psychometric function is expressed as a cumulative Gauss-
ian function, with meanm and variances2, Levitt ~1971!
stated that ‘‘a good compromise for estimating bothm ands
with relative precision is to place observations at a distance
s on both sides ofm, i.e., at theX15.9 and X84.1 levels,’’
whereXp is a stimulus level withp% correct response. Un-
fortunately, the values of the threshold and spread param-
eters are unknown; in fact, they are to be estimated. Rather
than sampling aroundm1s and m2s in a uniform manner
~i.e., the constant stimuli method!, four specifically placed
stimuli locations are used.

For ease of discussion and for parameter estimation pur-
poses, instead of a cumulative Gaussian function, a logistic
function in the form of Eq.~1!, is used:

P~X!5a1~12a!
1

11e2~X2M !/S , ~1!

whereM andS are the threshold and spread parameters, and
a is the false alarm~Taylor and Creelman, 1967; Hall, 1981!.
The four sampling points for estimating parameters in the
form of Eq. ~1! are ~Lam et al., 1997!:

X125M22S, X275M2S,
~2!

X735M1S, X885M12S.

The responses from these four sets of stimuli are then used in
nonlinear regression to estimate the parameters of the psy-
chometric function of Eq.~1!.

In order to use the four-point sampling method, some
initial estimates ofM andS are needed. The following sec-
tions discuss two methods for obtaining such initial estimates
of M andS. The first one assumes that the investigators have
some rough idea of the values ofMandS for the psychomet-
ric task of interest, whereas the second one does not require
any prior knowledge of the ranges ofM andS.

II. METHOD FOR ADJUSTING THE INITIAL ESTIMATES
OF THRESHOLD AND SPREAD PARAMETERS

Most investigators generally have some rough estimates
of the parameter values for threshold, denoted asM* , and
spread, denoted asS* , for a particular psychophysical task.
According to Eq.~2!, the locations on thex axis of the four
points are

X125M* 22S* , X275M* 2S* ,
~3!

X735M* 1S* , X885M* 12S* .

Ideally, the initial estimates~M* andS* ! should be rea-
sonable, and, if not, they should be easily adjustable. To this
end, responses to the above four stimuli can be obtained
using a small number of trials~say, ten per point!. Because
the four data points will be used in a nonlinear regression
process to estimate the threshold and spread parameters us-
ing Eq.~1!, the data points should be roughly evenly distrib-
uted over the entire sigmoidal curve of the psychometric
function, with two points above and two points below the
50% level~i.e., the threshold point!, as shown in Fig. 1. The
solid line in Fig. 1 is the calculated psychometric function of
11 data points obtained from the constant stimuli method; the

dotted line is the calculated psychometric function using four
~of the 11! points. When the initial estimate ofM ~i.e., M* !
is too small@Fig. 2~A! and ~B!# or too large@Fig. 2~C! and
~D!#, three or all of the four points will be below or above the
50% level. As a result, the calculated psychometric functions
~dotted lines in Fig. 2! are different from the one using all 11
data points~solid line!. Furthermore, the resulting psycho-

FIG. 1. Percent correct detection of a pure tone in a broadband noise for
subject HK. Filled circles are data obtained using the method of constant
stimuli ~50 trials per point!. The ‘‘1’’ indicates the four appropriately
placed points of the four-point sampling method. The solid curve is the
calculated proportion correct using Eq.~1! and 11 data points. The dashed
line is the calculated proportion correct using Eq.~1! and four data points.

FIG. 2. The various placements of four points~filled circles! with incorrect
initial threshold estimateM* and the corresponding estimated psychometric
functions ~dashed lines!. Panels~A! and ~B! indicate M* is too small,
whereas panels~C! and ~D! indicateM* is too large.
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metric functions from different sets of four points are differ-
ent from each other.

When the initial estimate ofS ~i.e.,S* ! is too small, then
the four points will center around the middle of the sigmoi-
dal curve~which is approximately linear!, as shown in Fig.
3~A!. On the other hand, if two points are at the right most
part of the sigmoidal curve~i.e., p.80! and the other two
points are at the left most part of the curve~i.e., p,0.20!, as
shown in Fig. 3~B!, the value ofS* is too large. The psycho-
metric function estimated from either of the incorrectly
placed four points varies considerably from the function es-
timated using all 11 points.

When both estimates~M* and S* ! need adjusting, the
patterns shown in Fig. 2~B! and ~D! would result. In Fig.
2~B!, bothM* andS* are too small. On the other hand, Fig.
2~D! indicates thatM* is too large andS* is too small.

It is obvious that one would not be able to selectM* and
S* so that the proportions of positive responses are exactly
0.12, 0.27, 0.73, and 0.88@see Eq.~2!#. As long as the four
points distribute evenly and cover approximately the entire
sigmoidal curve so that proportions of positive responses are
between 0.10 and 0.90, the nonlinear regression process
should be able to provide good estimates ofM and S. In
adjusting the value ofS* , one should keep in mind that
X882X12.4S. It should be emphasized that it is better to
have a wider range of responses,~i.e., 0.10–0.90! than a
smaller range of responses~i.e., 0.30–0.70! for the obvious
reason that the range of the stimulus values should be as
wide as possible for regression analysis. Another reason to
include stimulus values where the probability of a positive
response is very high or very low is that such responses are
more reliable. Note that the variance of an estimatep of a
binomial distribution, for which the yes–no responses of any
psychophysical tasks follow, isp(12p). With more reliable
data points, better estimates of parameters would result.

III. ADAPTIVE METHOD FOR DETERMINING INITIAL
ESTIMATES OF THRESHOLD AND SPREAD
PARAMETERS

Another, and probably better and more systematic,
method for obtaining good initial estimates ofM andS is to
use the two-down–one-up and two-up–one-down adaptive

method of Levitt~1971! to estimate the stimulus values of
X70.7 and X29.3, which are close toX73 and X27 of Eq. ~2!,
respectively. The values ofM andS are approximately equal
to

M.~X70.71X29.3!/2,
~4!

S.~X70.72X29.3!/2.

With the interleaved adaptive methods,1 no prior information
on either the location or spread of the response curve is
needed. Using the obtained values ofM and S, Eq. ~2! is
then used to determine the four stimulus levels for the four-
point method.

IV. EXPERIMENTAL METHODS

The four-point sampling method was tested against an
11-point constant stimuli method for young and aged sub-
jects for different psychophysical tasks. For the constant
stimuli method, 11 equally spaced increments were used, and
each was presented 50 times in random order. For the four-
point sampling method, the values atM6S andM62S were
each presented in random order in five blocks of 10 trials
each, resulting in 10, 20, 30, 40, and 50 trials/point. Five
different psychophysical tasks were used in the comparison,
including absolute threshold, forward masking, simultaneous
masking, intensity discrimination, and frequency discrimina-
tion.

For all measurements, the frequency tested was 2000
Hz. A ‘‘yes/no’’ paradigm was used for both absolute and
masked thresholds. Absolute thresholds were measured for
20- and 200-ms pure tones~5-ms rise–fall times!. For simul-
taneous masking, a 350-ms signal was presented in a broad-
band masker~25 dB/Hz!. For forward masking, a 20-ms sig-
nal followed a 350-ms broadband masker~50 dB/Hz!. For
intensity and frequency discrimination, signal level was 60
dB SPL. Subjects’ response paradigm was also yes–no~i.e.,
‘‘Yes, the variable stimulus is higher than the standard
stimulus,’’ versus ‘‘No, not higher.’’! All measures were ob-
tained monaurally under earphones.

All subjects had normal hearing through 2000 Hz
~ANSI, 1989!. Young subjects participated in all psycho-
physical tasks. The number of young subjects for each task
ranged from 4 to 11. For aged subjects~age range 68–75!,
tasks included absolute threshold, simultaneous masking,
and intensity discrimination. The number of aged subjects
for each task ranged from 1 to 3.

V. RESULTS

Figures 4 and 5, respectively, show the responses of a
young and an aged subject for the simultaneous masking task
using the four-point sampling method and the 11-point con-
stant stimuli method. Generally, after 30–40 trials per point,
psychometric functions determined from the four-point sam-
pling method converge to that from the 11-point constant
stimuli method of 50 trials per point. Figure 6 shows the
mean estimated threshold and spread parameters as a func-
tion of the number of trials per datum point for 14 subjects.
Error bars indicate61 standard error. Results oft tests in-
dicate that only the estimatedM with ten trials/point is sig-

FIG. 3. The various placements of four points with incorrect initial spread
estimate S* and the corresponding estimated psychometric functions
~dashed lines!. Panel~A! indicatesS* is too small, whereas panel~B! indi-
catesS* is too large.
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nificantly different from that of the constant stimuli method
~p,0.05!. Changes in threshold and spread estimates as a
function of the number of trials were similar for other psy-
chophysical tasks. Based on these results, it appears that
30–40 trials per point for the four-point sampling method
should be sufficient. Note also that the61 standard error
bars for the 11-point results~for a total of 550 trials! were
slightly larger than those from the four-point method~from a
total of 200 trials!.

The mean estimated threshold (M ) and spread (S) pa-
rameter values of the psychometric function using the four-
point sampling method and 11-point constant stimuli method
for forward masking, simultaneous masking, quiet threshold
~20- and 200-ms signals!, intensity discrimination, and fre-
quency discrimination are shown in Figs. 7 and 8. The false
alarm parameter~i.e., a! was assumed to be zero in the non-
linear regression processes for simultaneous masking, for-
ward masking, and absolute thresholds; for intensity and fre-
quency discrimination, the false alarm parameter was also
estimated using Eq.~1!.

From Fig. 7, the estimated threshold and spread param-
eter values for simultaneous masking, forward masking, and
absolute thresholds were similar between the four-point sam-
pling method and the constant stimuli method. This was the
case for both young and aged subjects. Consequently, the
calculated psychometric functions from the two methods
were similar~Figs. 4 and 5!. Results oft tests performed on
the 14 estimated values ofM and S for the simultaneous
masking paradigm from 11 young and three aged subjects

revealed no statistical difference~ p.0.05! between the
four-point sampling method and the constant stimuli method.
The sample sizes for the other paradigms were too small
~between 4 and 6! for meaningful statistical analysis.

It should be pointed out that the total number of trials for
the four-point sampling method was 200, whereas that of the
11-point method was 550, assuming 50 trials/point. It is of
interest to compare the estimated parameters from a total of
200 trials for both the four-point sampling method and the
11-point constant stimuli method. A psychometric function
of the form of Eq.~1!, with known M540 andS51.5, was

FIG. 4. Percent correct detection of a pure tone in a broadband noise~si-
multaneous masking! for a young subject. Filled circles are data obtained
using the method of constant stimuli~50 trials per point!. Open symbols are
data collected using the four-point sampling method with 10, 20, 30, 40, or
50 trials per point. The solid curve is the calculated proportion correct using
Eq. ~1! and 11 data points. Each dashed line is the calculated proportion
correct using Eq.~1! and four data points with various trials per point.

FIG. 5. Percent correct detection of a pure tone in a broadband noise~si-
multaneous masking! for an aged subject. Filled circles are data obtained
using the method of constant stimuli~50 trials per point!. Open symbols are
data collected using the four-point sampling method with 10, 20, 30, 40, or
50 trials per point. The solid curve is the calculated proportion correct using
Eq. ~1! and 11 data points. Each dashed line is the calculated proportion
correct using Eq.~1! and four data points with various trials per point.

FIG. 6. Mean~and 61 standard error! estimates of threshold and spread
parameters for the four-point sampling method as a function of the number
of trials per point in comparison to the estimated values from the 11-point
constant stimuli method~50 trials per point! for simultaneous masking. The
asterisk indicates that the estimated threshold with ten trials/point was sig-
nificantly different from the estimated threshold using the 11-point constant
stimuli method.
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used to generate data in a computer Monte Carlo simulation.
Either 50 trials/point for the four-point sampling method or
18 trials/point for the 11-point constant stimuli method~re-
sulting in a total of 198 trials! was generated by sampling a
uniform random number generator. If the random number
was smaller than the known psychometric function value
~with M540, S51.5!, it was counted as a yes response. Af-
ter the appropriate number of trials/point for all four or 11
data points were generated, a nonlinear regression procedure
was used to estimate theM andS parameters. This process
was repeated 1000 times. It is not surprising that there was
more randomness in the 18 trials/point data for the 11-point
constant stimuli method than in the 50 trials/point data for
the four-point sampling method. As a result of the random-
ness in the data, the estimatedS for the 10–90 percentile of
the 1000 simulations was between 1.18 and 1.88 for the 11-
point constant stimuli method versus 1.47 and 1.69 for the
four-point sampling method, with knownS51.50. The val-
ues of the estimatedM were quite similar between the 11-
point constant stimuli method~39.65–40.38! and the four-
point sampling method~39.80–40.21!.

VI. DISCUSSION AND CONCLUSIONS

In most psychometric estimation methods, including
constant stimuli, PEST, and adaptive procedures, some pre-
liminary determination of the parameter values~e.g., starting
value and step size in the up–down method! is needed. Simi-
larly, the four-point method also needs initial estimates. By
obtaining responses for a small number of trials per point,

say ten, the investigator may simply adjust the initial esti-
mates of the threshold,M , and spread,S, parameters so that
appropriately located data may be collected and good esti-
mates of the parameters may be obtained by a nonlinear re-
gression process. Another method of obtaining initial esti-
mates ofM andS is by the use of interleaving two-down–
one-up and two-up–one-down adaptive procedures that
determine theX71 andX29 stimulus levels@see Eq.~4!#. This
probably is a more efficient method than the previous one of
using a small number of trials to estimateM andS. Since the
estimatedM andS from the up–down method are to be used
to determine the four stimulus levels@Eq. ~2!# ~from which
the M andS of the psychometric function are estimated by
means of nonlinear regression!, it is not necessary to inter-
leave the two up–down adaptive procedures.

One could argue that it is more efficient to use the two
points already obtained from the up–down adaptive proce-
dure as two of the four points for the four-point sampling
method. Rather than obtaining four different points using Eq.
~2!, two more points~X12 andX88! may suffice. However, we
found that the resulting estimate ofS obtained from two
up–down procedures and a two-point sampling procedure
were statistically different from those obtained from the 11-
point constant stimuli method and the four-point sampling
method. One explanation for such a discrepancy is that the
up–down method varies the stimulus level (X) for a fixed
response level~i.e., 88%!, whereas the variation in the four-
point sampling method and the 11-point constant stimuli

FIG. 7. Mean~and 11 standard error! estimates of threshold and spread parameters for the four-point sampling method and the 11-point constant stimuli
method for simultaneous masking, absolute thresholds~20-ms signals!, and absolute thresholds~200-ms signals! for young and aged subjects, and forward
masking for young subjects.
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method is in the response level, while the stimulus values are
fixed ~i.e., X88, X73, etc.!.

The four data points of the four-point sampling method
can also be obtained entirely by the up–down adaptive
method @i.e., four-up–one-down~16%!, two-up–one-down
~29%!, two-down–one-up~71%!, and four-down–one-up
~84%!#. In order to minimize bias in the data, it is necessary
to interleave the four up–down procedures~Jesteadt, 1980!.
However, implementation of the interleaving process is not
straightforward. Furthermore, it is rather time consuming to
obtain the four-up–one-down and four-down–one-up data
points because of the number of reversals needed in such
procedures. It is even more time consuming to obtain the two
data points atX12 andX88 @Eq. ~2!# because it would require
five-up–one-down and five-down–one-up adaptive proce-
dures. We have found that using two-up–one-down and two-
down–one-up adaptive procedures to obtain initial estimates
of M and S @according to Eq.~4!#, and then obtaining four
data points at stimulus levels calculated from Eq.~2! is
efficient. It also has resulted in good estimates of the slope
and threshold parameters of the psychometric function of
interest.

Another advantage of the four-point sampling method,
as is with any other methods that use nonlinear regression to
estimate parameter values, is that the false alarm value can
be estimated also without prior knowledge of its existence.

From our computer simulation study, we have found that

it is better to spread evenly~and randomly! a smaller number
of trials ~i.e., 200! between four points~of 50 trials each!
according to Eq.~2! than between 11 points of 18 trials each.
In other words, accurate data~e.g., 50 trials/point! with four
points appropriately coated are better than 11 nonaccurate
data points~with fewer trials/point! spread evenly over a
wider range of stimuli.

In summary, the four-point sampling method has been
used to determine psychometric functions for absolute
threshold, forward masking, simultaneous masking, intensity
discrimination, and frequency discrimination for young and
aged subjects. The estimated values for threshold (M ) and
spread (S) parameters are similar between the four-point
sampling and constant stimuli methods. Generally, after
30–40 trials per point, the four-point sampling method pro-
vides psychometric functions similar to those from the con-
stant stimuli method using 11 points with 50 trials each. In
conclusion, the four-point sampling placement of stimuli
provides an efficient method for data collection for the de-
termination of psychometric functions for various psycho-
physical tasks for young and aged subjects.
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Speechreading and the structure of the lexicon: Computationally
modeling the effects of reduced phonetic distinctiveness
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A lexical modeling methodology was employed to examine how the distribution of phonemic
patterns in the lexicon constrains lexical equivalence under conditions of reduced phonetic
distinctiveness experienced by speechreaders. The technique involved~1! selection of a
phonemically transcribed machine-readable lexical database,~2! definition of transcription rules
based on measures of phonetic similarity,~3! application of the transcription rules to a lexical
database and formation of lexical equivalence classes, and~4! computation of three metrics to
examine the transcribed lexicon. The metric percent words unique demonstrated that the distribution
of words in the language substantially preserves lexical uniqueness across a wide range in the
number of potentially available phonemic distinctions. Expected class size demonstrated that if at
least 12 phonemic equivalence classes were available, any given word would be highly similar to
only a few other words. Percent information extracted~PIE! @D. Carter, Comput. Speech Lang.2,
1–11 ~1987!# provided evidence that high-frequency words tend not to reside in the same lexical
equivalence classes as other high-frequency words. The steepness of the functions obtained for each
metric shows that small increments in the number of visually perceptible phonemic distinctions can
result in substantial changes in lexical uniqueness. ©1997 Acoustical Society of America.
@S0001-4966~97!05112-6#

PACS numbers: 43.71.An, 43.71.Es, 43.71.Ma@WS#

INTRODUCTION

Spoken word recognition depends on the process of se-
lecting a word candidate from a set of word patterns stored in
memory. Current models of auditory spoken word recogni-
tion agree that the speed and ease of this selection process is
partially a function of the lexical properties of the target
word ~Lahiri and Marslen-Wilson, 1991; Luceet al., 1990;
McClelland and Elman, 1986; Norris, 1994!. Spoken word
recognition is facilitated for frequently used words and for
words perceptually similar to few other words~i.e., words
with few neighbors!. The effects of these lexical properties
are particularly important when the phonetic information in
the speech signal is degraded~Luce et al., 1990!. In
speechreading~lipreading!, where spoken word recognition
occurs on the basis of viewing rather than listening to the
talker, the optical speech signal typically affords less pho-
netic distinctiveness1 than the acoustic speech signal. The
target word’s frequency and perceptual similarity to other
words will likely be a substantial contributor to the speed
and ease of word recognition for the speechreader. In the
current study, we modeled visual perceptual similarity
among words as a function of the number of perceptually
available phonemic distinctions.

Even under optimal perceptual conditions~e.g., adequate
lighting, moderate speaking rate, highly visible articulatory
gestures!, phonetic information is inadequate to specify all
the phonemes in the speechreader’s language. For example,
speechreaders may not perceive any distinctions among pro-
ductions of the consonants /"/, /!/, and /&/ ~Scheinberg,

1988!. The degree to which phonemic distinctions are un-
available is to a certain extent due to the articulatory charac-
teristics of the talker~Kricos and Lesner, 1982; Lesner,
1988!, the conditions~lighting, viewing angle, distance!, the
place of articulation, and the perceptual abilities of the
speechreader~Jeffers and Barley, 1971!. Current spoken
word recognition models~Lahiri and Marslen-Wilson, 1991;
Luce et al., 1990; McClelland and Elman, 1986; Norris,
1994! imply that loss of phonemic distinctions by itself does
not predict word intelligibility: because words are hypoth-
esized to be recognized within the lexical context of percep-
tually similar words, the distribution of phoneme patterns for
words in the language is also determinative of intelligibility.

For example, the English word ‘‘bought’’ remains lexi-
cally distinct from all other words after the loss of the dis-
tinctions between /"/, /!/, and /&/. ‘‘Pought’’ and ‘‘mought’’
are not words; therefore, a misperception of ‘‘bought’’ as
either of these nonwords could nevertheless result in an ac-
curate identification of the only existing word ‘‘bought.’’
Alternatively, under the same conditions, ‘‘bat’’ would not
have a similar advantage versus ‘‘pat’’ and ‘‘mat.’’

Nitchie ~1916! and Berger~1972! attempted to estimate
the loss of perceptual uniqueness~i.e., homopheny! of En-
glish words experienced by speechreaders. According to
Nitchie, approximately 50% of words in colloquial English
speech are perceptually unique for the average speechreader.
Berger estimated that, taking frequency of use into account,
between 51% and 55% of the common words in English
remain unique. Although the authors never fully specified
their methods, it is clear that they used a fixed estimate of the
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number of available phonemic distinctions, which did not
take into account the occurrence of variation in visual pho-
netic distinctiveness due to a range of factors~some of which
were mentioned earlier!. Furthermore, their analyses focused
solely on percentage of unique words in the lexicon. Because
the number of words perceptually similar to the target word
influences its speed and ease of auditory spoken word recog-
nition ~Luce et al., 1990!, the number of words a
speechreader must discriminate among during recognition
must be taken into account in order to obtain informative
estimates. A computational modeling study of lexical
uniqueness in English was undertaken in which the number
of available phoneme distinctions was systematically varied
to model a range of visual-phonetic information. Several dif-
ferent quantitative measures were also examined in order to
understand better how the distribution of word phoneme pat-
terns in English is affected by the number of available pho-
nemic distinctions.

I. LEXICAL MODELING

A. Methods

The methods employed for the current study were origi-
nally developed in automatic speech recognition to assess the
feasibility of using broad phonetic transcription to select a
small subset of lexical candidates from a large lexical data-
base~Huttenlocher and Zue, 1984; Carter, 1987! and have
also been applied to the study of human spoken word recog-
nition ~see Altmann, 1990; Altmann and Carter, 1989; Pisoni
et al., 1985!.

The methodology was applied as follows: First, a pho-
nemically transcribed machine-readable lexical database was
selected to serve as a representative sample of the words in
the language. Along with a phonemic transcription, each
word in the database had an estimate of its frequency of
occurrence in the language. Second, transcription rules were
defined on the basis of measures of phonetic similarity. The
transcription rules were in the form of single-symbol substi-
tutions for all phonemes in phonemic equivalence classes. A
phonemic equivalence classcomprised the set of phonemes
rendered equivalent by the loss of phonetic distinctiveness.
~For example, if /b/, /p/, and /m/ belong to a single phonemic
equivalence class, then a rule was defined to transcribe each
occurrence of /b/, /p/, and /m/ into a symbol representing the
equivalence class.! Third, the lexical database was then tran-
scribed according to the rules.Lexical equivalence classes
were formed by collapsing across identically transcribed
words. ~For example, under the phoneme equivalence class
definition given above, ‘‘pat’’ and ‘‘bat’’ would both belong
to the same lexical equivalence class.! Lastly, metrics were
computed to compare the distribution of patterns in the
newly transcribed lexicon with the distribution of patterns in
the original lexicon.

1. Lexical database

The method described above was applied to the PhLex
database~Seitz et al., 1995!. PhLex’s entries include the

19 052 most frequent words in the Brown corpus~Kucera
and Francis, 1967!, the 19 750 words listed in the Hoosier
Mental Lexicon~Nusbaumet al., 1984!, and 1173 words ex-
tracted from stimulus and response sets from our laboratory.
In total, after accounting for overlapping entries in the source
lists, the PhLex database contains 32 377 unique ortho-
graphic entries. In addition to orthographic transcriptions, all
of PhLex’s entries have baseform phonemic transcriptions2

that include stress and syllabification symbols, estimates of
frequency of usage~Kucera and Francis, 1967!, and subjec-
tive familiarity ratings~Nusbaumet al., 1984!. When an es-
timate of a word’s frequency of occurrence was not avail-
able, it was assumed to be equal to 1. All frequencies were
log-transformed to the base 10.

2. Transcription rules

Sets of transcription rules were developed using previ-
ously published perceptual data on speechreading~Eberhardt
et al., 1990; Montgomery and Jackson, 1983!. Consonant
transcription rules were based on visual consonant identifi-
cation data collected in a Consonant-/Ä/ environment~Eber-
hardt et al., 1990!, with overall percent correct of approxi-
mately 34.6%. Vowel transcription rules were based on
visual vowel identification data collected in the environment
/*/-Vowel-/g/ ~Montgomery and Jackson, 1983!, with overall
percent correct of 54.2%. Estimates of visual phonetic simi-
larity were obtained from multidimensional scaling solutions
of the obtained consonant and vowel confusion matrices
~Bernstein et al., 1994!. The analyses employed 40 pho-
nemes, 17 vowels and 23 consonants. The similarity esti-
mates were submitted to separate hierarchical cluster analy-
ses using the average linkage between groups method
~Aldenderfer and Blashfield, 1984; SPSS, 1990!. Hierarchi-
cal cluster analysis was used to algorithmically generate
nested sets of phonemic equivalence classes by incremen-
tally joining phonemes based on their estimated similarity.

Sets of transcription rules~see Table I! were generated
to model a range of visual phonetic distinctiveness due to a
range of viewing conditions, talker characteristics, and
speechreaders’ abilities. Transcription rule sets were gener-
ated by hierarchically varying the total number of phonemic
equivalence classes between 1 and 40. Thus, when there was
only one equivalence class, all the consonants and vowels
were transcribed as a single symbol. When there were 40
equivalence classes, each one contained a unique phoneme
of English. Because perceptual data were not available for
/. - G/, /./ was assumed to be most similar to /#/, /-/ was
assumed most similar to /Ä/, and /G/ was assumed most simi-
lar to /g/. Vowels and consonants were assumed to be maxi-
mally dissimilar, except for the consonant /j/ which was in-
cluded in the vowel confusion matrix. Thus, except for the
one equivalence class that contained all the phonemes and
the ones that contained /j/, no phonemic equivalence class
contained both consonants and vowels.

Table I lists the sets of phonemic equivalence classes
employed in the current study. The table shows that the num-
ber of vowel and consonant equivalence classes was allowed
to increase at the same rate. One heuristic for determining
the appropriate number of clusters to represent a perceptual
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data set is to look for large increases in the distance coeffi-
cients over which clusters are being formed at each stage of
the analysis. The logic behind this strategy is that a large
increase in the distance coefficient reflects the joining of two
relatively dissimilar clusters, and therefore the appropriate
cluster solution includes all the clusters formed up to, but not
including, that stage~Aldenderfer and Blashfield, 1984!. Ex-
amination of the distance coefficients obtained in the current
cluster analyses suggested that 12 phonemic equivalence
classes best approximated the phonemic distinctions per-
ceived by the speechreaders whose data generated the con-
fusion matrices. Furthermore, these 12 phonemic equiva-
lence classes correspond to previous estimates of visually
available phonemic distinctions~see Jackson, 1988!. In ad-
dition, 28, 19, and 10 phonemic equivalence classes were
selected to represent3

4,
1
2, and 1

4 of total number of vowels
and consonants.

3. Application of transcription rules

Following transcription, lexical equivalence classes
were formed by collapsing across identically transcribed
words. Table II displays examples of the application of rules
to the words ‘‘tan’’ and ‘‘cat.’’ The first column in Table II
gives the number of equivalence classes in the transcription
set from which each set of relevant rules for the example is
taken. ~The complete sets are in Table I.! The third and
fourth columns list the transcriptions of ‘‘tan’’ and ‘‘cat,’’
after the application of the transcription rules. The two words
enter into the same lexical equivalence class for all rule sets
with ten or fewer phonemic equivalence classes.

The distribution of perceptually similar word patterns
could be influenced by lexicon size or method of subsam-
pling the lexicon. Specifically, common and rare words dif-
fer in phonemic composition, and common words tend to be

TABLE I. Phonemic equivalence classes employed in the development of transcription rule sets. All phonemes
within a set of brackets were considered perceptually equivalent.

Number of phonemic
equivalence classes Phonemic equivalence classes

28 $É% $*% $..% $Ç% $~*% $(,{% $|,}% $,% $Å(% $Å% $~(% $.,Ä,#,-%
$",!,&% $),3% $(% $'% $%% $G,+% $*% $$% $#% $2,6%
$4,.% $Z,Y% $b% $#,b% $c% $$c%

19 $É,*,..% $Ç,~*% $(,{% $|,}% $,% $Å(% $Å% $~(,.,Ä,#-,-% $",!,&%
$),3% $(% $',%% $G,+% $*% $$% $#,2,6% $4,.% $Z,Y% $b,#b,c,$c%

12 $É,*,..% $Ç,~*% $(,{,|,},,% $Å(% $Å,~(,.,Ä,#,-% $",!,&% $),3%
$(,',%,G,+,*% $$,#,2,6% $4,.% $Z,Y% $b,#b,c,$c%

10 $É,*,..% $Ç,~*% $(,{,|,},,% $Å(,Å,~(,.,Ä,#,-%
$",!,&% $),3% $(,',%,G,+,*,$,#,2,6% $4,.% $Z,Y% $b,#b,c,$c%

2 $É,*,..,Ç,~*,(,{,|,},,,Å(,Å,~(,.,Ä,#,-%
$",!,&,),3,(,',%,G,+,*,$,#,2,6,4,.,Z,Y,b,#b,c,$c%

1 $É,*,..,Ç,~*,(,{,|,},,,Å(,Å,~(,.,Ä,#,-,",!,&,),3,(,',%,G,+,*,$,#,2,
6,4,.,Z,Y,b,#b,c,$c%

TABLE II. Transcription examples for ‘‘tan’’ and ‘‘cat.’’ All phonemes within a set of brackets were rewritten
into a single symbol represented here by upper-case letters.

Number of phonemic
equivalence classes in
transcription rule set Relevant transcription rules

Transcriptions
of

‘‘tan’’ ‘‘cat’’

19 $,%⇒A TAN NAT
$#,2,6%⇒T
$',%%⇒N

12 $(,{,|,},,%⇒A DAN NAD
$$,#,2,6%⇒D
$(,',%,G,+,*%⇒N

10 $(,{,|,},,%⇒A DAD DAD
$(,',%,G,+,*,$,#,2,6%⇒D

2 $É,*,..,Ç,~*,(,{,|,},,,Å(,Å,~(,.,Ä,#,-%⇒V CVC CVC
$",!,&,),3,(,',%,G,+,*,$,#,2,6,4,.,Z,Y,b,#b,c,$c%⇒C

1 $É,*,..,Ç,~*,(,{,|,},,,Å(,Å,~(,.,Ä,#,-,",!,&,),3,(,',
%,G,+,*,$,#,2,6,4,.,Z,Y,b,#b,c,$c%⇒P

PPP PPP
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more like other common words~Landauer and Streeter,
1973!. Thus, transcriptions and metrics were applied to three
partitionings of the lexical database. One corresponded to the
1052 most frequent words in the Brown Corpus~Kucera and
Francis, 1967!, henceforth, ‘‘1K;’’ the second to the 4995
most frequent words, ‘‘5K;’’ and the third to the entire
31 081 word lexicon, ‘‘30K.’’3 Several words at the 1000-
word and 5000-word cutoff points had identical frequencies
of occurrence.

The presence or absence of stress and syllabification in
the transcriptions was manipulated to explore effects of su-
prasegmental information. The PhLex database contains two
levels of marked stress and a third unmarked level. When
stress and syllabification were taken into account, two words
were considered equivalent only when their phonemic,
stress, and syllabification patterns were identical. For ex-
ample, the noun ‘‘convert’’ and the verb ‘‘convert’’ were not
equivalent when stress was taken into account in the analy-
sis.

4. Quantitative analyses

Following transcription, three commonly employed met-
rics were computed on the results~see Altmann, 1990!. Each
metric examined a different aspect of lexical equivalence.
The first metric,frequency-weighted percent words unique,
estimated the proportion of unique words in the transcribed
partition of the lexicon. The second metric,frequency-
weighted expected classsize, estimated the average number
of words in lexical equivalence classes in the transcribed
partition of the lexicon. The third metric,percent informa-
tion extracted, or PIE ~Carter, 1987!, estimated information
remaining in the lexicon. The PIE values are a function of
the size of resulting lexical equivalence classes and the dis-
tribution of frequencies for words within lexical equivalence
classes.

Frequency-weighted percent words unique was com-
puted as

%WU5
(a51

nU FU

( i 51
nL Fi

3100, ~1!

wherenU was the total number of unique entries after tran-
scription, FU was the frequency of occurrence for unique
words in the transcribed lexical partition,nL was the number
of words in the lexicon, andFi was the frequency of occur-
rence of words in the original lexical partition. The
frequency-weighted metric was intended as an estimate of
the extent to which unique words would be encountered in
everyday language by a deaf speechreader.

Frequency-weighted expected class size was computed
as

ECS5
1

FL
(
a51

nE

I aFa , ~2!

whereFL was the sum of frequencies of occurrence of all
words in the lexical partition,nE was the total number of
lexical equivalence classes,I a was the number of words in
equivalence classa, andFa was the sum of frequencies of
occurrence of the words in equivalence classa. This metric

was intended as an estimate of the average size of the
frequency-weighted equivalence classes that would typically
be encountered in everyday language.

The PIE~Carter, 1987! was computed as

PIE5
(a51

nE pa log pa

( i 51
nL pi log pi

3100, ~3!

wherenE was the total number of equivalence classes after
transcription,pa was the sum of the probabilities of occur-
rence for words in equivalence classa, nL was the number
of words in the lexicon,pi was the probability of occurrence
of word i , and log was taken to the base 2. The probability of
a word’s occurrence was computed by dividing its raw fre-
quency of occurrence by the total number of occurrences in
the Brown corpus~Kucera and Francis, 1967!.

The PIE is an information theoretic metric, developed by
Carter~1987!, of the amount ofinformation extracted from
the lexicon when the number of available phonemic distinc-
tions is reduced. In essence, PIE is the number of binary
units ~bits! required to code the lexiconafter transcription
divided by the number of bits required to code theoriginal
lexicon multiplied by 100. For example, an original lexicon,
containing four equally frequent words, could be coded by
two bits. One bit dividing the entire lexicon in half and a
second bit dividing each half of the lexicon in half again. A
transcription of that lexicon resulting in two equally frequent
lexical equivalence classes could be coded by a single bit.
The resulting PIE would be equal to 50%. In contrast to
expected class size, PIE is sensitive to the distribution of
frequencies within lexical equivalence classes. Specifically,
PIE is high when all the equivalence classes are roughly
equal in frequency which is better approximated when fre-
quent words are in different equivalence classes~see Carter,
1987, for a detailed discussion of PIE!.

B. Results and discussion

The results of the analyses for each log-frequency-
weighted metric are plotted in Figs. 1–3 as a function of the

FIG. 1. The log-frequency-weighted percentage of words unique for 1–40
phonemic equivalence classes is plotted for 30 K-, 5 K-, and 1 K-word
partitions of the lexicon. The unweighted percentage of words unique for
1–40 phonemic equivalence classes is plotted for the 30 K partition of the
lexicon.
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number of phonemic equivalence classes in a transcription
rule set. Because results were unaffected by the presence
versus absence of stress and syllabification, in Figs. 1–3 only
the results for analyses with stress and syllabification were
plotted. In addition, the unweighted statistics are also plotted
in Figs. 1 and 2 for the 30K partition of the lexicon. Only
small differences were observed between the unweighted and
the log-frequency-weighted data for the 5K and 1K parti-
tions, thus the unweighted 5K and 1K data were not plotted
in Figs. 1 and 2. Examination of raw frequency-scaled analy-
ses~i.e., frequencies were not log-transformed!, in which all
lexical partitions were influenced equivalently by the scaling,
suggested that the small effect of log-frequency scaling on
the 5K and 1K partitions was related to a trivial interaction
of the log scaling and the distribution of frequencies in these
lexical partitions.

In Figs. 1–3, 12 phonemic equivalence classes repre-
sented the best fit by the cluster analyses for both the conso-
nant and vowel data. Beyond 12 equivalence classes, the
distance coefficients in the cluster analyses were very small.
This means that additional equivalence classes that were
formed as a result of hierarchically separating larger ones

into smaller ones represented perceptual distinctions not re-
liably made by the subjects who viewed the syllables. Thus,
if the abscissas of the figures were translated into perceptual
distance, they would be highly compressed as the number of
equivalence classes increases beyond 12.

Frequency-weighted percent words unique~Fig. 1! in-
creased as the number of visible phonemic equivalence
classes increased. Only a small effect of lexical partition size
was obtained. These results demonstrate that the distribution
of phoneme patterns constituting words in English substan-
tially preserves visual lexical uniqueness, even when the
transcription employs only 12 phonemic equivalence classes
~i.e., far fewer than half the number of phonemes in the
language!. This number of equivalence classes corresponds
to 54%–63% words unique across partitions. Berger’s
~1972! frequency-weighted lexical uniqueness estimate of
51% falls below our estimates.

Frequency-weighted expected class size~Fig. 2! de-
creased as the number of phonemic equivalence classes in-
creased. Expected class size increased slightly as the size of
the lexical partition increased. For 12 phonemic equivalence
classes, frequency-weighted expected class size was 5.1
words for the 30K lexicon. On average, any given word is
predicted to be equivalent with only a few other words, when
at least 12 equivalence classes are available.

The PIE~Fig. 3! increased as the number of phonemic
equivalence classes increased. However, the largest change
in PIE was between 0 and 12 equivalence classes: above 12
equivalence classes, most of the information has been ex-
tracted from the lexicon. For 12 phonemic equivalence
classes, 92% of the information was extracted. The PIE val-
ues were essentially identical, independent of lexical parti-
tion size.

The high PIE values obtained even with few equivalence
classes provide evidence that high-frequency words tend to
reside in equivalence classes with lower frequency words.
An implication of this finding is that a speechreader could
optimize word recognition accuracy by selecting the most
frequent word in a lexical equivalence class. The current
results are somewhat surprising given the results Landauer
and Streeter~1973! ~Pisoni et al., 1985; but see Bard and
Shillcock, 1993! have reported indicating that common
words tend to be more like other common words. However,
the present study differed from previous investigations not
only in terms of the nature of similarity among words~visual
versus auditory!, but also in terms of the operational defini-
tion of similarity among words, the lexical entries employed
in the analyses, and the metrics employed to assess the simi-
larity of words. Therefore, further analyses are required to
assess whether the current results are idiosyncratic to
speechreading or have general implications for spoken word
recognition.

II. GENERAL DISCUSSION

A. Subject characteristics

The present results demonstrate that lexical uniqueness
varies substantially with the number of available phonemic
distinctions. Thus, the level of performance in the nonsense

FIG. 2. The log-frequency-weighted expected class size for 1–40 phonemic
equivalence classes is plotted for 30 K-, 5 K-, and 1 K-word partitions of the
lexicon. The unweighted expected class size for 1–40 phonemic equivalence
classes is plotted for the 30 K partition of the lexicon.

FIG. 3. The percent information extracted for 1–40 phonemic equivalence
classes is plotted for 30 K-, 5 K-, and 1 K-word partitions of the lexicon.
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syllable confusion matrices used to estimate phonemic
equivalence must be considered in interpreting results of the
type presented here.

Berger’s~1972! previous estimate of 51% words unique
for the average speechreader is below our estimate of 54%–
63% for 12 phonemic equivalence classes obtained on the
basis of data from relatively inaccurate hearing speechread-
ers. The consonant confusion data employed here were ob-
tained from matrices with 34.6% correct responses. These
subjects also speechread CID Everyday Sentences~Davis
and Silverman, 1970! and had mean scores of 24.9% key-
words correct at pretest and 35.3% at posttest. Although
these scores are typical in the speechreading literature for
hearing adult subjects, this performance level is low in com-
parison with that observed for expert deaf speechreaders.
Bernsteinet al. ~1996! reported that expert deaf speechread-
ers ~in the upper quartile of subjects! scored between 61%
and 79% words correct on the same sentence materials.
These expert deaf speechreaders have achieved 41% correct
~with a range from 37%–47% correct! with the same CV
materials~Eberhardtet al., 1990; Bernsteinet al., 1996!. The
consonant confusion data employed in the current study is
comparable to that used by Berger~1972!. However, the cur-
rent study may represent a conservative estimate of
phonemic/lexical uniqueness in the skilled speechreader. We
are currently collecting consonant and vowel confusion data
from skilled deaf speechreaders to investigate this hypoth-
esis.

B. Lexical characteristics

The high obtained PIE values provide evidence that
high-frequency words do not reside in the same lexical
equivalence classes as other high-frequency words~Carter,
1987!. As suggested earlier, a speechreader might optimize
word recognition accuracy by selecting the most frequent
word in a lexical equivalence class. Current models of spo-
ken word recognition predict a bias toward selection of high-
frequency words in the absence of other discriminating in-
formation. We predict that word recognition in
speechreaders employs the same biasing processes as those
for auditory spoken word recognition, a hypothesis that
awaits empirical testing.

C. Modeling assumptions

Two simplifying assumptions employed in our analyses
are relevant when considering the relationship of our model-
ing results to human performance. First, vowels and conso-
nants were operationally defined to be equally distinct and to
change their distinctiveness at equal rates. The decision to
increase the number of vowel equivalence classes at the
same rate as the consonant equivalence classes was a prag-
matic one. In the literature, phoneme identification studies
have not been conducted in such a way as to provide infor-
mation on how visibility of vowels and consonants covaries
for individual speechreaders. Such data are needed for accu-
rately modeling changes in visibility across the entire phone-
mic inventory of a language.

Second, phonetic similarity was estimated based on
identification of phonemes in monosyllabic nonsense syl-
lables. Coarticulation effects arising from variation in sur-
rounding phonetic contexts have been demonstrated to alter
phoneme identification by speechreaders~Benguerel and
Pichora-Fuller, 1982; Jackson, 1988!. The use of phoneme
identifications with monosyllabic nonsense syllables could
lead to either an under-or overestimation of the phonetic in-
formation available to the speechreader. Although coarticu-
lation is frequently thought to reduce phonetic information,
Church ~1987! has argued~for acoustic speech! that it is
informative for identifying words. We are currently collect-
ing consonant and vowel identification data within a wide
variety of disyllabic nonsense word contexts to further refine
our estimates of the visually available perceptual informa-
tion. Preliminary analyses suggest that the distribution of
words in the language substantially preserves uniqueness
even when variability due to phonetic context is taken into
account~Auer et al., 1997!.
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Stop-consonant and vowel perception in 3- and 4-year-old
children
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Recent research on 5- to 11-year-old children’s perception of stop consonants and vowels indicates
that they can generally identify these sounds with relatively high accuracy from short duration
stimulus onsets@Ohdeet al., J. Acoust. Soc. Am.97, 3800–3812~1995!; Ohdeet al., J. Acoust.
Soc. Am.100, 3813–3824~1996!#. The purpose of the current experiments was to determine if
younger children, aged 3–4 years, can also recover consonant and vowel features from stimulus
onsets. Ten adults, ten 3-year olds, and ten 4-year-olds listened to synthesized syllables composed
of combinations of@b d g# and @i u Ä#. The synthesis parameters included manipulations of the
following stimulus variables: formant transition~moving or straight!, noise burst~present or absent!,
and voicing duration~10, 30, or 46 ms!. Developmental effects were found for the perception of
both stop consonants and vowels. In general, adults identified these sounds at a significantly higher
level than children, and perception by 4-year-olds was significantly better than 3-year-olds. A
developmental effect of dynamic formant motion was obtained, but it was limited to only the@g#
stop consonant. Stimulus duration affected the children’s perception of vowels indicating that they
may utilize additional auditory information to a much greater extent than adults. The results support
the importance of information in stimulus onsets for syllable identification, and developmental
changes in sensitivity to these cues for consonant and vowel perception. ©1997 Acoustical
Society of America.@S0001-4966~97!02212-1#

PACS numbers: 43.71.An, 43.71.Es, 43.71.Ft@WS#

INTRODUCTION

A conceptualization of speech is its lack of a one-to-one
correspondence between attributes of the acoustic signal and
the phonetic percept. Thus perception is presumably based
on an active perceptual system which interprets the acoustic
signal at a higher level in terms of some abstract features
perhaps based on speech production~Libermanet al., 1967!.
This view assumes that, for stop consonants, noise bursts and
transitions provide independent cues at some level. However,
others have speculated that formant transitions as well as
noise bursts are secondary cues which are learned in the
perceptual development of speech sounds~Blumstein and
Stevens, 1980!. According to Blumstein and Stevens, per-
ceptual integration of bursts and the initial portion of formant
transitions form a single integrated stimulus onset property.
This stimulus onset property is characterized by an invariant
gross shape for place of articulation independent of the
vowel context.

It has been hypothesized that young children integrate
acoustic cues in phonetic perception, but that they apply dif-
ferent perceptual weights to these properties than do adults
~Morrongiello et al., 1984!. In the perception of stop-
consonant place of articulation, Walley and Carrell~1983!
found that young children’s responses were influenced by the
presence of formant transitions. They concluded that the di-

rection and extent~duration! of formant transitions were
probably important in the perceptual development of place of
articulation. Thus young children may place greater percep-
tual weight on dynamic cues such as formant transition mo-
tion than on potentially invariant stimulus onset cues com-
posed of the burst and the initial part of the formant
transition~Blumstein and Stevens, 1980!.

Perceptual studies of the salience of formant transitions
in adult stop-consonant perception show that these properties
form trading relations with other acoustic correlates of
sounds. Specifically, formant transitions appear to play a sec-
ondary role to the burst in the context of@i# and@u#, whereas
they play a primary role relative to the burst in the context of
@Ä# ~Dormanet al., 1977!. Children, on the other hand, ap-
pear to have difficulty processing stimulus onset cues such as
noise bursts in the perception of stop-consonant place of ar-
ticulation ~Parnell and Amerman, 1978!. Thus it may be that
young children weight formant transition cues to a greater
extent than adults, because of a basic difficulty in perceiving
noise cues. If children weight formant transition cues to a
greater extent than noise cues, it would be predicted that
their stop-consonant perception would be poorer in the con-
text of high vowels than low vowels, because formant cues
play a secondary role to noise cues in these environments.

Previous research on children 5 years and older found
that they were no more sensitive to the direction and extent
of formant transitions than adults~Ohdeet al., 1995!. In the
Ohdeet al. study, the general pattern of results for children
and adults was similar for stimuli without formant motion as

a!Current address: Division of Speech and Hearing Sciences, Department of
Medical Allied Health Professions, The School of Medicine, CB# 7190
Wing D Medical School, The University of North Carolina at Chapel Hill,
Chapel Hill, NC 27599-7190.
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for stimuli with formant motion. Furthermore, the presence
of the burst improved identification for the alveolar and velar
places of articulation for all age groups, although in the@g#
context was particularly important for the 11-year-olds and
adults. Other developmental studies that examined the ef-
fects of the presence and absence of noise bursts have found
limited effects for this property~Williams and Bush, 1978;
Elliot et al., 1981!.

According to Blumstein and Stevens~1980!, stimulus
onsets contain properties that facilitate the processing of the
entire syllable, which then enables the listener to recover the
consonants and vowels composing the syllable. In their view,
place of articulation of consonants is cued by the gross shape
of the short-time spectrum sampled at the onset of the stimu-
lus, whereas vowel information is carried by the final values
of formant transition trajectories in the first several tens of
ms of the syllable onset. Vowels and consonants are pro-
cessed in parallel and lead to the identity of the syllable.
Blumstein and Stevens argue further that the identification of
the stimulus does not consist of two perceptual operations
involving the above properties, but rather the stimulus as a
whole signals the identity of the syllable composed of con-
sonant and vowel features. Thus acoustic properties at stimu-
lus onset also appear to be important for the identification of
vowels. Blumstein and Stevens found that adult listeners
were generally able to identify vowels from brief initial seg-
ments as short as 10–20 ms. For most stimuli, vowel identi-
fication was only slightly better for moving than straight
transitions. These perceptual findings are consistent with
acoustic data showing the salience of vowel onsets in pro-
duction ~Sussman, 1990!.

If the terminal values of formant transitions are impor-
tant in vowel perception, then these dynamic cues may play
a critical role in children’s vowel identification. Moreover, if
young children are more sensitive than adults to dynamic
cues, then they may place more weight on formant motion
cues than either static vowel targets or formant onset fre-
quencies. Several studies examining children and adults sup-
port the importance of dynamic formant information in
vowel perception~Parnell and Amerman, 1978; Jenkins
et al., 1983; Strangeet al., 1983; Parker and Diehl, 1984;
Murphy et al., 1989; Nearey, 1989; Foxet al., 1992; Ohde
et al., 1996!. Two developmental studies employed the ‘‘si-
lent center’’ paradigm in which only the initial and final
formant transitions were retained and the rest of the vowel
was replaced by silence~Murphy et al., 1989; Foxet al.,
1992!. Both children and elderly adults were poorer than
normal young adult controls at vowel identification from
these silent center stimuli. In both of these studies, the for-
mant transitions always contained motion so it is unclear if
this dynamic cue accounts for the poorer perception by these
populations. In a recent study~Ohdeet al., 1996!, 5- to 11-
year-old children identified vowels from short duration
stimulus onsets with or without formant motion. The findings
revealed that children and a normal adult control group were
similar in vowel identification from the formant motion cue.

Recent findings~Ohde et al., 1995, 1996! show that
children 5 years and older perceptually weight formant tran-
sitions similarly to adults in both consonant and vowel iden-

tification. This is consistent with a hypothesis that by 6 years
children identify at least some speech features similarly to
adults ~Sussman, 1993!. However, it is unclear if children
younger than 5 years of age uniquely weight dynamic cues in
the perceptual development of stop-consonants and vowels.
The general purpose of the current research was to determine
if 3- to 4-year-old children weight dynamic properties of stop
consonants and vowels in a manner different from adults,
and to determine if vowel context influences perception as
observed in phonological development~Stoel-Gammon,
1983; Davis and MacNeilage, 1990!.

I. TRAINING STIMULI: EXPERIMENTS I AND II

The stimuli were generated using a cascade/parallel for-
mant synthesizer~Klatt, 1980!. The sampling rate was 10
kHz and the output was low-pass filtered with a cutoff fre-
quency of 4 kHz. Nine different syllables, composed of the
voiced stops@b d g# followed by the vowels@i u Ä# were
synthesized with source and resonance parameters appropri-
ate for an adult male vocal tract. The synthesis parameters
were varied according to one training condition and several
experimental conditions. This section describes the genera-
tion of the training stimuli. Modifications of the training
stimuli into the various experimental stimuli are described
later in the contexts of the two experiments.

The training stimuli consisted of a 5–10 ms noise burst,
followed by 300-ms voicing. The voiced portions of the syl-
lables were generated with a cascade configuration of the
synthesizer. The onset of voicing was abrupt and the ampli-
tude remained constant throughout the syllable. The funda-
mental frequency (f 0) contour started at 103 Hz and rose in
a piecewise linear manner to 125 Hz within 30 ms, after
which it remained constant throughout the duration of the
voicing. Formant frequency specifications were modeled
after Blumstein and Stevens~1980!. The onset frequencies
for the first four formants were appropriate to the consonants
@b d g#, and the steady state frequencies for these formants
were appropriate to the vowels@i u Ä#. The starting fre-
quency forF1 in the @i# context was 180 Hz, and a target
frequency of 330 Hz was reached after a 15–30 ms transition
duration. In the@u# context, theF1 starting frequency was
180 Hz, and a target frequency of 370 Hz was reached after
a 15-ms transition duration. The starting frequency forF1 in
the@Ä# context was 200 Hz, and a target frequency of 720 Hz
was reached after a 20–45 ms transition duration. The dura-
tion of the F1 transition varied across different vowel and
consonant contexts. TheF1 transition durations were 15, 25,
and 30 ms for@bi#, @di#, and@gi#, respectively; 20, 30, and 45
ms for @bÄ#, @dÄ#, and @gÄ#, respectively; and 15 ms for@u#
syllables. Transition durations for all other formants~F2, F3,
andF4! were 40 ms. Starting frequencies and target frequen-
cies for the manipulated formants in the experiments are
listed in Table I. The frequencies of formants higher thanF4
were not manipulated, because of their limited correspon-
dence with articulatory positions. However, the default value
of F5 was raised from 3750 Hz to 4500 Hz and its band-
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width changed from 200 to 400, in order to minimize unde-
sirable influences of the fifth resonator on the amplitude of
adjacent formant peaks~Klatt, 1980; Walleyet al., 1984!.

Linear prediction analyses were obtained with high-
frequency preemphasis and a 25.6-ms half-hamming window
positioned at consonantal release~Kewley-Port, 1983!.
These analyses confirmed onset spectra and template speci-
fications as outlined by Blumstein and Stevens~1979!. Labi-
als had a diffuse-falling spectrum, alveolars a diffuse-rising
spectrum, and velars a midfrequency spectral peak~Ohde
et al., 1995!.

A 5–10 ms burst was appended to the stimuli 5–15 ms
prior to the onset of voicing. The burst duration was 5 ms for
stops in the@Ä# context and 10 ms for the@i# context. Like
F1 transition durations, the voice onset time was shortest for
the labial~5 ms!, intermediate for the alveolar~10 ms!, and
longest for the velar~15 ms! context. The bursts were gen-
erated by modifying the spectrum of a burst of white noise to
a shape appropriate for each place of articulation. This was
done by manipulating frequency specific amplitude controls
within a parallel configuration of the synthesizer. The same
noise burst was used to generate all stimuli, and the ampli-
tude and frequency parameters were modeled after those out-

lined by Klatt ~1980!. Some modifications were employed in
order to enhance the onset spectra~Blumstein and Stevens,
1979!, and to obtain adequate burst amplitudes relative to the
following vowel ~Bush, 1977; Blumstein and Stevens, 1980!.
Table II outlines all burst parameters that were manipulated
for the training stimuli in the experiments. Linear prediction
analyses revealed that the bursts appropriately enhanced the
integrated onset properties for each place of articulation, as
theoretically and empirically predicted~Blumstein and
Stevens, 1979, 1980!.

In labial stops, noise energy is distributed throughout the
spectrum. In order to obtain this effect, the AB~bypass path
amplitude! parameter was used. The labial burst amplitude
was adjusted to a value approximately 20 dB less than the
vowel in the 3500-Hz region~Stevens and Blumstein, 1978!.
The frequency contents for the alveolar and velar stops were
adjusted by manipulating amplitude controls for different
formant frequencies. The primary excitation frequency was
in the formant that corresponded with the spectral peaks of
the following vowel. This resulted in an excitation ofF2 for
@gu# and @gÄ#, F3 for @gi#, andF4 for @di#, @du#, and @dÄ#.
Although a single formant corresponded to the primary ex-
citation for the alveolar and velar syllables, weaker energy

TABLE I. Onset ~OF! and target frequencies~TF! of the first four formants~in Hz!, and their absolute
differences~TF-OF! for stimuli in experiments I and II.

Onset frequency
Target

frequency TF-OF
@bi# @di# @gi# @i# @bi# @di# @gi#

F1 180 180 180 330 150 150 150
F2 1800 2000 2400 2200 400 200 400
F3 2600 2800 3000 3000 400 200 0
F4 3200 3900 3400 3600 400 300 200

@bÄ# @dÄ# @gÄ# @Ä# @bÄ# @dÄ# @gÄ#

F1 200 200 200 720 520 520 520
F2 900 1700 1640 1240 340 460 400
F3 2000 2800 2100 2500 500 300 400
F4 3500 3500 3500 3500 0 0 0

@bu# @du# @gu# @u# @bu# @du# @gu#

F1 ••• 180 180 370 ••• 190 190
F2 ••• 1600 1400 1100 ••• 500 300
F3 ••• 2700 2000 2350 ••• 350 350
F4 ••• 3200 3200 3200 ••• 0 0

TABLE II. Amplitude ~A; in dB! control levels and bandwidths~B; in Hz! for the burst synthesis in experiment
I and Experiment II~B3, B5, andB6 were 110, 400, and 1000 Hz, respectively, across stimuli!.

Amplitude controls Bandwidth

A2 A3 A4 A5 A6 AB B2 B4

@bÄ# 52 0 0 0 0 58 50 250
@dÄ# 0 48 58 59 55 0 70 170
@gÄ# 52 43 46 46 36 0 70 250

@bi# 55 0 0 0 0 58 50 250
@di# 0 47 60 62 60 0 70 170
@gi# 0 53 43 45 45 0 70 250

@du# 0 53 60 48 36 0 70 170
@gu# 54 30 43 48 0 0 70 250
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was distributed throughout the spectrum. This established
continuity between burst release and vowel formants, similar
to that seen in normally produced syllables. The amplitudes
of the primary excitation for the alveolar and velar conso-
nants were adjusted to be 0–5 dB less than the amplitude of
the adjacent formant in the following vowels~Bush, 1977;
Blumstein and Stevens, 1980!.

II. EXPERIMENT I: STOP CONSONANT PERCEPTION

The purpose of experiment I was to answer the follow-
ing questions on the development of stop-consonant percep-
tion in 3- to 4-year-old children:~1! Do dynamic formant
transitions enhance perception of place of articulation in
young children?~2! What is the role of release bursts in
children’s perception of place of articulation? and~3! Is there
evidence of consonant and vowel interdependencies in the
perceptual development of place of articulation?

A. Method

1. Test stimuli

Six different syllables composed of the voiced stops
@b d g# followed by the vowels@i Ä# were used in this ex-
periment. The preparation of training stimuli is described in
Sec. I. The experimental stimuli had a duration of either 10
or 46 ms, and formant transitions and bursts were either
present or absent in accordance with four experimental con-
ditions:
~1! burst1moving transition,~2! burst1straight transition,
~3! no burst1moving transition, and~4! no burst1straight
transition.

The experimental stimuli were derived from the training
stimuli ~see Sec. I! by shortening the duration of voicing and
by varying the conditions of the burst and formant transi-
tions. As noted, parameters were manipulated according to
four experimental conditions. One 10-ms stimulus corre-
sponding to one glottal pulse, and one 46-ms stimulus con-
sisting of five glottal pulses were generated within each con-
dition. For the first condition, the experimental stimuli were
generated directly from each training stimulus by reducing
the duration of voicing. Thus these stimuli contained bursts
as well as moving formant transitions, and had the same
synthesis parameters as the training stimuli. However, the
short duration of the 10-ms stimuli prevented the fundamen-
tal frequency and formant frequencies from reaching their
target values. Instead, they reached values that were interpo-
lated in a piecewise linear manner from the training stimuli.
The second stimulus condition contained the burst, but not
formant transitions. The generation of the bursts was identi-
cal to the moving transition conditions. The stimuli had the
same onset frequencies as the corresponding stimuli with
formant transitions. However, the frequencies of the second,
third, and fourth formants remained constant, i.e., straight, at
the onset value throughout the syllable. Only the first for-
mant movement was retained in order to sustain the stoplike
quality of the stimuli ~Blumstein and Stevens, 1980!. The
third stimulus condition contained stimuli without bursts and
with moving transitions. The stimuli for the fourth condition
were equivalent to the third, except for the absence of a
formant transition. The burst and formant transition condi-

tions for one 46-ms syllable are shown in Fig. 1. In all, 48
experimental stimuli were produced~2 vowels33 conso-
nants34 conditions32 durations).

2. Subjects

The subjects were ten adults, ten 3-year-olds, and ten
4-year-olds. The 3-year-olds ranged in age from 3:5~years:
months! to 3:10 with a mean age of 3:9. The 4-year-olds
ranged from 4:1 to 4:6, with a mean age of 4:3. The mean
age for the adults was 26:1. All subjects were native speakers
of English. The children exhibited normal articulation, de-
fined as performance within normal limits on theArizona
Articulation Proficiency Scale-Revised~Fudala, 1970!, and
age appropriate language abilities based on performance
within normal limits on the Test of Early Language
Development—2nd Edition~Hreskoet al., 1991!. The adults
used a standard American dialect and showed no evidence of
speech or language impairment on the basis of informal as-
sessment. Finally, a hearing screening at 20 dB for the oc-
tave frequencies between 500 and 4000 Hz was performed
on both children and adults prior to each testing session. All
subjects were paid for their participation and the children
selected a toy that was given as a prize at the completion of
all testing. Three 4-year-olds did not pass the speech–
language–hearing screening, and eight 3-year-olds and one
4-year-old were unable or unwilling to complete the percep-
tual testing. These children were replaced by new subjects.1

3. Procedure

The training and testing were conducted in an IAC booth
over earphones at a comfortable listening level~80 dB SPL!.
The stimulus presentation and data collection were con-
trolled by a PDP 11/73 computer. A 2AFC rather than a
3AFC testing paradigm was used, because previous pilot

FIG. 1. Spectrograms of the training~A!, burst1five glottal pulses moving
transition~B!, burst1five glottal pulses straight transition~C!, no burst1five
glottal pulses moving transition~D!, and no burst1five glottal pulses
straight transition~E! for the syllable@dÄ#.
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testing suggested that children in these young age groups had
difficulties learning and remembering three categories. Six
experimental runs were presented, each preceded by a train-
ing sequence. The two vowel contexts were tested separately.
Within each vowel context, stimuli were grouped in sets cor-
responding to the three possible pairwise combinations of
consonants. The order of the vowel context as well as the
syllable combinations were counterbalanced across subjects.
The adults responded by pushing one of two buttons on a
response box. The buttons were labelled either ‘‘b’’ and
‘‘d,’’ ‘‘b’’ and ‘‘g,’’ or ‘‘d’’ and ‘‘g,’’ depending on the
presented contrast. The children responded by pointing to,
and saying the name of one of two depicted puppets. The
puppets were named according to the stimulus syllables. In
the @i# context, the three puppet pairs were@bi#–@di#, @bi#–
@gi#, and @di#–@gi#. Similarly, the pairs in the@Ä# context
were @bÄ#–@dÄ#, @bÄ#–@gÄ#, and @dÄ#–@gÄ#. One experi-
menter was always in the booth with the child, monitoring
the level of attention and recording the responses by pressing
the corresponding buttons on the response box. The child
and the experimenter sat facing each other on opposite sides
of a small table. For all subjects, one experimenter outside
the booth monitored the accuracy of the responses and con-
trolled the presentation of the different conditions.

a. Training. A sequence of training procedures was
used to obtain reliable performance. The children partici-
pated in an initial period of structured play in order to help
them associate the names with the puppets. The experimenter
interacted with the child in a play situation, using the two
puppets that were to be used in the following perception test.
During this interaction, an attempt was always made to fol-
low the child’s lead of attention and in other ways prompt
the child to participate actively. The names of the puppets
were repeatedly modeled by the experimenter during the
play, and the child was occasionally prompted to produce the
names. When the child was able to name both puppets cor-
rectly, the real puppets were put aside and replaced by their
photographs.

Next, the child was required to repeat the name pro-
duced in a live voice by the experimenter and point to the
photograph of the named puppet. After two correct identifi-
cations of both puppets presented consecutively, the training
proceeded to stimulus presentation through headphones. The
experimenter that was in the booth was able to hear the
stimuli through headphones as well, and was thereby able to
give corrective feedback if needed. Three training runs were
presented to the children as well as the adults. First, five
digitized productions of each syllable by a male adult were
presented. Next, five repetitions of each of the synthesized
training syllables were presented. Subjects were required to
identify at least eight of ten syllables in each of these condi-
tions before proceeding to the experimental conditions. Oc-
casionally, subjects did not demonstrate reliable identifica-
tion of synthesized training stimuli. In these cases, additional
training was provided by presenting several exemplars of the
stimuli with concurrent feedback as to the correct response.
Finally, one example of a five-glottal-pulse stimulus for each
of the consonants was presented to familiarize the subjects

with the shorter stimuli that were to be presented in the ex-
perimental condition.

b. Testing. Within each experimental run, the stimuli
were blocked according to the conditions of the burst and
formant transitions. The sequence of presentation for a
given run was burst1moving transitions, burst1straight
transition, no burst1moving transition, and no burst
1straight transition.2 The four stimuli~2 consonants32 du-
rations! in each of these conditions were repeated two times
and presented in a random order. Because each stimulus was
tested in two runs~contrasting with each of the other conso-
nants!, this resulted in a total of four repetitions of each
stimulus. For the adults, the stimuli were presented with a
3-s interstimulus interval. For the children, the stimulus pre-
sentation was adjusted to the child’s response rate, so that no
stimulus was presented until the child had responded to the
previous one. During the testing of the children, the experi-
menter did not wear earphones and was therefore unaware of
the nature of the stimulus. However, the time of presentation
for each stimulus was observed through the activation of a
LED light on the response box. The children were prompted
to respond to all presentations. If a discrepancy occurred
between the child’s manual and verbal response, the experi-
menter asked for a clarification. This almost always resulted
in a matching response. In the few cases where this did not
occur, the manual response was noted. The children were
reinforced verbally and with stickers at the end of each run.

Reliable performance throughout the testing was en-
sured by monitoring the subjects’ responses to synthesized
training stimuli inserted among the experimental stimuli.
Eight training stimuli were inserted within each of the six
blocks of 32 stimuli for each consonant combination, and
subjects were required to correctly identify an average of at
least 75% of these across the six testing blocks. The mean
level of performance was 85% for the 3-year-olds, 93% for
the 4-year-olds, and 100% for the adults. The adults com-
pleted the testing within a single session. The mean number
of sessions required for screening, training, and testing for
the children were 4.1 for both the 3-year-old and 4-year-old
groups.

4. Statistical analyses

Three repeated measures analyses of variance on the
arcsine transformed percents of each place of articulation
~@b#, @d#, and@g#! were used to analyze the data. These analy-
ses included the between factor of age, and the within factors
of burst ~burst and no burst!, vowel ~@i# and @Ä#!, transition
type ~straight and moving!, and voicing duration~10 and 46
ms!. Followup analytical comparisons including tests of
simple main effects and appropriate Newman Keuls’post
hoc tests were used to examine relevant significant interac-
tions ~Keppel, 1991!. Significant results at thep,0.05 orp
,0.01 levels are reported.

B. Results and discussion

As Figs. 2, 3, and 4 illustrate, identification of stop-
consonant place of articulation from the burst1moving tran-
sition stimuli was high for all listeners in the@Ä# context.
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However, the 3-year-olds in particular had difficulty identi-
fying @b# and @g# in the @i# context. Moreover, both 3- and
4-year-olds had more difficulty processing stop consonants
than adults in both vowel contexts for burst1vowel onset
stimuli without formant motions. On the other hand, formant
motion contributed little to stop-consonant identification in
adults. In general, listeners across age levels had more diffi-
culty identifying the no burst1moving transition stimuli than
stops with bursts, indicating the importance of the burst in
the perception of place of articulation. The deletion of the
burst influenced the short duration stimuli more than the
longer duration stimuli. With the 46-ms stimuli, stop identi-
fication was near 100% across place of articulation for adult
listeners. In contrast, 3- and 4-year-old children experienced
difficulty in identifying place of articulation of stops for
short and long duration stimuli in both vowel contexts. The
general pattern of results obtained for the no burst1vowel
onset stimuli without formant motions is similar to that for
the no burst1vowel onset stimuli with formant motions.
However, children were poorer at identifying stops, espe-
cially @g#, for straight transition than moving transition
stimuli.

A repeated measures analysis of variance of the@b#
stimuli revealed significant main effects of age@F(2,27)

513.27; p,0.01#, vowel @F(1,27)584.68; p,0.01#, tran-
sition @F(1,27)55.96; p,0.05#, and voicing duration
@F(1,27)512.96; p,0.01#.3 None of the age interactions
were significant.Post hoccomparisons revealed higher labial
stop identification for adults than either the 3- and 4-year-
olds. Also, the 4 -year-olds identified@b# at a significantly
higher rate than the 3-year-olds. Transition type, vowel con-
text, and transition duration significantly influenced@b# per-
ception with higher stop identification for the moving than
straight transition, for the@Ä# than @i# environment, and for
the 46 ms than 10-ms duration condition. Variability, as re-
flected in the average standard error collapsed across vowel,
stimulus duration, and burst for each group, was not consis-
tently greater for straight transitions~ST! than moving tran-
sitions ~MT! ~3-year-old: MT57.52, ST57.16; 4-year-old:
MT56.19, ST56.52; Adult: MT53.19, ST55.32!.

Results for the@d# stimuli showed significant main ef-
fects of age @F(2,27)56.74; p,0.01#, burst @F(1,27)
59.37; p,0.01#, and transition type@F(1,27)54.18; p
,0.05#, and significant interactions of voicing duration3age
@F(2,27)53.62; p,0.05#, and vowel3voicing duration
3age@F(2,27)55.98; p,0.01#. Post hoctests revealed de-
velopmental effects of the@d# stimulus. First, identification
of @d# was significantly higher for adults than 3- and 4-year-

FIG. 2. Percent correct identification of@b# in stimuli with burst and moving
transitions~A!, with bursts and straight transitions~B!, with no bursts and
moving transitions~C!, and with no bursts and straight transitions~D! as a
function of duration and listener age.

FIG. 3. Percent correct identification of@d# in stimuli with bursts and mov-
ing transitions~A!, with bursts and straight transitions~B!, with no bursts
and moving transitions~C!, and with no bursts and straight transitions~D! as
a function of duration and listener age.
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olds for the 10- and 46-ms conditions. Second, the 46-ms
duration condition was perceived significantly better than the
10-ms duration condition for only the 3-year-olds. In addi-
tion, higher stop identification for all age groups was ob-
tained for the moving than for the straight transition, and for
the burst than for the no burst stimuli. Variability was greater
for straight transitions~ST! than moving transitions~MT! for
child groups only~3-year-old: MT55.43, ST58.03; 4-year-
old: MT56.02, ST57.44; Adult: MT51.04, ST50.42!.

For the @g# stimuli, an analysis of variance exhibited
significant main effects of age@F(2,27)518.07; p,0.01#,
burst @F(1,27)517.68; p,0.01#, transition type@F(1,27)
515.87; p,0.01#, and voicing duration@F(1,27)56.76; p
,0.05#, and a significant transition type3age interaction
@F(2,27)514.51;p,0.01#. As with @d#, the results revealed
that higher identification was obtained for the burst than for
the no burst stimuli. The results ofpost hocanalyses showed
differences among listener groups in the influence of transi-
tion type. In particular, 3- and 4-year-olds identified velar
stops at a significantly higher level from moving transitions
than straight transitions. Adults, on the other hand, identified
velar stops at a higher level from straight than moving tran-
sitions. This finding appears due to their relatively low velar
identification of the 10-ms no burst and moving transition

condition. Thus perceptual development of stops appears to
be linked to place of articulation and dynamic cues. For ex-
ample, formant transition motion may enhance the percep-
tion of the velar feature in young children but not adults.
When compared across groups, adults and 4-year-olds iden-
tified @g# from moving transitions at a significantly higher
level than 3-year-olds. On the other hand, when transitions
were not moving~straight!, @g# identification was signifi-
cantly higher for adults than both 3- and 4-year-olds. In ad-
dition, 4-year-olds identified@g# from straight transitions at a
significantly higher level than 3-year-olds. Variability was
generally greater for moving transitions~MT! than straight
transitions~ST! ~3-year-old: MT58.76, ST58.25; 4-year-
old: MT55.42, ST57.31; Adult: MT52.49, ST51.31!.

In summary, these results reveal developmental trends in
processing place of articulation of stop consonants. Although
dynamic properties appear important in the perceptual devel-
opment of stop consonants, the weighting of these cues is
linked to specific places of articulation. It appears that 3- to
4-year-old children derive perceptual benefit above and be-
yond that for adults from dynamic transition motion, but that
this advantage may be limited to the velar place of articula-
tion.

III. EXPERIMENT II: VOWEL PERCEPTION

The purpose of experiment II was to answer the follow-
ing questions on the development of vowel perception in 3-
to 4-year-old children:~1! Can young children identify vow-
els from short duration stimulus onsets?~2! Is dynamic for-
mant motion important in the development of vowel percep-
tion? and ~3! Is there evidence of consonant and vowel
interdependencies in the development of vowel perception?

A. Method

1. Test stimuli

The stimuli consisted of six syllables, composed of the
voiced stops@d g# followed by the vowels@i u Ä#. Alveolar
and velar stimuli described in Secs. I and II were used. The
consonant contexts were chosen to represent the range of
environments, which produced the highest and lowest vowel
identifications by older children in a previous study~Ohde
et al., 1996!. The vowel context@u# and a 30-ms duration
condition were added, and only stimuli that contained a burst
were used. Thus the experimental stimuli had durations of
10, 30, or 46 ms, appropriate bursts, and either moving or
straight transitions. In all, six training stimuli~3 vowels32
consonants! and 36 experimental stimuli~3 vowels32
consonants33 durations32 formant conditions! were used.

2. Subjects

Ten adults, ten 3-year-olds, and ten 4-year-olds served
as listeners. The 3-year-olds ranged in age from 3:8~years:
months! to 3:10 with a mean age of 3:8. The 4-year-olds
ranged in age from 4:0 to 4:6, with a mean age of 4:3. The
mean age for the adults was 26:6. The criteria for speech,
language, and hearing were the same as in experiment I.
Three of the adults but none of the children had previously

FIG. 4. Percent correct identification of@g# in stimuli with bursts and mov-
ing transitions~A!, with bursts and straight transitions~B!, with no bursts
and moving transitions~C!, and with no bursts and straight transitions~D! as
a function of duration and listener age.

3717 3717J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 R. N. Ohde and K. L. Haley: Stop consonant and vowel perception



participated in the consonant perception experiment. One 3-
year-old and one 4-year-old did not pass the hearing screen-
ing. One 3-year-old and one 4-year-old were unable or un-
willing to complete testing. These were replaced by new
subjects.

3. Procedure

The training and testing procedures were similar to those
in experiment I. Six experimental runs were presented, each
preceded by a training sequence. The two consonant contexts
were tested separately. Within each consonant context,
stimuli were grouped in sets corresponding to the three pos-
sible pairwise combinations of vowels. The order of both
consonant context and the contrast pairs were counterbal-
anced across subjects. The adults responded by pressing one
of two buttons on a response box placed in front of them.
The buttons were labelled either ‘‘i’’ and ‘‘u,’’ ‘‘i’’ and ‘‘a,’’
or ‘‘u’’ and ‘‘a,’’ depending on the tested contrast. The chil-
dren responded by pointing to, and saying the name of one of
two depicted puppets, named according to the tested syl-
lables.

The two experimental conditions were presented sepa-
rately within each consonant context. The stimuli with mov-
ing transitions were presented first, followed by the straight
transition stimuli ~see footnote 1!. The six stimuli ~2
vowels33 durations! in each of these conditions were re-
peated two times and presented in a random order. Eight
training stimuli were inserted within each stimulus set of 24
experimental stimuli, and subjects were required to correctly
identify an average of at least 75% of these across the six
testing blocks. The mean level of performance was 95% for
the 3-year-olds, 99% for the 4-year-olds, and 100% for the
adults. The adults completed all training and testing within a
single session. The mean number of sessions required to
complete all screening, training, and testing procedures for
the children was 4.0 for the 3-year-olds, and 3.8 for the 4-
year-olds.

4. Statistical analyses

Two repeated measures analyses of variance on the arc-
sine transformed percents of each place of articulation~@d#
and @g#! were used to analyze the data. These analyses in-
cluded the between factor of age and the within factors of
vowel ~@i#, @u#, and @Ä#!, transition type~straight and mov-
ing!, and voicing duration~10, 30, and 46 ms!. Followup
analytical comparisons including tests of simple main effects
and appropriate Newman Keuls’post hoctests were used to
examine relevant significant interactions~Keppel, 1991!.
Significant results at thep,0.05 or p,0.01 levels are re-
ported.

B. Results and discussion

In general, vowel identification for the 4-year-olds and
adults was above 80% across most stimulus types. For the
adult group, performance was generally at ceiling. Some im-
portant developmental and contextual effects were found.
The findings for the@d# context revealed an influence of tran-
sition type on vowel perception. As shown in Fig. 5, vowel

identification from moving transitions was generally higher
than vowel perception from straight transitions. These effects
occurred across all vowel contexts, and were found to be
statistically significant. Variability was greater for straight
transitions~ST! than moving transitions~MT! ~3-year-old:
MT55.85, ST57.15; 4-year-old: MT52.68, ST55.48;
Adult: MT50.00, ST51.77!.

The analysis of variance for the@d# stimuli showed sig-
nificant main effects of age@F(2,27)523.94; p,0.01# and
transition type@F(1,27)524.61; p,0.01#, and a significant
first order interaction of transition type3voicing duration
@F(2,54)53.99; p,0.05#.4 Thus vowel identification in the
environment of@d# was not only influenced by transition
trajectory but also by stimulus duration. As moving transi-
tions increased in duration, correct vowel identification in-
creased, but this same effect was not observed for straight
transitions. Also, vowel identification was significantly
higher for moving than straight transitions at the 30- and
46-ms stimulus durations. A developmental effect was ob-
served for the@d# context. Vowel identification by adults was
significantly higher than vowel identification by 3- and 4-
year-olds. The 4-year-olds identified vowels at a significantly
higher rate than 3-year-olds.

Contrary to the findings for@d#, in the @g# environment
transition trajectory had little effect on the identification of
@i# and @u# compared to@Ä#. For this place of articulation,
there were substantial differences in vowel perception as a
function of listener age. As illustrated in Fig. 6, 3-year-olds

FIG. 5. Percent correct identification for vowels in the context of@d# as a
function of duration, transition type, and listener age.
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generally had more difficulty in identifying vowels in the
velar context than adults or 4-year-olds.

Similar to the@d# place of articulation, variability~stan-
dard error! in vowel identification in the@g# context was
generally greater for straight than moving transitions~3-year-
old: MT55.59, ST56.42; 4-year-old: MT52.71, ST
54.10; Adult: MT50.00, ST50.00!. An analysis of vari-
ance exhibited significant main effects of age@F(2,27)
540.97; p,0.01#, vowel @F(2,54)513.86; p,0.01#, and
voicing duration @F(2,54)522.70; p,0.01#, significant
first-order interactions of vowel3age @F(4,54)55.00; p
,0.01#, voicing duration3age @F(4,54)56.39; p,0.01#,
and vowel3transition type@F(2,54)54.47; p,0.05#, and a
second-order interaction of vowel3voicing duration3age
@F(8,108)53.46; p,0.01#.

Tests of simple effects revealed that adults identified
vowels at a significantly higher level than 3- and 4-year-olds
across voicing duration except for the 30-ms condition where
adults were not different from 4-year-old children. Also, 4-
year-old children identified vowels at a significantly higher
level than 3-year-old children at each voicing duration. Thus
this pattern of vowel identification reveals a dependency on
voicing duration as a function of age.

The observed duration effects reveal differences not
only between children and adults, but also between 3- and
4-year-old children. Only 3- and 4-year-olds were influenced
by this parameter. Vowel identification was significantly
higher at each level of duration for the 3-year-olds. For the

4-year-olds the two longer duration stimuli were significantly
different from the shorter stimulus, but these long stimuli
were not different from each other. Thus with increases in
voicing duration, there was a concomitant increase in the
extent of formant onset frequency or formant transition en-
ergy which benefitted the child listeners.

Tests of simple effects also showed that place of articu-
lation of the vowel influenced perception of only the 3- and
4-year-old children. The 4-year-olds identified high vowels,
@i u#, at a significantly higher level than the low vowel,@Ä#.
For the 3-year-olds,@i# was identified at a significantly
higher level than both@u# and @Ä#. Thus in the context of a
velar stop consonant, children’s vowel identification appears
to be most salient for high front followed by high back and
then low back places of articulation. This pattern of place of
articulation effects is also reflected in the differences among
adults and children in vowel identification. For@i# and @u#,
adults and 4-year-olds identified these vowels at a signifi-
cantly higher level than the 3-year-olds. On the other hand,
adults identified@Ä# at a significantly higher level than both
3- and 4-year-old children.

Tests of simple effects revealed that vowel identification
was significantly higher from moving transitions than from
straight transitions for@Ä#, but not for @i# and @u#. Thus the
only syllable for which vowel identification was influenced
by formant motion was@gÄ#. Within the velar feature, strong
vowel place of articulation effects were found for both mov-
ing and straight transitions. For example, high vowels,@i u#,
were identified at a significantly higher rate than the low
vowel, @Ä#, from moving transitions. For straight transitions,
vowel identification was significantly higher for@i# than for
@u# and @Ä#, and significantly higher for@u# than for @Ä#.

In summary, the results show that vowel identification
from brief synthetic CV syllables was consistently high for
adult listeners. Dynamic formant motion improved vowel
identification across all age groups and consonant contexts,
with the exception of the@gi# and @gu# syllables. Strong de-
velopmental effects were observed for both alveolar and ve-
lar places of consonant articulation. For children, the accu-
racy of vowel identification increased as a function of place
of articulation of vowels and consonants, and increases in
stimulus duration.

IV. GENERAL DISCUSSION

A. The perceptual development of stop consonants
and vowels

The current findings for children between 3- and 4-years
of age indicate high levels of consonant and vowel identifi-
cation from short duration stimulus onsets. For the consonant
identification task, children and adults identified place of ar-
ticulation for the burst1moving transition in the@Ä# context
at levels above 80% for even the short 10-ms stimulus. For
the vowel identification task, perceptual levels were gener-
ally 80% or above across duration for the@d#1moving tran-
sition syllables. These findings clearly show that children
understood the tasks and could identify the place of articula-
tion of consonants and vowels at high levels from short du-
ration stimulus onsets.

FIG. 6. Percent correct identification for vowels in the context of@g# as a
function of duration, transition type, and listener age.
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However, clear developmental effects were observed for
both consonant and vowel identification conditions. Across
all places of stop-consonant articulation, adults performed
significantly better than children. Moreover, adults identified
vowels at much higher levels than children in both consonant
contexts. In addition, 4-year-old children generally identified
both consonants and vowels at higher levels than 3-year-old
children. These trends are consistent with results from a de-
velopmental study using segmented natural speech~Parnell
and Amerman, 1978!. In the Parnell and Amerman research,
4- to 5-year-old children performed more poorly on both
consonant and vowel identification tasks than 11-year-old
children and adults. Thus based on these studies there is clear
evidence of maturational changes in the processes and strat-
egies involved in the perception of stop consonants and vow-
els.

In two previous studies~Ohde et al., 1995, 1996!, we
examined stop-consonant and vowel perception in 5- to 11-
year-old children. Identical stimuli were used in these studies
and the current research. Thus a general developmental pat-
tern of consonant and vowel perception can be provided for
children ranging from 3- to 11-years-old. The findings of our
research show that in about a six month period between 3-
and 4-years of age rapid changes occur in the identification
of stop consonants and vowels. Reliable differences in stop-
consonant and vowel identification were observed for 3- and
4-year-olds. Furthermore, in comparing 3- and 4-year-old
children to those 5 years and older, the younger children
were more influenced by stimulus duration and syllable con-
text than the older children. Although duration influenced
vowel perception for children 5 years and older, it was a
more salient cue for 3- and 4-year-olds. In the@g# context,
both 3- and 4-year-old children’s vowel identification sub-
stantially improved with increases in duration. Previous re-
search has found little evidence supporting developmental
differences in stop-consonant identification as a function of
stimulus duration~Sussman and Carney, 1989!. However, in
the current research,@d# identification improved with in-
creases in duration for the 3-year-olds.

One process that may account for the duration findings
in the current study is potential differences in auditory pro-
cessing abilities in children and adults. The findings for
vowel identification support this view. Since vowels appear
to be processed in an auditory~continuous! mode ~Keating
and Blumstein, 1978!, changes in identification based on
greater acoustic input support the importance of this variable
in development. Several studies have shown that changes in
duration can influence the discrimination of vowels in adults
~Stevens, 1968; Fujisaki and Kawashima, 1969; Sachs, 1969;
Pisoni, 1973!. However, in the current study, duration had no
influence on vowel identification in adults, whereas chil-
dren’s perception of vowels improved with increases in du-
ration. These findings suggest an important developmental
role of the auditory system in vowel identification, which
continues to influence vowel perception even in children 11-
years-old. Developmental differences in auditory sensitivity
have been reported in previous psychophysical and speech
perception experiments~Elliott et al., 1981; Allen et al.,

1989; Wightmanet al., 1989; Allen and Wightman, 1992;
Sussman, 1993!.

In our previous developmental study~Ohdeet al., 1996!
of vowel perception, age effects were observed for labial and
velar syllable contexts, but not for the alveolar environment.
We proposed that the developmental saliency of this syllable
context was based on the distinctive acoustic correlates of
vowels in this environment. For@Ä# and @u#, F2 transition
motion is substantially greater in the@d# context than either
@b# or @g# environments~see Table I!. Moreover, the@d# con-
text appears to enhance the high-frequency prominent peak
in @i# providing salient secondary cues for vowel fronting
~Stevens and Keyser, 1989!. In the current study, both 3- and
4-year-olds identified vowels in the@d# context at lower lev-
els than adults. If our acoustic hypothesis discussed above is
correct, then an auditory explanation may account for these
differences observed for vowels, as well as those discussed
for stop consonants.

B. Dynamic, static, and integrated cues in the
perceptual development of stop consonants and
vowels

In the perception of stop consonants and vowels, several
acoustic properties contribute cues to place of articulation.
Two of these properties are formant transitions and stop-
consonant bursts. While formant transition motion is a dy-
namic property, formant onset frequencies and bursts are
static cues. The distinction between dynamic and static cues
is presumably the extent of spectral change over time, with
the former varying more than the latter. However, both of
these cues are context dependent, influenced primarily by the
following vowel. Because of the context dependency of these
cues, it has been proposed that they are secondary properties
in perception~Blumstein and Stevens, 1980!. Alternatively, a
primary cue may be the spectrum at stimulus onset. Since
presumably the burst and formant transitions both contribute
to this onset spectrum, they form a single integrated acoustic
property. The onset spectrum shapes of labial, alveolar, and
velar places of articulation are characterized by diffuse-
falling, diffuse-rising, and mid-frequency spectral energy, re-
spectively.

Although primary properties may be salient in the
acoustic correlates of place of articulation, Blumsteinet al.
~1982! found that stop-consonant identification performance
was determined by onset frequencies rather than the gross
shape of the spectrum. Walley and Carrell~1983! found that
the secondary formant transition was the dominant cue in
identification of stop consonants for adults and 5-year-old
children. Walley and Carrell suggested that formant transi-
tion motion was a potentially important cue in the perceptual
development of stop consonants. However, research by Ohde
et al. ~1995! found no support for the influence of dynamic
formant motion in the perceptual development of stop-
consonant place of articulation for 5- to 11-year-old children.
If dynamic formant motion is an important cue in perceptual
development, then it must operate prior to 5 years of age. In
the current research, dynamic formant motion was a devel-
opmental cue to stop-consonant perception for 3- and 4-year-
old children, but only in the velar context. Nevertheless,
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these findings suggest that young children perceptually
weight dynamic cues more than adults. Thus for children
between 3 and 11 years of age, dynamic formant motion
appears to be a developmental cue for a limited number of
sound features.

For @g#, the magnitude of the difference in identification
between adults and 3- and 4-year-old children was substan-
tially greater than for the other places of articulation. This
general effect may relate to a basic difficulty in children’s
processing a prominent midfrequency spectral peak which is
characteristic of velars~Blumstein and Stevens, 1980;
Kewley-Port, 1983; Stevens, 1985!. Although the time inter-
val over which this narrow prominence exists is longer than
the more rapid changes observed for labials and alveolars,
children have problems in perceiving this acoustic correlate
of place of articulation. Moreover, when the mid-frequency
spectral peak shifts from the lower to the higher-frequency
range such as in the@i# context, children’s perception of the
velar feature is further compromised.

Another potentially important secondary cue to the per-
ception of place of articulation for stop consonants is the
static burst. Several studies have examined the developmen-
tal role of the burst in the perception of stop consonants
~Parnell and Amerman, 1978; Williams and Bush, 1978; El-
liott et al., 1981; Ohdeet al., 1995!. Williams and Bush ex-
amined infants’ discrimination of a@dÄ#–@gÄ# contrast, with
and without release bursts. They found some evidence indi-
cating that the presence of a burst facilitates place of articu-
lation discrimination. These findings are consistent with
Ohde et al. who found that the burst generally enhanced
place of articulation identification in 5- to 11-year-old chil-
dren and adults. However, Elliottet al. found only minimal
differences in the identification of stimuli with and without
bursts for 6- and 10-year-olds and adults. On the other hand,
Parnell and Amerman found 4-year-old children poorer than
11-year-olds and adults in the identification of place of ar-
ticulation of stops from noise bursts. Thus the developmental
findings for perception of stop consonants from noise cues
are controversial.

Most studies of stop-consonant perception have treated
bursts and formant transitions as separate cues to place of
articulation. If onset spectra are primary cues to stop-
consonant perception, then identification of place of articu-
lation should be relatively high independent of the status of
secondary cues. The results for adults support this view.
Very high levels of stop-consonant identification were ob-
tained for even the noburst1 straight transition stimuli. In
fact, identification levels were above 90% for all stimulus
conditions except@bi#. Thus adults appeared to base their
identification on either spectral shape or formant onset cues
or a combination of these properties~Blumsteinet al., 1982!.
Onset spectra also appear to be very important cues for
young children. A comparison of the children’s findings for
the burst1 moving to the noburst1 straight~Figs. 2, 3, and
4! transition stimuli reveals that 10 of the 12 shortest~10-ms!
conditions were at or above 70% in the former and 9 in the
latter. Thus even the extreme stimulus conditions produced
relatively similar results that were well above chance identi-
fication for young children.

For vowel perception, there was no evidence that for-
mant motion enhanced identification in children. In the velar
stop-consonant context, children’s vowel identification was
higher for longer than shorter duration stimuli. Since this
duration effect occurred for both moving and straight transi-
tions, children appeared to rely equally on additional audi-
tory cues provided by the static formant onset and/or formant
transition-target frequencies. Adults, on the other hand, iden-
tified vowels primarily from short duration stimulus onset
frequencies.

V. CONCLUSIONS

The purpose of this research was to determine the role of
acoustic correlates of short duration stimulus onsets in 3- and
4-year-old children’s stop consonant and vowel identifica-
tion. It has been hypothesized that these abrupt onsets pro-
vide markers to indicate points in time where acoustic infor-
mation appropriate for place of articulation is sampled by
both adults and children~Blumstein and Stevens, 1980!. The
findings of this study provide clear evidence of the saliency
of abrupt stimulus onsets in children’s perception of stop
consonants and vowels. Identification of stop consonants and
vowels by adults and children was well above chance for
stimuli containing no bursts and without formant transition
motion. Evidence was found supporting the importance of
dynamic cues in perceptual development, but it was limited
to stop consonants and to a single place of articulation. The
results support the following conclusions:

~1! Dynamic formant transitions are developmentally sa-
lient cues in 3- and 4-year-old children, but only for the
stop-consonant velar place of articulation.

~2! Dynamic formant transitions and static noise bursts
generally improve stop identification for subjects ranging in
age from 3-years-old to adulthood.

~3! For 3- to 4-year-old children, contextual interdepen-
dencies influenced stop-consonant and vowel perception,
which were both poorer for syllables containing mid-
frequency spectral prominences.

~4! For 3- to 4-year old children, the most salient cues to
consonant perception appear to be some integrated spectral
property sampled at stimulus onset and/or formant onset fre-
quencies. For these children, the most salient cues to vowel
perception are formant frequencies and/or formant transition-
target frequencies.
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1The mean age of the eight 3-year-old subjects who were dropped from the
study was 3:8. Of these subjects, three were below this mean age and 5
were at or above the mean age. In the beginning stages of this research, we
started testing children between 3:0 and 3:5. Because of the difficulty these
children manifested with the experimental task, subjects older than 3:5
were deemed most appropriate for perceptual testing. It should be noted
that this 3-year-old group is substantially younger than the 4- to 5-year-old
children tested in related research~Parnell and Amerman, 1978; Walley and
Carrell, 1983!.

2This sequence of presentation was employed because it progressed from
synthetic sounds that were most natural to least natural. Thus, it provided
subjects some opportunity to listen to synthetic speech that was most simi-
lar to natural productions, which was deemed important for children. Oth-
ers have used similar blocking procedures in adult and child perception
experiments~Repp, 1986; Ohde, 1994; Ohdeet al., 1995!.

3Because adult performance for many conditions was near ceiling, analyses
of variance were also conducted on only the child groups. The results for
main effects were identical in direction to the analyses that included the
adult group, reported in experiment I. Most importantly, 4-year-olds were
significantly better than 3-year-olds in the identification of labial
@F(1,18)55.35; p,0.05# and velar@F(1,18)58.23; p,0.05# stops.

4As in experiment I~see footnote 3!, analyses of variance were conducted on
only the child groups. The results for main effects were identical in direc-
tion to the analyses that included the adult group reported in experiment II.
Four-year-olds were significantly better than 3-year-olds in vowel identifi-
cation for both alveolar@F(1,18)510.72; p,0.01# and velar @F(1,18)
515.27; p,0.01# contexts.
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Perceptual differences in infant cries revealed by modifications
of acoustic features
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Previous studies of infant cry acoustics and their perceptual significance have remained inconclusive
as to the graded nature of cry production and perception and to the exact role and importance of
particular acoustic features. In this study, a set of infant cries were digitally analyzed and
resynthesized to form natural-sounding cries with varying fundamental frequency (F0), degrees of
jitter ~period to period variations inF0!, and rise time~time for F0 to reach its maximum value!. In
a perceptual rating task, higher-F0 cries as well as cries with larger amounts of jitter tended to be
given more negative ratings than were lower-F0 cries and cries with less jitter, respectively. The
perceptual ratings of the rise time manipulations were inconclusive. This study demonstrated a
perceptual effect ofF0 and jitter independently of other parameters, consistent with current notions
of infant cry gradedness. It was also shown that digital signal processing techniques can be fruitfully
applied to infant cry research. ©1997 Acoustical Society of America.@S0001-4966~97!05311-3#

PACS numbers: 43.71.Bp, 43.66.Lj, 43.71.Ft, 43.72.Ja@WS#

INTRODUCTION

The infant cry is a signal of considerable communicative
and adaptive value. It is an effective means of conveying
information about the infant’s state even in the absence of
visual contact: Differences in the sound alone can lead to
differences in listeners’ perception of the needs or state of
the crying infant. It has been a subject of debate for a long
time whether the perceptually salient acoustic differences af-
fect caretakers’ responses in a graded or discrete nature, or
perhaps a combination of the two. In other words, do graded
differences in infant cry signals along acoustic continua con-
vey to caretakers graded information about an infant’s state
and needs, or do cries fall into functional categories with
distinct constellations of acoustic features? This study was
undertaken to determine the extent to which a few actually
graded acoustic features function in a perceptually graded
manner.

Many acoustic features have been examined as candi-
dates for conveying information about the infant’s state, in-
cluding fundamental frequency of phonation (F0), duration,
and spectral characteristics of the cry. Cries with higher
mean or maximumF0 have been found to sound more aver-
sive on a number of different perceptual scales~e.g., Zeskind
and Marshall, 1988! and to ‘‘elicit less optimal responses’’
~Frodi and Senchak, 1990!. The formant structure of the cries
~Johnston and O’Shaughnessy, 1988!, the segmental duration
or ‘‘tempo’’ ~Tsukamoto and Tohkura, 1992!, and the dura-
tion of pauses and expiratory sounds~Zeskindet al., 1992;
Bryan and Newman, 1988! have also been found to affect
perceptual ratings. Boukydis~1985! has provided a review of
earlier findings.

Consistent with current notions of infant crying as a
graded signal~Zeskind et al., 1985; Zeskindet al., 1993;

Gustafson and Harris, 1990!, Porteret al. ~1986! found that
durational as well asF0-related characteristics are correlated
with the severity of the procedure that the infant was under-
going at the time and that adult listeners were able to cor-
rectly assess the urgency of a cry. In addition, acoustic fea-
tures have been found to correlate with situationally defined
cry ‘‘types,’’ which presumably reflect the infant’s state. For
example, Fuller and Horii~1986, 1988! found that theF0 and
the energy distribution~tenseness! of cries differs between
‘‘pain-induced’’ and ‘‘fussy’’ or ‘‘hungry’’ cries.

The notion of gradedness is not incompatible with the
use of situationally defined cry types. Cries within a category
~type! may vary acoustically and perceptually along continu-
ous scales. Furthermore, sets of cries with similar acoustic or
perceptual characteristics may be taken to constitute a cry
‘‘type,’’ if, for example, they occur in similar eliciting con-
ditions. Thus ‘‘cry types’’ may refer to clusters of cries
around particular points on graded acoustic or perceptual
continua. Wolff~1969!, for example, defined the ‘‘mad’’ cry
as a variation of the basic pattern of ‘‘hunger’’ cry and also
noted that ‘‘pain’’ cries settle down to the same basic rhyth-
mical pattern. The notion of gradedness clearly underlies
Wolff’s observations even though situationally defined cry
types are named.

Listeners can identify the cause of a cry, although not as
accurately as they can assess its urgency~e.g., Gustafson and
Harris, 1990; Papousˇek, 1989!. It is not clear, however, how
each acoustic feature affects listeners’ perception of the cry,
and which features, singly or in combination, are the more
salient components for perception. TheF0 , for example, is
generally considered to be a perceptually salient feature of
infant crying. However, its precise role and significance re-
main to be determined. The correlations betweenF0 and
perceptual ratings found by Zeskind and Marshall~1988!,
Zeskind and Collins~1987!, and others cannot be interpreted
with confidence because the acoustic context~i.e., the overall
‘‘quality’’ of the cries! may covary withF0 .

a!Present address: Scientific Learning Corp., 1995 University Ave., Ste. 400,
Berkeley, CA 94704-1074; Electronic mail: protopap@scilearn.com
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Gustafson and Green~1989! did not find any significant
correlations betweenF0 measures and perceptual ratings but
noted that ‘‘some of the correlations...@were# of a magnitude
that would yield statistical significance with a larger
sample’’ ~p. 778!. Based on strong correlations found be-
tween the perceptual ratings and other acoustic measures,
such as cry duration, amount of dysphonation, and energy in
low and high frequencies, they suggested that variations in
F0 may not be very important to cry ratings when the range
of variation inF0 is small. It is thus necessary to investigate
small systematic variations inF0 in a controlled acoustic
context, as was done in the present study.

Studies that are based on acoustic analyses of natural
cries and the correlation of their acoustic features with either
perceptual ratings or physiological measures suffer from lack
of controlled acoustic conditions, because the effects of
single acoustic parameters~and of two or more parameters
together! cannot be isolated and identified in natural cries.
Given the nature of the infants’ cry production system, it is
certain that many closely coupled parts are interacting when
a cry is produced, and that the resulting sound is affected in
many ways by single events. For example, increased tension
of the laryngeal muscles stiffens the vocal folds, thus result-
ing in more energy in higher frequencies~affecting timbre!
and in higherF0 ~affecting pitch!. It is therefore impossible
in principle to completely separate acoustic features and their
consequent perceptual effects in natural cries.

Studying the effects of specific features, individually
and together, is the only way to identify the acoustic charac-
teristics and their combinations that have perceptual effects
as well as to determine whether and under which circum-
stances cries may be perceived as acoustic gestalts, i.e., with
perceptual properties not directly attributable to their indi-
vidual acoustic components. One way to accomplish this
goal is to perform experiments with cries that are identical to
one another in all respects but the single acoustic feature of
interest. In order to create a set of stimuli that meet this
condition, signal processing techniques must be used to alter
a particular acoustic feature in a controlled way, while hold-
ing other features constant as much as possible. This was not
feasible until recently, because of the technical demands of
such a process.

Recognizing the merit of such an approach, Okadaet al.
~1987! used partially altered stimuli to investigate the per-
ceptual effects of the ratio of voiced phonation to unvoiced
phonation. More recently, Bispinget al. ~1990! created re-
synthesized cries to control theF0 and the melodic structure
of the cry using an interpolation technique that scaled theF0

and formant frequencies without affecting duration.~Some
important methodological concerns regarding the latter study
are discussed in the introduction to experiment 1 below.!
Along the same lines, Zeskindet al. ~1992! investigated the
perceptual effects of variations in the temporal structure of
cry bouts by digitally altering the duration of pauses and
expiratory sounds.

It is becoming obvious that we need to retest the impor-
tant findings from earlier studies using acoustically con-
trolled procedures. In this study we used the linear predictive
coding ~LPC! method to decompose infant cries into sets of

parameters, which could be independently manipulated and
then used to resynthesize artificial cries with precisely con-
trolled acoustic differences inF0-related parameters. LPC is
a well-tested and widely applied method in speech research
whose behavior and requirements are well understood. Al-
though far from perfect, for reasons discussed in the final
section, LPC can be fruitfully applied to infant cry research
if care is taken in the selection of processing parameters and
in the kinds and ranges of acoustic modifications that are
applied.

Besides average pitch, the amount of short-time fluctua-
tion of F0 , referred to as ‘‘jitter,’’ is an important acoustic
characteristic of infant crying. Jitter is always present in
adult speech~Lieberman, 1961! and has been found to be
linked to ‘‘stressor-provoked anxiety’’~Fuller et al., 1992!
and to the emotional condition of the speaker~Lieberman
and Michaels, 1962!. It is perceptible in artificial signals,
even in small amounts~Pollack, 1968; Rosenberg, 1966!,
and it is of potential diagnostic value in cases of laryngeal
pathologies in adults~Lieberman, 1963; Perkins, 1985; Ja-
cobson, 1994! and in infants~Hirschberg, 1990!, as well as
in cases of central nervous system disorders in infants
~Mende et al., 1990; Lüdge and Rothga¨nger, 1990!. Fuller
and Horii ~1986! did not find any differences in amount of
jitter between ‘‘different types of infant vocalizations’’ and
considered jitter an ‘‘inaudible variable.’’ Fitchet al. ~1992!,
however, found a correlation between the intensity of the
cry-eliciting stimulus and jitter, perhaps due to a more ap-
propriate analysis and higher temporal resolution@see Titze
et al. ~1987! for a discussion of temporal accuracy require-
ments in jitter measurements#. If jitter is indeed reliably cor-
related with the infant’s level of stress, it is reasonable to
assume that adult listeners might make use of it in their
judgments about infant cries.

We were also interested in the perceptual significance of
the time from the onset of phonation until the pitch reaches
its maximal value, known with regard to infant cries as rise
time, in that it appears to be strongly correlated with the
infants’ level of distress. For example, Wasz-Ho¨ckert et al.
~1968! reported that a falling-melody form was characteristic
of pain cries, and a rising–falling melody form was charac-
teristic of hunger cries, which are presumably less aversive,
at least at the beginning of the cry episode~Zeskindet al.,
1985; Rothga¨ngeret al., 1990!. Given that a cry rarely starts
off at its maximum pitch, usually taking some time to reach
it, a ‘‘falling melody’’ should be interpreted as rapidly rising
at first ~i.e., having a short rise time! and then gradually
falling. Therefore, it seems reasonable to expect that cries
with faster rise times correspond to higher levels of arousal.
Porteret al. ~1986! provided strong support for this associa-
tion in their study of cries from infants undergoing circum-
cision. Specifically, they found that moderately invasive pro-
cedures evoked rising–falling pitch pattern cries, whereas
invasive surgical steps elicited cries ‘‘with pitch rapidly ris-
ing to high frequencies at the onset of voicing.’’ Rise time is
thus in a similar state asF0 in that its perceptual correlates,
as identified in past studies, need to be rigorously investi-
gated in controlled acoustic contexts.

A major contribution of the study of Porteret al. ~1986!
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was that it provided clear evidence for the gradedness of
infant crying, in both production and perceptual terms. They
showed that the physical discomfort caused by the surgical
procedures gradually affected acoustic characteristics and
that these graded acoustic differences gave rise to graded
perceptual differences. The issue of gradedness is a complex
one, and many different lines of evidence are necessary be-
fore an appropriate definition of the term ‘‘graded’’ can be
given. For the purposes of the present study the notion of
gradedness is understood as follows: There is at least one
continuum of discomfort that underlies the continua of
acoustic features that can be perceived and ranked in a con-
tinuous manner along a number of perceptual scales. This
study was designed to investigate whether this notion of
gradedness applies to infant cry perception, addressing the
perceptual role of gradations in individual acoustic features.
The features that were investigated included fundamental
frequency (F0), whose precise role has remained controver-
sial after much studying, jitter, whose role has yet to be
explored but is potentially very significant, and rise time,
which is so hard to ignore in a cry and yet remains relatively
unresearched.

I. CONSTRUCTION OF STIMULI

Because of time constraints on the duration of experi-
mental sessions, we could not use a large number of natural
cries. As a consequence, in order to assess the generality of
our method and perceptual findings, it was necessary to se-
lect a small but diverse set of cries for manipulation. We thus
selected eight cries~individual cry expirations! from a set of
81 for their perceptual diversity, as indicated by a previous
pilot experiment, and for their recorded quality and typicality
of basic acoustic parameters. All cries were recorded with a
cassette recorder from healthy, full-term infants at a hospital
when they were between three and four weeks old. Cries 1
through 4 were spontaneous vocalizations of the infants prior
to a medical examination. Cries 5 through 8 were elicited by
the removal of a cardiac electrode, a moderately painful
stimulus. Each cry that we used was produced by a different
infant. Some acoustical characteristics of the eight cries are
listed in Table I.

To create the resynthesized cry stimuli, each natural cry
was low-pass filtered at 9.8 kHz, digitized at 12 bits with
20-kHz sampling rate,1 upsampled to 80 kHz with quadratic
interpolation for increased temporal resolution, and pro-

cessed by means of a fortieth-order linear predictive coding
~LPC! analysis using the autocorrelation method with
Durbin’s recursive algorithm for solving the LPC equations
~Rabiner and Schafer, 1978, p. 411! on 10-ms frames with
50% overlap. A pitch tracking program estimated the pitch2

at 20-ms intervals using an autocorrelation-based algorithm
after low-pass filtering at 800 Hz using an odd-length zero-
phase FIR filter. The pitch estimates were visually inspected
against the plotted waveform and any erroneous values were
manually adjusted. The LPC reflection~PARCOR! coeffi-
cients and pitch values were stored to be independently ma-
nipulated and then used by the synthesis program. Synthesis
was done by direct implementation of the recursive LPC
filter, driven by impulses scaled by the LPC residual energy.
The PARCOR coefficients and the pitch and gain parameters
were updated at the beginning of each pitch period by loga-
rithmically interpolating their stored values. The final resyn-
thesized cries were passed through a 89-tap low-pass FIR
filter with a cutoff frequency of 9.5 kHz and were down-
sampled to 20 kHz before being presented to the subjects.

There were four types of acoustic manipulation, hence-
forth termed ‘‘manipulation conditions.’’ In the first, termed
simply ‘‘pitch’’, each cry was resynthesized with each pitch
period scaled by a constant factor throughout the cry. There
were five levels of pitch manipulation, with pitch periods
equal to 90%, 95%, 100%, 105%, and 110% relative to those
of the original cry.3 The resynthesized cry with pitch periods
equal to those of the original cry~scale value 100%! and the
minimum amount of jitter is termed the ‘‘neutral’’ cry.

In the second manipulation condition, termed ‘‘jitter,’’
cries were resynthesized with pitch periods initially equal to
those of the original cry~i.e., no scaling!, but with increasing
amounts of jitter across cries. Jitter was added by introducing
random perturbations to the pitch estimates. There were three
levels of jitter manipulation, with perturbation ranges
645ms, 670ms, and690ms. The neutral cry was treated
as a fourth ~baseline! level of jitter manipulation in the
analysis.

The remaining two manipulation conditions involved
shifting the point when the cry reached its maximum pitch.
One can define that time either relative to the length of the
entire cry~as a percentage! or as an absolute amount of time
~in ms!. We implemented both in order to investigate which
would provide a better predictor of the perceptual differ-
ences. They were termed ‘‘risetime-P’’ and ‘‘risetime-T,’’
respectively. There were three levels of rise time manipula-
tion in each of the two conditions: In risetime-P the peak was
set at the point of 10%, 25%, and 50% of the length of the
cry. In risetime-T the peak was set at 100, 250, and 500 ms
from the onset of phonation. In order to shift the max-F0

point, the LPC, pitch, and energy parameters were interpo-
lated differentially around the originalF0 peak, thus
‘‘stretching’’ time on one side and ‘‘squeezing’’ it on the
other.

The range of manipulation was always well within the
normal range for all the parameters we altered. In this man-
ner the acoustic changes could be treated as gradual and not
as changing the quality of the cry. In particular,F0 variations
were kept small, so that the claim of Gustafson and Green

TABLE I. Summary of cry characteristics of the eight natural cries that
were analyzed and resynthesized.

Cry
MeanF0

~Hz!
Max F0

~Hz!
Duration

~ms!
Risetime

~ms!
Risetime

~%!

1 435 500 907 505 56
2 425 476 1061 337 32
3 517 541 560 171 31
4 429 488 1983 558 28
5 455 500 2278 202 9
6 473 540 1673 232 14
7 579 625 996 272 27
8 596 667 1842 242 13
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~1989! could be directly addressed and evaluated. Moreover,
jitter variation was not so large as to create cries that would
sound ‘‘dysphonated.’’ Our belief is that testing with more
extreme parameter values might have produced results diffi-
cult to interpret if the perceived cries were qualitatively re-
moved from the ends of their graded nature.

II. EXPERIMENT 1

Before conducting the main experiment, it was neces-
sary to test the resynthesized stimuli for naturalness. In a
sense, this is more of a pretest for experiment 2 than an
independent experiment. However, there are two reasons to
present it independently. First, it is of interest with respect to
the methodology whether our method of creating resynthe-
sized stimuli results in tokens natural enough to be useful for
perceptual experiments. A thorough investigation of the per-
ceptual properties of our stimuli will be of use to researchers
in search for a good method with which to acoustically
modify infant cries. Second, we deemed appropriate to em-
phasize the issue of stimulus naturalness because it has been
overlooked in previous research, leading to perceptual find-
ings whose interpretation is unclear.

Previous studies using acoustically altered cries have not
directly addressed the question of the ‘‘naturalness’’ of the
stimuli. Certainly, the experimenters have found the resyn-
thesized cries to sound natural, but it is not clear whether
naive listeners could have detected aspects of the stimuli that
did not quite sound natural. The study of Bispinget al.
~1990!, where the spectral envelope, and thus the formants,
was scaled along withF0, illustrates the point. It is well
known thatF0 may vary considerably, because it is mainly
the result of the interactions of subglottal pressure and laryn-
geal muscular tension. In contrast, the range of formant fre-
quencies is determined by the size and flexibility of the vocal
tract and it is quite restricted for very young infants, whose
larynges have not yet descended to their mature positions
~Lieberman, 1980, 1985!. Halving or doubling the formant
frequencies of an infant cry is effectively similar acoustically
to doubling or halving, respectively, the length of the infant’s
vocal tract and the resulting cries may sound unnatural.
Moreover, such dramatic alterations ofF0 may cause differ-
ent interpretations of the cries if, for example, they sound as
if produced by abnormal infants or if they change the per-
ceived mode of phonation~e.g., from phonated to hyperpho-
nated!. Unfortunately, Bispinget al. ~1990! did not discuss
these issues.

In our view, caution must be used in interpreting results
where naturalness was not directly measured. To counter
possible concerns of this kind regarding our experiment 2,
we conducted the present experiment to justify the use of our
computer-generated cries. Subjects were asked to decide
whether each stimulus was natural or synthetic. Given an
adequate procedure for cry generation, we expected to find a
lack of discriminability between natural and synthetic cries.

A. Method

1. Subjects

The subjects were 11 graduate students~6 women and 5
men! at Brown University, ranging in age from 23 to 38

years, who volunteered their participation. Five of the
women reported having experience in childcare. One man
was the father of a 2-year-old.

2. Stimuli

There were two sets of stimuli in this experiment, a set
of natural cries and a set of resynthesized cries. We used all
8 natural cries that had been analyzed and 6 resynthesized
variants of each natural cry~for a total of 48 different resyn-
thesized cries!. Each natural cry was presented 3 times~in
random positions! in each session, making for a total of 24
natural cry trials, in order to bring the number of natural cries
closer to that of the synthetic cries (n548).

Besides time constraints, the number of resynthesized
cries used in this experiment had to be kept small because we
did not want to bias our subjects by using a large number of
resynthesized cries and only eight natural cries. The same six
variants were chosen from each of the eight series: The neu-
tral ~baseline jitter and 100% pitch!, the maximum jitter
(690ms), the minimum and maximum pitch~90% and
110%!, and the slowest and fastest rise time~50% and 100
ms!. These covered the entire range of manipulations and by
testing with the most extreme levels we believed we were
more likely to include sounds that might be judged to sound
artificial. If these cries were found to sound natural, we could
safely conclude that the remaining cries, being the products
of less extreme acoustic manipulations, would also sound
natural.

3. Procedure

Subjects listened to one cry at a time and were asked to
decide whether it was a natural or synthetic cry~forced
choice task!. The cries were played over a loudspeaker and
the subjects responded by pressing a button on a response
box. The entire set of stimuli was presented twice in different
random orders, making for a total of 144 trials administered
in each session, including 48 natural and 96 synthetic. Sub-
jects had 3 s torespond and the next stimulus occurred 3 s
after the response.

B. Results and discussion

The total number of responses in each condition is
shown in Table II. Twenty responses~1.3%, including 14 in
natural trials and 6 in synthetic trials! were not recorded
because of response times greater than 3 s. From the percent-
ages of hits and false alarms we computed for each cry ad8
score, which is az-score discrimination index not affected by
response biases~Macmillan and Creelman, 1991!. When the

TABLE II. Frequencies and percentages of responses for natural and syn-
thetic stimuli in experiment 1.

Stimulus

Response

Natural Synthetic

N % N %

Natural 282 55 232 45
Synthetic 448 43 602 57
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distributions underlying the subjects’ responses are normal
and their variances equal, thed8 score is the distance be-
tween the distribution means of the two stimulus categories,
expressed in standard deviation units. For each resynthesized
cry only the responses to the corresponding natural cry were
used in the calculation of thed8 score.

The individuald8 scores for each cry ranged between
20.47 and 1.20. There were four cries with an individuald8
greater than 1.00, and seven withd8 between 0.75 and 1.00.
Of these 11 cries 5 were in one cry series, that of cry 6.
Consequently, all stimuli from the cry 6 series were excluded
from further experiments. Although there remained one cry
with a d851.03, we chose to include it in experiment 2,
because the amount by which itsd8 score exceeded a com-
monly accepted cutoff point of discriminability~1.0! was not
large enough to justify rejection of this whole series of cries
in our view. It was not feasible to discard only that particular
stimulus, because the design of experiment 2 required that
cries and levels be completely crossed. The 42 remaining
synthetic cries were not nearly discriminable from the natu-
ral ones~d8 well below 0.75, with six exceptions between
0.76 and 1.03!.

The individual d8 scores for each subject~including
each subject’s responses to all cries! ranged from20.22 to
1.02, indicating that large differences exist between individu-
als in what is taken to sound like a ‘‘natural’’ infant cry.
Interestingly, it was the two males with the least experience
with infants that discriminated best between the natural and
resynthesized cries~d8 scores of 1.02 and 0.94!, whereas the
two females who reported a lot of experience in babysitting
and the one subject who was a father showed very poor
discrimination~d8 scores between 0.23 and 0.30!. This ex-
periment was not designed to investigate differences related
to experience with natural infant cries and interpretation of
post hocobservations is of questionable validity. This indi-
vidual variation notwithstanding, we conclude that our
stimuli retained the most important acoustic properties of
baby cries, since they sounded natural to the experienced
subjects.

In summary, the results indicated that subjects were un-
able to discriminate reliably between the natural and the syn-
thetic cries. All subjects reported that they found the task
extremely difficult and none were confident about their re-
sponses. They said that almost all cries sounded more or less
natural. On the basis of these results, we concluded that it is
possible to synthesize artificial infant cries that sound natural
using the LPC method. Although some cries might present
problems, perhaps due to undesirable interactions between
formant frequencies and the fundamental and to spectral
properties that LPC cannot always handle appropriately~e.g.,
nasality!, our results justify the use of synthetic cries in cry
perception experiments and allow experimental conclusions
to be extended to natural cry perception.

III. EXPERIMENT 2

The purpose of this experiment was to assess the percep-
tual effects of small variations in fundamental frequency,
jitter, and rise time. In accord with earlier findings, we ex-
pected that higher fundamental frequencies would lead to

higher ‘‘negative’’ ratings of the cries. We also expected
higher negative ratings for cries with more jitter and for cries
with shorter rise times.

The subjects were asked to rate the cries on four seven-
point perceptual scales, called ‘‘urgency,’’ ‘‘distress,’’
‘‘health,’’ and ‘‘feeling.’’ In the past, some researchers have
used as many as fifty scales~e.g., Brennan and Kirkland,
1982!; however, Zeskind and Marshall~1988! and Gustafson
and Green~1989! showed that almost all those scales are
highly interrelated. Zeskind and Lester~1978! suggested that
there is a basic dimension of ‘‘aversiveness,’’ along which
most cries differentiate, and an extra dimension of ‘‘sick-
ness’’ or ‘‘abnormality,’’ which has an effect only with spe-
cial cases of cries. We thus selected the four scales that we
believed cover the spectrum of salient perceptual features,
namely, severity or urgency, the inferred emotional state of
the infant~distress!, the possible abnormal aspect of the cry
~health!, and the aversive character of the cry~feeling!.

A. Method

1. Subjects

The subjects were 20 undergraduate students at Brown
University, including 8 men and 12 women ranging in age
from 19 to 23, and were paid for their participation. None of
the subjects were parents, but three of the men and eight of
the women reported some experience in childcare~babysit-
ting!.

2. Stimuli

The total number of stimuli in this experiment was 105,
98 of which were resynthesized and 7 were natural cries. All
14 synthetic versions of each of the 7 remaining natural cries
were used, i.e., there was a neutral version, 4 with altered
pitch and baseline jitter, 3 with increased amounts of jitter,
and 6 with altered rise time~3 by absolute time and 3 by
proportion!. The seven natural cries that had been originally
analyzed were used in order for their ratings to be compared
with those of the corresponding resynthesized cries. The rat-
ings of the natural cries were excluded from the analyses for
acoustic manipulation effects and were only used to measure
the level of perceptual overlap between them and the resyn-
thesized cries.

3. Procedure

Subjects heard one cry per trial and responded by press-
ing one of seven buttons arranged along an arc on a specially
designed response box. The responses were automatically
recorded in an IBM AT computer. Each stimulus was pre-
sented twice during each rating session and the mean of the
two responses was used for the analysis. The order of the
stimuli was randomized before each rating session. Subjects
had 3 s torespond and the next stimulus occurred 2 s after
the response.

The instructions given to the subjects were to rate the
cries on a scale from one to seven according to how urgent
they sounded, how distressing they sounded, how sick the
infant sounded, and how angry or sad the cry made them
feel; the endpoints of the scales were anchored by the words
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‘‘most’’ and ‘‘least’’ before the words ‘‘urgent,’’ ‘‘distress-
ing,’’ ‘‘sick,’’ and ‘‘feeling angry or sad,’’ respectively, and
were indicated next to the endpoint buttons throughout each
rating session.

The stimuli were presented over a single loudspeaker
positioned to face the subject directly. The sound level was
adjusted to a comfortable level and remained unchanged
throughout the experiment. Each subject rated all cries on
one scale before proceeding to the next scale. This way in-
terference between rating scales was minimized and, impor-
tantly, subjects did not have to remember the cry for a long
time while indicating their responses to several rating scales.
The presentation order of the four scales and the direction
~polarity! of the rating scale were balanced across subjects
using a latin square design. The experiment was divided into
two parts, each lasting about one half hour.

B. Results

In order to compare the ratings of the natural cries to
those of the resynthesized ones across the 20 listeners, we
calculated for each of the 4 rating scales the correlation co-
efficient between the mean ratings of the neutral resynthe-
sized cries and the mean ratings of the corresponding natural
cries, which were included for just this purpose. Table III
shows the resulting correlation coefficients and linear regres-
sion slopes. Although the neutral cries may not always be the
closest to the natural ones,4 either acoustically or perceptu-
ally, and the analysis–synthesis procedure tended to decrease
the perceptual range slightly, across subjects the order of the
neutral cries, as given by the perceptual ratings, was always
the same as the order of the natural cries and there was in
fact a very close correspondence between the ratings of the
natural and the neutral stimuli in all conditions.

The effects of the four manipulation conditions in the
four rating scales are shown in Fig. 1. In brief, scale ratings
tend to increase, i.e., become more negative, asF0 increases
and as the amount of jitter increases, in agreement with ini-
tial expectations. Effects of the two rise time manipulations
were very small, although risetime-P followed the expected
pattern, i.e., toward lower~less negative! ratings for longer
rise times. Risetime-T only followed the pattern for the two
shorter rising times, and that was not the case for the health
ratings.

Two-way, within-subjects analyses of variance were
performed, separately for each of the four rating scales and
for each of the four manipulation conditions. The two fac-
tors, treated as fixed-effects variables, were cry item~the
seven natural cries on which the resynthesized cries were

based, henceforth termed plainly ‘‘cry’’! and manipulation
level of the acoustic variable~five levels for pitch, four for
jitter, and three for each of the risetime conditions!. Thus for
each of the four rating scales we performed four ANOVAs:
Cry~7!3Pitch~5!, Cry~7!3Jitter~4!, Cry~7!3Risetime-P~3!,
and Cry~7!3Risetime-T~3!.5

The effect of pitch was significant for each rating scale
at the 0.005 level or less, and the effect of jitter was signifi-
cant for all rating scales except urgency at the 0.04 level or
less. The exactF and p values are shown in Table IV, as
calculated with the Huynh–Feldt method for adjusting the

degrees of freedom according to the«̃ estimate of the popu-
lation treatment-difference variances~Maxwell and Delaney,
1990, p. 477!. The adjusted degrees of freedom are fractional
because there is no need to round them to the closest integer,
given the use of computer programs to calculate the exact
probability of occurrence for anyF value with any possible
adjusted degrees of freedom. Risetime-P never had a signifi-
cant effect, whereas risetime-T produced significant effects,
but only for the ratings of distress
@F(2.0,38.0)53.33, p50.047# and feeling @F(2.0,38.0)
56.73, p50.003#. There was always a significant effect of
cry at the 0.0001 level for all manipulation conditions and
rating scales, which shows that our selection of cries was
diverse, as intended.

There was also, in three cases, a significant interaction
of cry with pitch @urgency:F(17.0,323.7)52.27, p50.003;
distress: F(17.0,323.8)52.10, p50.007; feeling:
F(16.8,318.2)52.37, p50.002#, and, in two cases, of cry
with rise time @risetime-P, health:F(11.9,225.5)52.14, p
50.016; risetime-T, urgency:F(11.4,216.2)51.89, p
50.040#. These findings indicate that the effects of the pitch
and rise time manipulations depended on the original char-
acteristics of each cry and thus were not uniform across all
cries. The interaction of cry with pitch is illustrated in Fig. 2,
which shows the effects of pitch on each cry in the distress
condition. It is clear that the effect of changingF0 is not the
same for all cries but, except for cry 2, it is more pronounced
and more in line with expectations for cries that received the
highest overall ratings, i.e., the ‘‘pain cries.’’ Note also the
rating consistency between subjects, evidenced by the small
standard errors, and the use of the entire rating scale, indi-
cating that our stimuli covered an extensive perceptual range.

In order to further investigate the effect of the pitch
manipulation and its interaction with cry we performed a
trend analysis on the ratings for each rating scale. In all four
rating scales there was a significant linear trend in the ratings
with higher, i.e., more negative, ratings with higher pitch
levels @urgency: F(1,19)542.76, p,0.0001; distress:
F(1,19)567.10, p,0.0001; health: F(1,19)511.84, p
50.0027; feeling:F(1,19)555.00,p,0.0001#. This linear
trend interacted significantly with cry in all but the health
ratings @urgency: F(6,114)56.72, p,0.0001; distress:
F(6,114)54.65, p50.0003; feeling:F(4.85,92.15)55.41,
p50.0002#, indicating that the slopes of the rating curves
were different for different cries. Linear analyses were per-
formed for each cry separately, whereby the effects of pitch
were found to be significantly linear~after the Bonferonni
adjustment forpost hoccontrasts! for the urgency ratings of

TABLE III. Correlation of ratings of natural cries with ratings of corre-
sponding neutral resynthesized cries and slope of linear regression. All cor-
relations are significant top,0.0001.

Rating
scale

Correlation
coefficient

Linear regression
slope

Urgency 0.994 0.890
Distress 0.981 0.887
Health 0.992 0.951
Feeling 0.991 0.879
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cries 2, 5, 7, and 8, the distress ratings of cries 2, 5, and 8,
and the feeling ratings of cries 4, 5, 7, and 8. Analysis of the
health ratings was not performed for each cry separately
since we found no significant interaction of the linear trend
of health ratings with cry@F(6,114)51.14, p50.3410#. In
other words, the effects of the pitch manipulation vary with

cry and with rating scale. It appears that the cries that re-
ceived the highest overall ratings, in particular the pain cries,
tended to be more affected, but not without exceptions.

It is not surprising that the ratings to the pain cries~cries
5, 7, and 8! were higher than the ratings to the spontaneous
cries ~cries 1 through 4!. Examination of Fig. 2 and Table I
reveals that three of the four cries that received the highest
overall ratings were the ones with the longest absolute dura-
tion ~cries 5, 4, and 8, in order of decreasing duration!. Two
of these were also the cries for which the pitch manipulation
always resulted in significant perceptual differences~cries 5
and 8!. Since the duration factor was not explicitly manipu-
lated or controlled for in the design of this experiment, it is
not possible to draw any conclusions regarding possible per-
ceptual effects of duration or of an interaction between du-
ration andF0 . It is plausible that pitch differences in longer
cries are perceptually more salient than comparable pitch dif-
ferences in shorter cries~cf. Tsukamoto and Tohkura, 1990,
on increased category identification rates with longer cries!.
Because there are many covarying factors in natural infant
cries it is impossible to control simultaneously for more than

FIG. 1. Variation of ratings~averaged across cries! with level of acoustic manipulation in experiment 2 in all four rating scales.~a! Pitch ~relative to original
pitch of natural cry!; ~b! jitter ~pitch period perturbation range!; ~c! risetime-P~cry portion before maximum pitch!; and ~d! risetime-T~time length before
maximum pitch!. The rating scale was always from 1 to 7, with 7 corresponding to the ‘‘negative,’’ i.e., most aversive, end of each scale.

TABLE IV. Results of the significance tests for the main effects of acoustic
manipulations of pitch and jitter in experiment 2~with Huynh–Feldt adjust-
ment!.

Acoustic
manipulation

Rating
scale

Fixed-effects analysis

F adj. d f p

Pitch Urgency 19.67 3.7,69.7 ,0.0001
Distress 15.94 4.0,76.0 ,0.0001
Health 4.87 3.5,66.6 0.0026
Feeling 18.30 4.0,76.0 ,0.0001

Jitter Urgency 1.21 2.5,46.7 0.3134
Distress 7.88 2.6,50.2 0.0004
Health 4.14 2.5,47.6 0.0152
Feeling 3.14 2.9,55.2 0.0337
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one or two of them. Another study is needed to investigate
the effects of duration manipulations.

There was no significant interaction of cry with jitter in
any of the rating scales, indicating that the perceptual effects
of jitter were uniform across cries. A trend analysis indicated
that the significant effect of the jitter manipulation on the
distress, health, and feeling ratings was due to the statisti-
cally significant linear trend towards higher ratings for cries
with more jitter @distress: F(1,19)518.87, p50.0003;
health: F(1,19)55.93, p50.0249; feeling:F(1,19)56.31,
p50.0212#. Although the main effect of jitter did not inter-
act with cry in any rating scale, in the linear analysis the
linear trend interacted with cry for the distress ratings only
@F(5.52,104.97)53.16, p50.0084#, indicating that the lin-
ear effect was not uniform across cries for this rating scale.
Separate linear analyses of the distress ratings for each cry
~with the Bonferonni adjustment! showed a significant linear
trend for the ratings of cries 2, 7, and 8.

Surprisingly, the effects of risetime-P and risetime-T
were very small. In addition, the effects of risetime-P were
never statistically significant and the effects of risetime-T
failed to show the expected trend. No clear global effect was
seen in the risetime-P ratings, but several cries showed a
small trend one way or the other. For some cries shorter rise
time led to higher ratings, whereas for others longer rise
times led to higher ratings. Similarly, the effects of
risetime-T failed to show a uniform pattern. The fact that the
effect of risetime-T was statistically significant in the feeling
and distress conditions does not lend itself to a meaningful
interpretation, in that the rating function for risetime-T is
nonmonotonic. No significant linear trends were found for
the ratings in the rise time manipulations.

Given these main effects and interactions of the various
manipulations, it is reasonable to assess the extent to which
any conclusions might be generalizable to infant cry percep-
tion in general. Treatment of the cry factor as a fixed-effects
factor in the ANOVA only permits an inference of signifi-
cance of reliable effects for the particular items~the natural
original cries! that were used. Because the cries were chosen

so as to cover a wide perceptual range, and because their
acoustic characteristics are typical of clearly phonated yet
quite diverse cries within that class, we can assume that they
constitute a representative sample of all or at least of the
most clearly phonated cries of comparable duration. We can
then test the significance of the effects of the acoustic ma-
nipulations with cry considered a random factor. To do this,
we used the method of Quasi-F ~Myers, 1979, pp. 188–192!
to calculate the appropriate denominator terms and degrees
of freedom. The results are shown in Table V. Note that the
effect of the pitch manipulation is significant in all condi-
tions, and that of the jitter manipulation is significant in two
of the four conditions, namely distress and health. It would
then seem that the effects ofF0 are generalizable across cries
for all rating scales, but only for ratings of distress and health
in the case of jitter. Inasmuch as the results of the fixed-
effects analyses for rise time were inconclusive, there was
little point in performing this analysis for the risetime-P and
risetime-T conditions.

IV. DISCUSSION

Fundamental frequency has long been hypothesized to
affect perception of infant cries, both in a graded manner~as
defined in the introduction! and in a discontinuous manner
~as defined by the modes of infant cry phonation!. Here we
confirmed the graded effect with a manipulation in a constant
context, the causal nature of which constitutes an improve-
ment in methodology over that found in correlational studies.
In addition, we have shown that jitter has similar~if smaller!
perceptual effects that have not been emphasized in the lit-
erature and need to be further investigated. Finally, we have
been unable to provide evidence for perceptual effects of rise
time, although descriptions of cries in the literature might
have led one to expect such effects. In the following we
elaborate on the details of these findings and on their signifi-
cance, in the context of the methodology we have used.

A. Gradedness

The main issue motivating this study was whether
graded differences in particular acoustic features in a con-
stant acoustic context would give rise to graded perceptual
responses. The linear relation found between cry ratings dif-
fering only to a small degree in meanF0 or jitter unequivo-

FIG. 2. Variation of ratings of individual cries with level of acoustic ma-
nipulation of pitch~relative to original pitch of natural cry! in experiment 2
in the distress rating scale. The errors bars show standard errors.

TABLE V. Results of the significance tests for the main effects of acoustic
manipulations of pitch and jitter in experiment 2 with cry treated as a ran-
dom factor.

Acoustic
manipulation

Rating
scale

Mixed-model analysis

Quasi-F adj. d f p

Pitch Urgency 9.48 4,26 ,0.001
Distress 7.59 4,22 ,0.001
Health 4.70 4,23 ,0.01
Feeling 7.42 4,21 ,0.001

Jitter Urgency 0.93 3,16 .0.25
Distress 7.19 3,20 ,0.005
Health 4.15 3,21 ,0.025
Feeling 2.53 3,9 .0.10
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cally supports the notion of gradedness in infant cry percep-
tion, inasmuch as a range of acoustic variability was shown
to map onto a range of perceptual variability. This notion of
gradedness has also been extended to temporal features by
Zeskindet al. ~1992, 1993!, who found that cry bouts with
shorter expirations and with shorter pauses between expira-
tions were given higher negative ratings.

However, nongraded aspects of infant cry perception
have also been reported and must temper our conclusions on
the pervasiveness of graded infant cry perception. For ex-
ample, Wiedenmann and Todt~1990! asked listeners to re-
spond to recorded infants’ cries when they felt ‘‘emphasis
being expressed in the vocalizations’’ or when they would
‘‘get up to soothe the infant in a real life situation’’~p. 181!.
They found that their subjects’ responses, indicating high cry
aversiveness, were clustered at particular points in the cries
and were not uniformly distributed. It would be hard to as-
cribe that finding to graded perception; a more likely expla-
nation is that a more or less discrete acoustic parameter, e.g.,
onset of dysphonation or ‘‘biphonation,’’ was causing the
abrupt changes in behavioral response~cf. Gustafson and
Green, 1989, regarding separate treatment of phonation
modes!. Furthermore, the issue of gradedness cannot be ex-
amined independently of physiological and social factors that
are active in the determination of the cry signal~Lester and
Boukydis, 1992!.

B. Fundamental frequency

The present findings on the perceptual effects ofF0 are
in general agreement with those in the literature, showing a
shift to more negative ratings as the meanF0 increases. The
effect is highly significant, and although it may seem small,
it should be borne in mind that pitch periods were altered by
at most plus or minus 10%. The fact that the effect of the
pitch manipulation was not uniform across all cries indicates
that there are other acoustic attributes, as yet unknown, that
take precedence in determining the overall quality of the cry,
or that counter or neutralize theF0 manipulation. Also, in
our manipulation, although the highest-pitched version of
one cry was often higher pitched than the lowest-pitched
version of another cry, their perceptual ratings rarely crossed,
i.e., the effect of changes inF0 was relative to the particular
cry and not to the absolute value ofF0 . As illustrated in Fig.
2, the ratings of different cries were well separated, each cry
series occupying a small region within the available rating
space.

One reason that the ratings of each series of cries tended
to cluster together might be that subjects tried to be consis-
tent by remembering the cries. Some subjects reported that
they thought they heard only a few cries, and were trying to
give the same rating to the ‘‘same’’ cry. Admittedly, cries
that only differ in F0 by 5% sound very similar. In fact,
unless heard in succession, they might well sound identical
and, consequently, if subjects were trying to be consistent,
the effect would be a flattening of the rating curves. There-
fore, the criticism of Zeskind and Huntington~1984! that
within-subject designs may accentuate unreliable perceptual
differences would not apply to our study because of the per-
ceptual similarity between the items and the tendency of lis-

teners to be consistent. The fact that the effect of pitch is
nonetheless clear for a number of cries and highly significant
demonstrates that it is indeed robust.

As noted, this finding corroborates the findings from
correlational studies that higher-pitched cries are perceived
as being more aversive. Furthermore, by using smallF0

ranges, we can address the point brought up by Gustafson
and Green~1989! about the perceptual importance ofF0 be-
ing small whenF0 does not vary much. The overall subjec-
tive quality of each cry series did not change between ver-
sions with different mean pitch because the alterations were
very small, so it cannot be the case that the perceptual dif-
ferences we found were due to perception of resynthesized
cries differing only in pitch as belonging to distinct cry types
~i.e., cries that distinctly differ in their perceived quality!.
Furthermore, acoustic variables that may, in natural cries, be
intrinsically coupled withF0 ~such as spectral energy distri-
bution! were kept constant, to the extent possible. Thus the
observed effect shows clearly thatF0 can have a direct
gradual perceptual effect, independently of other parameters,
albeit not for every cry.

Although it has long been accepted thatF0 is perceptu-
ally salient, it was not previously possible to distinguish be-
tween the possibility that other parameters, related toF0 ,
were responsible for the observed correlations, and the pos-
sibility that F0 was directly perceived as a cue to cry aver-
siveness. Our study shows that small changes inF0 alone
can give rise to significant perceptual differences, although
there are probably other acoustic parameters that are as im-
portant or perhaps even more important in defining the over-
all aversive quality of a cry. We are therefore providing di-
rect support both for Gustafson and Green’s contention that
F0 is not the most important acoustic determinant of per-
ceived cry aversiveness and for their suggestion that the per-
ceptual effects ofF0 might be statistically significant in a
larger ~or, as in our case, better controlled! cry sample.

C. Jitter

Similar conclusions with regard to gradedness may be
drawn regarding the effect of jitter. Cries only differing by a
small amount of jitter are difficult to discriminate, and thus
subjects’ striving for consistency would again have worked
against our hypothesis and may have been the cause of the
reduction in reliable effects when cries were taken to be a
random variable. The trend for higher~more negative! rat-
ings to cries with more jitter serves to strengthen a point of
evolutionary adaptation of the mother–infant communication
system. If jitter is indeed correlated with particular disorders
of the nervous system or other indices of need for special
treatment, our auditory system may have naturally evolved to
incorporate jitter into the set of perceptually salient acoustic
features of infant crying. Given recent findings on the poten-
tial value of jitter analysis for diagnostic purposes~Hirsch-
berg, 1990; Mendeet al., 1990! and on the correlation ofF0

variability with the short-term affective state and with the
long-term dispositions of infants~Fitch et al., 1992!, there
are many issues related to jitter that are worth investigating.
It remains to investigate, for example, what kinds of jitter are
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present in natural cries and how each kind correlates with
production physiology and with perceptual judgements using
our current methodology.

Notably, we discovered during pilot experiments that jit-
ter failed to show a perceptual effect when the stimuli were
presented through headphones. In fact, subjects were unable
to discriminate cries with different amounts of jitter when
they heard them through headphones, but could perform the
task relatively easily when the same stimuli were presented
over a loudspeaker. This finding is not surprising in the light
of similar findings by Wildeet al. ~1986! on the perception
of jitter in synthesized speech. On the basis of those results,
it is now becoming common practice by researchers who use
synthetic voice stimuli to prefer loudspeaker presentation to
headphone presentation~e.g., Hillenbrand, 1988; Milenk-
ovic, 1993!. Wilde et al. ~1986! attributed this perceptual
effect to reverberation, which is present in free-field presen-
tation ~i.e., speakers! but not through headphones. Little is
known about other possible differences between the two
modes of presentation, but this study shows that jitter plays a
role in cry perception and appears to be affected by presen-
tation mode. We thus suggest that cry perception experi-
ments involving synthetic stimuli should be performed using
loudspeakers rather that headphones, particularly if jitter per-
ception is of interest.

D. Rise time

As for the effects of rise time, we were surprised to find
that they were small and in most cases not statistically sig-
nificant. Although informal listening showed that cries dif-
fering in rise time sounded quite distinct, it appears that this
kind of difference carries little or inconsistent information
about the infant’s state. We suggest that rise time might only
be correlated with the indicators of cry aversiveness and not
a determinant of aversiveness by itself. Certainly, further re-
search is necessary to resolve the issue.

E. Stimulus naturalness and LPC

Finally, we briefly discuss the merits of our resynthesis
method for perceptual investigations. The correlation of the
ratings of the original natural cries with the ratings of the
resynthesized cries, in conjunction with the results of experi-
ment 1, shows that resynthesized cries retain the acoustic
properties of the natural cries of infants. They capture well
the aversive character of the cry in that the ordering of cries
by human listeners in all four rating scales is preserved in the
resynthesized cries. Consequently, an acoustic feature that
affects perception of resynthesized cries toward higher or
lower ratings can be reasonably assumed to affect perception
of natural cries in a similar manner and we feel confident in
concluding that the trends in rating differences caused by our
acoustic manipulations would be nearly the same with natu-
ral cries ~were it possible to obtain cries with comparable
acoustic properties!. The fact that our synthetic stimuli were
nearly indiscriminable from natural cries~experiment 1!
serves to strengthen this conclusion.

The naturalness of synthetic stimuli is an important as-
pect of perceptual studies, often overlooked in previous re-

search. The use of synthesized cries is not a panacea for
investigations involving acoustic features; a host of compli-
cations may interfere with the experimental manipulations.
As already discussed, major problems can arise from allow-
ing the formant frequencies to be scaled along withF0 . Nev-
ertheless, within the range of parameters we have studied,
LPC has proved to be an adequate signal processing method
for constructing artificial cry stimuli~although, because of
the noisy character of the infants’ glottal excitation of the
vocal tract and of the nasality of most infant vocalizations,
the physical meaning of the LPC parameters is not as clear as
it sometimes is in speech modeling!. The ability to separate
the quasi-periodic excitation component from the spectral
shaping component according to the source-filter theory of
speech~Fant, 1960; Lieberman and Blumstein, 1988! and cry
production~Golub and Corwin, 1985! is important in that it
allows almost independent control of many acoustic features,
and our study shows that the applications of LPC can be
fruitfully extended into infant cry processing as it already has
in speech as well as in animal vocalization research.

However, it must be pointed out that LPC is probably
not the optimal method for studies like this. The dependency
of LPC spectra onF0 and the inherent inability of LPC to
model correctly the nasality often present in infant cries
make selection of cry stimuli and estimation of processing
parameters an involved trial-and-error process. Keeping the
extent of the acoustical modifications small is critical to re-
tain the naturalness of the resulting stimuli. In light of more
recent advances in digital signal processing for speech, it
may be fruitful to explore the potential of time-domain pitch-
synchronous overlap/add~PSOLA! methods~Moulines and
Laroche, 1995; Veldhuis and He, 1996! for F0 modification
of infant cries. As with LPC and any other speech processing
methods, one must experimentally establish whether success-
ful application to infant cry signals is possible, because of
the many acoustic differences between cries and speech. In
particular, the highF0 of infant cries may present problems
for PSOLA methods since, in a recent psychoacoustical
evaluation of PSOLA with single-formant synthetic stimuli,
Kortekaas and Kohlrausch~1997! concluded that ‘‘distor-
tions introduced to signals with higher fundamental frequen-
cies are expected to be more easily detectable’’~p. 2211!.

V. CONCLUSION

In summary, we have found significant perceptual ef-
fects of the fundamental frequency of the cries, or pitch, and
of its short-time perturbations, known as jitter. These find-
ings support the notion of infant crying being a graded signal
in the sense that gradual acoustic variation gives rise to
gradually differing perceptual ratings. Our findings on the
role of rise time were inconclusive. With respect to our
methodology, we have showed that a digital signal process-
ing technique can be successfully applied to infant cry per-
ception research by providing acoustically controlled artifi-
cial cry stimuli that sound natural. By using this method it is
possible to investigate the role not only of individual acous-
tic features but also of their various combinations, and to
examine the relationships between the mechanisms of per-
ception and production. Further research of this nature
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should improve our understanding of the communicative
function of infant crying, with important implications for de-
velopmental research and parenting.
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1The maximum amplitude of each cry was individually adjusted during digi-
tal sampling to cover the available dynamic range.

2The terms ‘‘pitch’’ and ‘‘fundamental frequency’’ are used interchange-
ably.

3A small amount of jitter was added to each period after scaling because
some synthetic stimuli do not sound natural without jitter. The minimum
amount necessary for each cry to sound natural was found by trial and
error, and ranged between615ms and630ms. The same amount was
added in all variants of each cry in the pitch and risetime manipulations.

4The neutral cries are not always the closest to the natural ones because the
natural cries often contained more jitter than that in the neutral synthetic
ones, whose pitch contour was smoothed to minimize the jitter content.
Therefore it was expected that neutral cries would be given on average
lower ratings than the corresponding natural cries if jitter had the expected
perceptual effect. An additional reason concerns the fact that the spectral
flattening of the most aversive sounding cries that is caused by noise exci-
tation produced at the infant’s glottis cannot be perfectly accommodated in
the LPC model with periodic excitation.

5Separate analyses for the between-subjects factors of sex and childcare
experience~with cry and level being within-subjects factors! showed no
effect of experience@F(2,17),2, p.0.17#, but a significant effect of sex
@F(1,18).4.41, p,0.05#, with men giving higher ratings than women in
all conditions.
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Does the newborn’s well-known sensitivity to human speech include awareness of the distinction
between strong and weak syllables, as has been shown for older infants and adults? The
non-nutritive high-amplitude sucking paradigm was used to investigate whether weak syllables play
a role in neonate perceptual representation. Two-day-old French infants were tested on their
capacity to discriminate phonetically highly varied words containing syllables with various strong
vowels versus the weak, reduced vowel schwa in natural, isolated English words. Twenty infants
heard lists of weak–strong and lists of strong words~e.g.,belief, control,etc. versusnose, dream,
etc.! and 20 heard lists of weak–strong and strong–strong words~e.g.,belief, control, etc. versus
volume, rhubarb, etc.!. The results show that weak–strong words were reliably distinguished from
strong words, but not from strong–strong words. Taken together, the findings indicate that a weak,
reduced vowel is equivalent to a strong, full vowel to the extent that both count as syllabic nuclei.
Moreover, this global equivalence in terms of number of syllabic constituents apparently overrules
the more local acoustic difference between strong and weak vowels. The role of syllabic/vocalic
information in neonate representation is discussed. ©1997 Acoustical Society of America.
@S0001-4966~97!02312-6#

PACS numbers: 43.71.Es, 43.71.Ft@WS#

INTRODUCTION

All children begin to speak by producing utterances that
simplify, in a systematic way, the items they hear adults
pronounce. For example, it has long been observed that early
words typically consist of stressed syllables, as in ‘‘RAFF’’
for ‘‘giRAFFE.’’ On the basis of these production data, it
was first proposed that there is a perceptual advantage of
stressed syllables over unstressed ones~e.g., Gleitman and
Wanner, 1982!, where weak syllables would be ignored by
or even inaudible to young children. A strong syllable is
defined by psycholinguists as one that contains a full vowel
with primary or secondary stress, whereas a weak syllable
contains an unstressed, reduced vowel, usually schwa~e.g.,
Bolinger, 1981; Fearet al., 1995!.1

Subsequent observations showed that early productions
tend to include both stressed syllables and word-final syl-
lables, as in ‘‘E-phant’’ for ‘‘Elephant’’~Echols and New-
port, 1992!. So weak syllables do appear in early words, but
only in certain restricted contexts. Gerken~e.g., 1991, 1994!
recognized an organization based on strong–weak bisyllabic
feet in these data. According to this, children apply to their
intended utterances a metrical template for a strong syllable
followed by an optional weak one. Since the restricted pro-
duction of weak syllables not only applies to English but
appears in linguistically highly dissimilar languages, it has
been proposed that early speech obeys a so-called minimal
word constraint for which the default universal setting is a

binary foot~e.g., Demuth, 1996!. Taken together, these find-
ing indicate that, at least by the time they start to talk, young
children are by no means deaf to syllables with weak vowels.
Yet it remains true that weak vowels are shorter and acous-
tically considerably less salient than strong vowels. It also
remains true that, before they start to talk, children spend
many months listening; indeed, research findings indicate
that they start doing so before birth~DeCasper and Spence,
1986; DeCasperet al., 1994!.

By 9 months of age, English infants have acquired
language-specific knowledge about the distribution of strong
and weak syllables in their native language~Jusczyket al.,
1993! and recent experiments suggest that infants use this
information to locate likely work boundaries~Jusczyk,
1996!. This is in line with studies on lexical segmentation in
adults, which have shown that the strategies listeners use to
segment speech are determined by the specific rhythmic
properties of their native language~Cutler et al., 1986; Cut-
ler and Norris, 1988; Mehleret al., 1981; Otakeet al., 1993!.
For example, in stress-timed languages such as English and
Dutch, listeners are more likely to take the occurrence of a
strong syllable in the speech stream to signal the presence of
a word boundary than the occurrence of a weak syllable
~Cutler and Butterfield, 1992; Cutler and Norris, 1988; Mc-
Queenet al., 1994; Norris et al., 1995; Vroomen and de
Gelder, 1995; Vroomenet al., 1997!. Thus the distinction
between strong and weak syllables is an important, language-
specific parameter for speech processing.

Since the strong–weak syllable distinction is represented
by English 9-month-olds and used in daily speech processinga!Electronic mail: brit@lscp.ehess.fr
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by English adults, this raises the question of when sensitivity
to strong versus weak syllables appears. In particular, given
the acoustically less salient nature of weak syllables, one
may ask whether full awareness of these syllables form part
of any newborn’s universal ‘‘start-up kit,’’ or whether this
develops as a result of language-specific experience. Let us
examine three logical possibilities for the neonate’s initial
state.

~1! Newborns do not initially attend to syllables with
weak vowels, or in any case not the weak vowel nucleus.
Consequently, those babies that grow up hearing a language
which employs a strong–weak distinction gradually start to
form perceptual representations of these vowels some time
during the first year of life. On the basis of Jusczyket al.’s
~1993! work, we know that this must happen before 9
months, possibly around the same time detailed phonemic
awareness starts to take shape, that is, from about 6 months
onwards for vowels~Kuhl, 1991!. If this is true, then a
weak–strong word such asbelief is not a priori classifiable
as a bisyllable; rather, the initial percept to an infant will be
more like the nonwordbleef. Hence infants should ignore the
distinction between a strong, monosyllabic word and a bisyl-
labic word that contains one strong and one weak vowel.

~2! Newborns initially attend to all syllables regardless
of the relative acoustic prominence of their vocalic nucleus
and do not treat them as being qualitatively different. Subse-
quent exposure to their native language induces them to split
strong and weak into two categories, presumably on the basis
of emerging awareness of rhythmic properties of those lan-
guages that make a systematic use of the strong–weak dis-
tinction ~Mehleret al., 1996!. Again, this must happen some
time before 9 months. If this is true, then the wordbelief is
initially simply an indiscriminate bisyllable. Consequently,
weak–strong words likebelief will be effectively equivalent
to strong–strong words likebanjo.

~3! Newborns initially attend to all syllables and also
respond to the full versus reduced syllable quality of the
vowel nucleus. In this case, those babies that hear a language
in which the contrast is not relevant may gradually lose the
ability to discriminate strong from weak, whereas others
learn the regularities associated with this distinction, such as
the fact that strong–weak is the predominant stress pattern
for multisyllabic words in English~Cutler and Carter, 1987!.
On this view, the newborn can classify the wordbelief as a
weak–strong bisyllable. Therefore words likebelief should
be discriminated from strong–strong words likebanjo.

The aim of this paper is to test which of the above pos-
sibilities most adequately describes early sensitivity to syl-
lables containing strong versus weak vowels and thus to gain
insight into the initial state of infant representation of vocalic
information. Before doing so, let us briefly review some rel-
evant work on vowel perception in infants.

One may expect infants to be especially sensitive to vo-
calic information, since vowels are the longest, loudest and
most periodic portions of the speech stream~e.g., Crystal and
House, 1988a, 1988b; Fry, 1979; Umeda, 1975, 1977!. In-
deed, evidence in favor of vowel sensitivity over consonant
sensitivity emerged from a study by Bertonciniet al. ~1988!,
using a variety of strong vowel types. Using the non-

nutritive high-amplitude sucking procedure, the authors re-
peatedly presented newborns with sets of four syllables that
differed either in vowel quality, as in@ba# @bae# @bi# @bo#, or
in consonant quality, as in@bi# @si# @mi# @li #. After a famil-
iarization phase, infants heard the old set plus one new syl-
lable. It was shown in both contexts that newborns noticed
the change from the old set to the new one when the new
syllable had a new vowel but not when it had a new conso-
nant. Accordingly, Cutler and Mehler~1993! proposed that
infants are particularly sensitive to periodic portions of the
speech signal. From this, one may suppose that even a weak
vowel is sufficient to be noticed. After all, even reduced
vowels are periodic sounds, produced with an unobstructed
airflow from the lungs, and with comparatively high ampli-
tude in relation to, for instance, voiceless plosives. On the
other hand, assuming that the relative inferiority of conso-
nantal information as found by Bertonciniet al. ~1988!
stemmed from relative acoustic nonprominence, this does
not bode well for the reduced vowel schwa, which typically
has very low acoustic salience. For example, durational mea-
surements of schwa tokens have shown a range of about
20–50 ms, which is well below that typically found for full
vowels, and even below that of certain consonants~van
Santen, 1992; Van Ooijen, 1994!. As a rough indication, a
range more typical for full vowels would be 100–350 ms, for
fricatives 75–250 ms, and for nasals 60–160 ms~van
Ooijen, 1994!.

Given this evidence for an advantage of at least full
vowel information over consonantal information, the next
question is whether differences in acoustics prominence
within the category of vowels are perceived by the young
infant. In a study on phonetic feature discrimination, Jusczyk
and Thompson~1978! demonstrated amongst other things
that 2-month-old English infants discriminated between the
strings@Ödaba# and@daÖba#, indicating a sensitivity to the po-
sition of stress, and hence to the order of acoustic promi-
nence. However, this study was limited to two contrasting
stimuli at a time, with only one vowel type, namely@a#,
which is by definition unreduced.

Sansaviniet al. ~1997! tested sensitivity to stress pat-
terns in Italian newborns. Their results showed that babies
discriminated between the members of the phonetically un-
varied word-pair @Ömama#–@maÖma#, the consonant-varied
word-pair @Ötacala#–@taÖcala#, and lists of consonant-varied
word pairs@Ödaga#, @Önata#, etc. versus@daÖga#, @naÖta#, etc.
Thus this study demonstrated once more a sensitivity to
stress, this time with newborns, and using more varied
stimuli at least in terms of the consonants. The limitation of
this study, however, is that in two of the three experiments,
again only two contrasting stimuli were used at a time, and
again the vowel was always full, primary, or secondary
stressed@a#.

To conclude, we know that full vowel information is
especially salient to newborns~Bertonciniet al., 1998!, that
2 to 3-month-olds are sensitive to differences in acoustic
prominence with the same vowel type@a# ~Jusczyk and Th-
ompson, 1978!, and that stress patterns are represented by
newborns at least in consonant-varied items~Sansaviniet al.,
1997!. However, the strong–weak distinction crucially de-
pends on strong versusreducedvowels. This, then, has mo-
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tivated the present investigation of the initial state for this
relatively nonprominent but at the same time important type
of vowel. Given that the initial state of speech perception is
commonly believed to be universal, we decided that the most
stringent test of the distinction between strong and weak
vowels would be one with infants whose intrauterine and
early postnatal experience did not include reduced vowels.
The French language does not have reduced vowels; there-
fore we tested French newborns on English words.

The three alternatives that were outlined earlier were
tested in a straightforward manner by two basic comparisons.
In the first condition, we contrasted monosyllabic words con-
taining one strong vowel~henceforth: S words! with bisyl-
labic words with a weak–strong stress pattern~henceforth:
WS words!. Second, we used WS words versus words with a
strong–strong stress pattern~henceforth: SS words!. We rea-
soned that the outcome of the first condition would inform us
on the validity of alternative 1, which states that weak vow-
els are not attended to initially: if no discrimination were
found between S words and WS words, then alternative 1
would be correct. Moreover, this would predict discrimina-
tion in the second condition, which contrasted WS words
with SS words: if W vowels are not attended to, then WS
versus SS would be effectively equivalent to S versus SS. On
the other hand, if discrimination did appear in condition 1,
then this would indicate that WS words are perceived as
being different from S words, and because of the large sets of
stimuli we would be justified in saying that this difference
lies in the successful extraction and subsequent representa-
tion of weak vowel information. However, in order to estab-
lish whydiscrimination was obtained, and to choose between
alternatives 2 and 3, we needed to contrast WS words with
SS words: If no further discrimination were found, then this
would indicate that weak vowels are effectively equivalent to
strong ones for the purpose of constructing an abstract rep-
resentation~alternative 2!. If, on the other hand, further dis-
crimination were obtained, then this would be evidence that
differences in acoustic prominence as present in full versus
reduced vowel quality are sufficiently salient to the infant not
only to represent weak vowels but also to have a separate
representation for weak versus strong vowels~alternative 3!.

I. METHOD

A. Stimuli

In addition to a specific comparison of full versus re-
duced vowel quality, we decided to use more than two
stimuli at a time, with as wide a variety of syllabic structure,
consonant, and full vowel types as possible. The reason for
this is that discrimination between two single items may be
due to the accurate memorization of those particular stimuli,
and therefore the only justified conclusion is that infants per-
ceived a difference. In contrast, if discrimination is found for
lists of items, then one can infer that the infants must have
succeeded in extracting the common property of an entire set
of stimuli. Thus discrimination would ensue from the ab-
stract representation infants had formed of the parameter of
W versus S vowels, rather than just on the low-level percep-
tual difference between two items. The weak–strong stress

pattern was preferred over a strong–weak one for reasons of
word-final lengthening; having weak vowels occur in the
typically longer final position would have minimized, at least
in terms of duration, the difference between the word types.

In order to ensure an accurate classification of stimulus
words into the categories of WS and SS, we presented lists
of selected disyllables to two native speakers of British En-
glish, one of whom is phonetically trained, and asked them
to classify the words. This resulted in 100% agreement on
the WS versus SS classification. Following this, a total of
108 words were selected as stimuli: 36 S words,~e.g.,blast!,
36 WS words~e.g.,belief!, and 36 SS words~e.g.,banjo!; all
SS words had primary stress on their first syllable~see the
Appendix!. As a further check on these stimuli, the 108
words were presented to three phonetically untrained native
speakers of British English, who were asked to indicate the
stress pattern of the various words. Once more, we obtained
100% consensus. Thus with four adult speaker’s intuitions
perfectly matching our own, we were confident of the WS
versus SS word classification. The materials were recorded
by a 24-year-old female native speaker of standard southern
British English who was naive as to the purpose of the ex-
periment. In order to ensure similarity of production, each
word was embedded in the carrier sentence ‘‘He said the
word @ . . . # to himself.’’ The stimuli were digitized and
measured using a waveform editor. The mean duration of the
S words was 633 ms~s.d.576!, that of the WS words 665 ms
~s.d.578!, and that of the SS words 710 ms~s.d.5103!. The
mean duration of the vowels within the words was 242 ms
~s.d.5107! for the S words, 59~s.d.521! and 226~s.d.582!
for the WS words~reduced vowels and full vowels, respec-
tively!, and 134~s.d.557! and 221 ~s.d.574! for the SS
words.

B. Apparatus

Infants’ sucking responses were measured by means of a
sterile pacifier~Babisol! which was mounted on an adjust-
able mechanical arm and connected to a pressure transducer
~GOULD P23!. This was in turn connected to a computer
~IBM-PC 386! via an analog-to-digital board~Data Transla-
tion 2814!. The computer registered each sucking response
and selected high-amplitude~HA! sucks according to a fixed
criterion, corresponding to an average of about 80% of all
sucks. Detection of an HA suck resulted in a stimulus word
being delivered by an OROS AU22 board, through a stereo
amplifier ~ROTEL RA820B*3! and two loudspeakers
~MARTIN Control Monitor DB92!, at a comfortable level of
intensity.

C. Design

The materials were divided into two conditions: the
S-WS condition and the WS-SS condition, in a between-
subjects design. The testing paradigm was the non-nutritive
high-amplitude sucking procedure~see Jusczyk, 1985 for a
detailed description!. Briefly, all infants in this paradigm
start with one minute of silence, during which their baseline
sucking rate is registered. Following this, they hear one type
of stimulus during a so-called familiarization phase. After
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this phase, ‘‘experimental’’ babies are switched to a new
type of stimulus~e.g., from S words to WS words or from
WS words to SS words! whereas ‘‘control’’ babies are
switched to hearing new tokens of the same stimulus type~S
to S, WS to Ws, or SS to SS!. In this study, we assessed
infants’ sensitivity to the variable of interest through statis-
tical comparisons of the difference in mean sucking rates per
minute between just before and just after the switch in audi-
tory stimulation, for experimental versus control subjects.

D. Procedure

Infants were tested individually in a sound-attenuated
chamber at the Maternite´ Baudelocque Port-Royal in Paris,
about 2 h after feeding. Once a quiet, alert state was ob-
tained, the infant was placed in a semireclining position in a
special ‘‘baby bath seat’’ that reduces head movements. The
criterion for familiarization to the first set of stimuli was a
decrement in sucking rate of at least 25% over two consecu-
tive minutes compared to the rate in the immediately preced-
ing minute. At this point, the auditory stimulation changed.
The postshift period lasted 4 min. To prevent control infants
from hearing the same set of stimuli throughout, each set of
stimuli was split in two subsets of 18 tokens each, resulting
in 6 subsets of stimuli~S1, S2, WS1, WS2, SS1, and SS2!.
Within each subset, presentation was randomly ordered, and
there was an interval of 1300 ms between two stimulus on-
sets. Since the longest word was 861 ms and the shortest one
495 ms, the silent interval between two stimuli was at least
439 and at most 805 ms. Order of presentation of the stimuli
was counterbalanced such that, within each condition, half of
the subjects started with, for example, S words before being
switched to WS words, and half heard WS words before S
words.

E. Subjects

108 healthy, full-term newborns were recruited at the
MaternitéBaudelocque Port-Royal in Paris and tested within
the first 5 days after delivery. None had suffered complica-
tions during pregnancy and delivery, all weighed more than
2750 g at birth and had 1-min Apgar scores of at least 8, and
5-min Apgar scores of 10. Forty babies completed the ex-
periment; their mean birth weight was 3419 g~s.d.5370!,
their mean age was 2.8 days~s.d.51! and their mean gesta-
tional age was 39.7 weeks~s.d.51!. Data from the remaining
babies were discarded for the following reasons: ceasing to
suck or refusing to start sucking~26!, insufficient or irregular
sucking~13!, falling asleep~11!, crying ~11!, failing to reach
the switch criterion~5!, experimenter error~1!, and parental
interference~1!. All the babies’ parents were native speakers
of European French.

II. RESULTS

Three analyses of variance~ANOVA ! with subjects as
the random factor were carried out. The first concerned the
main dependent variable, namely, the difference between the
mean sucking rate per minute before and after the switch
~that is, the mean of the 2 min immediately preceding the
switch versus the mean of the 2 min immediately following

the switch!. The second and the third analyses concerned the
mean sucking rates during the baseline and the last two pre-
shift minutes, respectively. The two relevant between-subject
factors were Condition~S-WS versus WS-SS! and Group
~experimental versus control!. In addition, we included a
counterbalancing between-subjects factor for order of pre-
sentation of the stimuli within each condition~for example, S
words before the switch and WS words after, or vice versa!.
For the mean sucking rates during the baseline and the last
two preshift minutes, no significant main effect or interac-
tions were found, indicating that performance before the
switch was comparable across conditions and groups.

For the main dependent variable, there was neither a
main effect of Group, nor of Condition. However, the inter-
action between these factors was significant@F(1,32)
57.72,p,0.01], reflecting the fact that, in Condition 1~S-
WS!, experimental babies increased their sucking rates sig-
nificantly more than control babies@F(1,16)54.53, p
,0.05], while there was a nonsignificant tendency in the
reverse direction for Condition 2~WS-SS! @F(1,16)53.39,
p.0.08].There were no main effects of the counterbalanc-
ing factor, nor did this interact with any of the other vari-
ables. Figure 1 shows the difference, in mean sucking rates
per minute, between before and after the switch, as a func-
tion of condition, for experimental versus control subjects.

III. DISCUSSION

The present study was designed to provide insight into
the pertinence of reduced vowels and, by implication, of the
distinction between strong and weak syllables for newborns.
The results from Condition 1 clearly showed that newborns
distinguished strong from weak–strong words, even though
one of the syllables in the bisyllabic words contained the
reduced vowel schwa, and even though a wide variety of CV
structures as well as of consonants and full vowels were

FIG. 1. The difference, in mean sucking rates per minute, is shown between
before and after the switch in auditory stimulation, as a function of condition
~S-WS or WS-SS!. Separate bars are shown for experimental~word type
change after switch! and control~no type change! subjects.
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used. Thus the presence of the weak vowels was sufficient to
have weak–strong words being represented as bisyllables.
We can therefore say that, at birth, sensitivity to vocalic in-
formation is such that even reduced vowels are perceived as
a syllabic nucleus, even by infants whose maternal language
does not make a systematic use of reduced vowels.

At the same time, the results of Condition 2 yielded no
evidence to suggest that newborns distinguished between
lists of weak–strong versus strong–strong words. This find-
ing qualifies the one from Condition 1: although the presence
of weak vowels in the WS words did serve to signal a dif-
ference in relation to S words, this difference was not suffi-
ciently salient to lead to a separate representation and hence
to discrimination. This absence of discrimination indicates
that, rather than striking the infants as being different, the
predominant impression of the stimuli was their similarity in
terms of number of syllabic components: weak vowels
counted as syllabic nuclei, hence the WS words in this study
were represented as bisyllables just like the SS words, and
apparently this global representation of bisyllabicity over-
ruled the difference in acoustic prominence between the two
types of bisyllables. Since we know, however, that infants
can pick up subtle auditory distinctions, this absence of dis-
crimination should not be taken to imply that infants simply
do not hear the difference between strong and weak vowels.
Instead, we believe that, in this particular case, the common
property of the number of syllabic components was more
salient than the difference in acoustic prominence as cap-
tured by full versus reduced vowel quality.

Previous work has provided evidence that the number of
syllabic components is a parameter that is readily represented
by infants. Bijeljac-Babicet al. ~1993! demonstrated that
newborns discriminated lists of bisyllabic CV sequences
such as@baku#, @rifo#, etc., from trisyllabic ones such as@ma-
zopu#, @rekivu#, etc. Discrimination performance was not due
to the durational difference between the sets of stimuli, nor
to the difference in number of consonants. However, Bijeljac
et al.’s ~1993! study, as all the others to date, was limited to
full ~strong! vowels, as well as to relatively simple and uni-
form CV sequences. The contribution of this study, then, is
that the capacity to extract an organizational property from
sets of stimuli holds even when the stimuli are complex and
highly variable, that is, when a great variety of CV structures
together with a great variety of vowels and consonants is
used. Moreover, the extraction of organizational information
is apparently not hindered by having a relatively weak, short,
nonprominent vowel function as a syllabic nucleus.

In contrast to strong indications that infants are sensitive
to the number of syllabic components, no evidence has thus
far emerged in favor of other perceptual units. For example,
a study carried out by Bertonciniet al. ~1995! demonstrated
that infants are not similarly sensitive to the number of mo-
rae. From the present study, it would appear that the SW
distinction can join ranks with the mora, in that both serve to
signal rhythmic regularities that are used in adult but not in
infant speech processing. For the time being, then, evidence
seems to be accumulating that the overall notion of syllabic
unit is what counts predominantly for newborns.

A few caveats are in place, however. The first concerns

the notion of variability in the stimulus lists, which in the
present study was deliberately maximized. Hence syllabic
structure varied greatly with forms like CCV~tree!, CCVCC
~trunk!, CVCV ~halo!, VCVC ~appeal!, VCCV ~empire!,
VCVCC ~ascent!, CVCCVCC ~suspense!, and CVCCCVC
~dandruff!. Furthermore, phonetic variation was maximized
with as many different consonants and full vowels as pos-
sible being used. Also, vowel quality was varied in that both
strong primary stressed, strong secondary stressed, and weak
reduced vowels occurred in the lists. It may well be the case
that this considerable diversity has served to drown out the
difference between strong and weak vowels while emphasiz-
ing the only property that was constant in the face of so
much variety, namely the number of rhythmic beats.

A second point worth noting is that the weak–strong
distinction may be more readily apparent when the weak
syllable occurs in a SW disyllable rather than in a WS disyl-
lable, since in the SW context the weak syllable would be
more acoustically prominent by virtue of being longer and
possibly louder. Our choice of WS rather than SW words
was motivated by the desire to maximize the contrast with
SS words. SS words in English typically have primary stress
on their first syllable~e.g.,coffee!, whereas SS words with
primary stress on the second syllable~e.g.,trustee! are rela-
tively rare, making the latter unsuitable as stimulus type.
This being the case, the WS stress pattern was the best coun-
terpart in terms of accent location. In addition, we reasoned
that having weak vowels occur in SW words, because of
word-final lengthening, would reduce the durational differ-
ence between these weak vowels and the second vowels
within the SS words. Nevertheless, one could argue in favor
of a SS~coffee! versus SW~fever! comparison with accent
falling on the first syllable in both types: it is possible that
more homogeneity allows for better representation and hence
discrimination. Of course, this concern could be addressed
empirically.

Finally, it may be that there is a methodological bias in
the sense that presentation of isolated stimuli benefits the
overall impression of the number of syllabic components.
That is, when bounded by silence, a very salient feature of
any one stimulus will be its number of rhythmic beats, so
that the parameter of the overall number of components may
interfere with that of rhythm as conveyed by variations in
acoustic prominence. Perhaps the rhythmic alteration of
strong and weak syllables only becomes salient at the supra-
segmental level of speech prosody, namely in the character-
ization of overall rhythmic structure of connected speech.
Hence it may be the case that infants are perfectly capable of
distinguishing connected speech which is characterized by an
alternation of strong and weak syllables from connected
speech~drawn from the same language! in which this is not
the case. This, too, remains an empirical question.

So, is it the syllable or the vowel that counts for infants?
This question has been raised before~e.g., Bijeljac-Babic
et al., 1993!, and remains difficult to answer, since it is vir-
tually impossible to dissociate syllables and vowels, the
former being by definition built around the latter.2 We know
that vowels play a crucial role in that only stimuli that con-
tain a vocalic nucleus are discriminated~e.g.,@pat# from @tap#
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but not@pst# from @tsp#, Bertoncini and Mehler, 1981!. Thus
it would seem that, as long as there is a vowel-like sound
within a stimulus, infants can in principle use it as a percep-
tual unit; when there is no such sounds, discrimination is not
found. Of course, to the extent that connected speech does
not typically consist of sequences of vowels on their own, it
seems unfruitful to argue over whether it is the syllable or
the vowel that counts. Indeed, it could very well be that,
though the vowel acts as a perceptual anchor, it does need to
be bounded by something else, i.e., by consonants, in order
to stand out. Given that all languages consists of alternations
between vowels and consonants, the notion of a syllable de-
fined as a vocalic nucleus optionally surrounded by conso-
nants would seem a good candidate as an initial, universal
unit of perception.

We can conclude that, at least in the form in which we
tested it, infants can attend to weak vowel information, but
the difference between weak and strong vowel information is
not attended to, or at the very least not sufficiently so to
affect discrimination performance. This in turn favors the
second of the three alternatives that were outlined in the
introduction as a way of characterizing the initial state of
speech processing: newborns initially attend to all syllables
regardless of the relative acoustic prominence of their vo-
calic nucleus, and only subsequent exposure to their native
language induces them to start forming separate categories.
If this is true, then sensitivity to strong versus weak syllables
must develop sometime during the first year of life. Evidence
to support this idea comes from the earlier mentioned study
by Jusczyket al. ~1993! who showed that by 9 months~but
not yet by 6 months!, young children prefer to listen to
stimuli that have the SW patterns characteristic of English
words. Note, however, that there is a difference between sen-
sitivity to and preference for a particular parameter. The
former simply requires discrimination, whereas the latter re-
quires recognition of a more familiar pattern. One obvious
possibility for a follow-up study would therefore be to assess
preference in English infants under 9 months in order to
determine the critical age at which the ability to recognize
these syllabic structures is acquired.

Thus this study has extended the existing knowledge
about infants’ representations of vocalic sounds with respect
to reduced vowels. It has provided information about the
structure of vocalic representations, in that weak vowels
were found to be effectively equivalent to strong ones as far
as the nature of their abstract representation is concerned.
This indicates that, for the purpose of forming a syllable, one
vowel is as good as any other for the newborn, and this in
turn ties in with previous work that has demonstrated the
importance of syllables containing a vocalic nucleus for neo-
nate speech processing.
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APPENDIX: WORD STIMULI

Strong words Weak–strong
words

Strong–strong
words

drink string lament patrol halo metro
blast gist advice veneer endive archive

wound mould belief degree banjo hygiene
creed hunch device ravine turmoil gargoyle
grape surge gavotte police methane cyclone
train felt marine delight elbow empire
toast coast raccoon balloon survey sultan
nose worm control consent jockey robot
tree plea career canoe vortex volume

gloom moon cigar manure tepee coffee
spring fringe grenade guitar curfew rhubarb
stench feast charade cassette torso cohort
help dread ascent appeal mushroom cocktail
break trunk abode award bonfire sapphire
jolt scar salute facade ozone essay

sleigh sky fatigue suspense spondee window
box mind gazelle contempt access syntax

straw crow receipt resort upshot dandruff

1In prosodic phonology, a slightly different definition is used: strong syl-
lables are defined as stressed syllables, while weak syllables are defined as
unstressed~whether full or reduced! syllables ~e.g., Halle and Keyser,
1971!.

2We are of course aware of the existence of so-called syllabic consonants
such as /1/ in a word likebottle. However, at present no data exist to
indicate whether the vowel-like nature of such consonants is sufficient to
signal an entire syllable to prelinguistic listeners.
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Previous research has shown that young infants easily discriminate both native and non-native
consonant contrasts, but by 10–12 months of age infants perform like adults and easily discriminate
only native consonant contrasts. The present study was designed to determine what kind of
experience is required to maintain discrimination of native consonants. To address this question,
English listeners of three ages~6–8 months, 10–12 months, and adults! were presented with the
phonetic difference,@?a# vs @ t5a#. This distinction occurs in English but is not phonemic:@ t5a#
occurs when it follows an@s# ~as in /sta/!. If passive exposure is sufficient to maintain
discrimination, all age groups should discriminate@?a# vs @ t5a#. However, if phonological status
plays a role, then older infants and adults should fail. In experiment 1, English adults judged@?a#
and@ t5a# to be equally good instances of the same phonemic category /da/. In an AX procedure in
experiment 2, English adults discriminated@?a# vs @ t5a# better than chance but worse than native
phonemic levels. In the Conditioned Head Turn procedure in experiment 3, adults and 6- to
8-month-old infants discriminated@?a# vs @ t5a#, but 10- to 12-month-old infants did not. Taken
together, these results are most consistent with the hypothesis that phonological status plays a role
in maintaining discrimination of phonetic information. ©1997 Acoustical Society of America.
@S0001-4966~97!05712-3#

PACS numbers: 43.71.Ft@WS#

INTRODUCTION

In the process of becoming a speaker of a language, one
must acquire a tacit understanding of the phonological prin-
ciples inherent in the native language. Phonological prin-
ciples specify both phonetic variations that signal differences
in meaning~phonemic distinctions! as well as systematic dif-
ferences in production that occur within a language but do
not signal differences in meaning. It is now well established
that infants begin the process of acquiring the phonology of
the native language during the first year of life~Jusczyk,
1997; Werker and Pegg, 1992!. Of particular interest to our
work, numerous studies show that in the early months of life,
infants discriminate both native and non-native contrasts
with equal ease, but 10- to 12-month-old infants perform like
adults and only easily discriminate those contrasts that are
used to differentiate meaning in their native language~Best
et al., 1995, 1988; Kuhlet al., 1992; Polka and Werker,
1994; Trehub, 1976; Werker, 1989; Werker and Lalonde,
1988; Werker and Tees, 1984a!.

The changes that occur in perception of non-native con-
trasts do not constitute an ‘‘absolute loss’’ of discriminative
capacity. In tasks that mimic the processing demands of lan-
guage comprehension, adults show an overwhelming bias to
discriminate only that phonetic variation that carries phone-
mic status. However, when tested under other conditions, it
is clear that the human auditory system retains the ability to
discriminate non-native phonetic differences~for reviews see
Strange, 1995; Werker, 1994!. Thus the age-related decline
in the ability to discriminate non-native contrasts is referred

to as a functional~linguistic! reorganization rather than an
absolute loss~Werker, 1995!. The assumption has been that
the functional reorganization involves a mapping of phonetic
variation on to potentially meaningful differences.

The conclusion that the functional reorganization re-
flects sensitivity to potential phonemic contrasts rather than
just sensitivity to language-specific phonetic variation is pre-
mature, however. The major problem is that much of the
above work comparing discrimination of native and non-
native contrasts has confounded linguistic exposure and pho-
nological status~see MacKain and Stern, 1982, for a discus-
sion!. Thus we did not know whether infants, during the first
year of life, maintain sensitivity to native contrasts simply
because they haveheard that phonetic variation occurring
systematically in the language input, or whether they main-
tain sensitivity to only that phonetic variation that corre-
sponds to meaningful distinctions in the native language.

In most previous work, a non-native contrast has typi-
cally been defined as a pair of syllables differing in only a
single consonant~or vowel! that would signal a contrast in
meaning in an unfamiliar language but not in the native lan-
guage. In these experiments, however, researchers have
failed to systematically control whether variants of one or
both members of the non-native contrast also occur in the
native language~but see Bestet al., 1988; Polka, 1991!. For
example, in Werker’s research, one could argue that the ini-
tial position Hindi dental consonant does occur in English,
but the initial position Hindi retroflex consonant does not
~except in some speaker’s consonant clusters! in comparison
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to the glottalized uvular and velar consonants from Nthlka-
mpx, neither of which occurs in English~Werker and Tees,
1984b!. Without proper control of these factors, it is impos-
sible to confirm whether or not the functional reorganization
really does involve a mapping onto meaning.

There are two ways to test whether the simple exposure
hypothesis is sufficient to explain the developmental reorga-
nization in phonetic perception. The first way to test this
hypothesis is to ascertain whether complete lack of exposure
necessarily leads to a decline in discrimination. The second
way to test this hypothesis involves examining whether pres-
ence of exposure in the absence of phonemic status neces-
sarily leads to maintenance of discrimination.

It has been shown that simple lack of exposure does not
necessarily lead to a decline in discrimination performance
on non-native contrasts. Best and colleagues~Best et al.,
1988, 1995! tested English adults and English-learning in-
fants of 8 to 14 months of age on a Zulu apical/lateral click
contrast. This non-native contrast is comprised of phones
which do not occur in English, and are not similar in any
respects to the phonology of English. All subjects easily dis-
criminated this contrast. Best and colleagues concluded that
discrimination was maintained because the non-native
phones were not assimilable to English phonology, and thus
were spared the reorganization process.

Although Bestet al.’s research~1988! reveals that lack
of linguistic exposure may not always lead to a reduced abil-
ity to discriminate, we did not yet know if presence of lin-
guistic exposure independent of phonological status is suffi-
cient to maintain an ability to discriminate consonant
contrasts. To conduct such a study, it is necessary to present
listeners with a pair of phones to which they are routinely
and regularly exposed~i.e., native! but that do not constitute
a phonemic contrast in their native language.

English allows two alveolar stops in initial position—the
voiced unaspirated stop, and the voiceless aspirated alveolar
stop,@ th#. A third variant occurs following /s/—the voiceless
unaspirated alveolar stop@ t5#. Linguistically speaking,@ th#
and@ t5# are allophonic variants of the phoneme /t/ while@?#
and@ t5# are not allophonic variants of a single phoneme but
rather come from two different underlying phonemic catego-
ries, /d/ and /t/. Thus, phonologically,@ th# and@ t5# are more
similar to one another than either is to@?#. However,@ t5#
and@?# are acoustically and perceptually more similar to one
another than either is to@ th# ~Lisker and Abramson, 1970;
Lotz et al., 1960!. Furthermore, although there are many lan-
guages in the world with a voiced unaspirated@?# and a
voiceless unaspirated@ t5# phonemic contrast, it is not known
whether there are any languages that contrast@?#s and@t5#s
with the precise acoustic characteristics of the stimuli used in
this study ~see first Method section for description of the
acoustic values!.

To assess discrimination of a language specific phonetic
difference using this set of phones, it was necessary to re-
move one of the context-dependent variants from its standard
context and to present it in the context of the other. In pre-
vious work, Repp and Lin~1989! presented subjects with the
@ba#–@pa# phonemic distinction but with both syllables pre-
ceded by an@s#. Adult English listeners were unable to per-

form the discrimination. This raises the possibility that the
presence of@s# interferes with detection of phonetic informa-
tion possibly due to masking. Thus, we decided to test En-
glish adults on the@ t5#2@?# phonetic difference and, to do
this, we removed@ t5# from its standard@st5# context ~in
English!, and presented both@ t5# and @?# in syllable initial
position.

The phones@ t5# and@?# are both components of English
phonology and all English speakers are exposed to both@ t5#
and @?#. However, although@ t5# and @?# are described for-
mally as derived from two different underlying phonemes,
the precise acoustic-phonetic difference between@ t5# and@?#
in syllable initial position is never used to contrast meaning
in English. Thus, by assessing discrimination of@ t5# vs @?#,
we can address the question of whether linguistic exposure
lacking in phonemic status is sufficient to allow maintenance
of discrimination.

To address this main question, adults and both 6- to 8-
and 10- to 12-month-old infants were tested in the condi-
tioned head turn procedure. It is in this category change pro-
cedure that much of the evidence of a developmental reorga-
nization in phonetic perception has previously been revealed.
If exposure is the main factor in the developmental reorga-
nization, then listeners in all age groups should easily dis-
criminate @ t5a# from @?a# because they are regularly and
routinely exposed to this phonetic variation, albeit not both
in initial position. If, on the other hand, phonological status
plays a major role, then both adults and 10- to 12-month-old
infants should have difficulty discriminating this nonmean-
ingful but native phonetic variation.

Before addressing the main question, it was necessary to
examine English adults’ perception of these stimuli in detail.
In experiment 1, adults were tested in a procedure designed
to determine if both@ t5a# and@?a# are perceived as members
of the same English phoneme or as members of two different
phonemes. To do this, adults were tested in a variation of a
category goodness task~Miller, 1995!. Next, to determine if
these segments are discriminable under sensitive testing con-
ditions, adults in experiment 2 were tested in a same/
different ~AX ! task with a 500-ms ISI. The AX procedure
with a short ISI is thought to be sensitive because adults
tested in this procedure discriminate some difficult non-
native contrasts~Werker and Logan, 1985! and also discrimi-
nate difficult within consonant phonetic variation~Carney
et al., 1977!. Thus adults tested in an AX procedure may
discriminate these consonants even if both segments are
judged to be members of the same phonemic category.

I. EXPERIMENT 1

A. Introduction

The purpose of the first experiment was to determine if
English adults judge the English syllable@ t5a# as linguisti-
cally equivalent to the syllable@?a#, or, alternatively, detect
subtle differences between them. Because of the overwhelm-
ing acoustic similarity of@ t5a# and@?a#, it was predicted that
English listeners would identify all exemplars as members of
an English /d/. It was possible, however, that adults would
identify differences in quality between@ t5a# and @?a#. Con-
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sistent acoustic differences between these phones do exist,
albeit not cues to a phonemic contrast~see Table I!. This
detail could allow at least some listeners to detect differences
in quality between@ t5a# and @?a#. Specifically, because
@ t5a# never occurs in initial position and yet it is being pre-
sented in initial position, adults could have judged@?a# to be
a better example of the category of initial position alveolar
stops than@ t5a#.

One recent study investigated adult English speakers’
discrimination of two English allophones presented in their
natural context and an unnatural context~Whalenet al., in
press!. In English, syllable initial ‘‘L’’ differs from syllable
final ‘‘L.’’ Initial position ‘‘L’’ is transcribed phonetically as
light @l#, and final position ‘‘L’’ is dark @O#. Whalenet al.
hypothesized that adults would judge an allophone presented
in the appropriate position as a better example of the cat-
egory ‘‘L’’ than the allophone presented in the inappropriate
position. Accordingly, they presented adults with dark and
light ‘‘L’’s in both initial position and final position,@le, Oe,
el, eO#, and care was taken to equate the vowels. When tested
in a category goodness task, adults did not judge allophones
occurring in their appropriate position,@le# and@eO#, as better
examples of the category than those allophones occurring in
the inappropriate position,@el# and @Oe#. All exemplars were
considered good examples of the category. In addition, when
tested in an AXB procedure, adults did not exceed chance
levels of discrimination. Thus in their study, English adults
were not able to detect differences between the English allo-
phonic variates of dark and light ‘‘L’’ in either an identifi-
cation or a discrimination task.

The stimuli used in our studies differ from the Whalen
et al. ~in press! stimuli. Whereas light@l# and dark@O# are
allophones of the same underlying consonant, the syllables
@ t5a# and @?a# arise from different underlying consonants.
Thus, even though adults do not detect differences between
@l# and @O# it is possible that adults will detect differences in
category goodness between@ t5a# and @?a#.

A variation of a procedure designed by Miller~1995!

was used to try to elicit differential ratings of quality among
the phonetic exemplars. Adults were given a sheet with one
syllable printed at the top~eitherDA, STA, or SDA!. SDA
was included because it was thought that subjects might at-
tend to phonetic differences among the stimuli when com-
paring them to a phonologically and orthographically impos-
sible syllable. They were asked to rate the quality of match
of individually presented exemplars of@ t5a# and @?a# to the
letter printed in bold. If all exemplars are assimilated to the
meaningful /d/ category, ratings from subjects withDA page
headings should be better than ratings for those with STA
and those with SDA should fall in the middle. Differences in
quality will be evident if adults rate@?a# exemplars as better
examples ofDA than @ t5a# and conversely, rate@ t5a# as
better examples of STA than @?a#.

B. Method

1. Subjects

Thirty university students between the ages of 18 and 30
years participated in this study. All subjects were monolin-
gual speakers of English and had no knowledge of any other
language before the age of 8 years.1 Subjects initially indi-
cated interest in participating in research by adding their
name to a subject pool. They were then contacted by phone,
given details of the procedure, and if they were interested, an
appointment was made. Following the procedure, they were
given a verbal description of the study and a two-page sum-
mary explaining the theoretical basis of the research project.
Subjects were also given 1 credit for an undergraduate psy-
chology course.

2. Stimuli

The speech samples used in this study were produced by
a male, native English speaker. Several exemplars of@?a#
and @st5a# were digitized directly into a Macintosh II FX
computer using the Signalize speech analysis program via a
GW Instruments analog-to-digital board~model GWI-AMP!.
In addition, several exemplars of@ tha# were recorded. The
@ tha# exemplars were not used in experiments 1 and 2, but
were used in experiment 3. All signals with perceived differ-
ences in cues such as pitch, loudness, intonation contour, and
duration were eliminated.2 Fifteen exemplars were
selected—five for each category. Finally, the selected@st5a#
exemplars were modified by deleting the initial@s#, taking
care not to remove any of the characteristics of the burst
release of the alveolar stop consonant.

The five exemplars selected for each@?a#, @ t5a#, and
@ tha# category were analyzed to identify criterial phonetic
characteristics. As can be seen in Table I, the phonemes@?a#
and @ tha# differ in VOT, burst duration, fundamental fre-
quency (F0) at vowel onset,F1 at vowel onset~the first
formant!, and F2 at vowel onset. In contrast, the syllables
@?a# and@ t5a# differ only in F2 onset~possibly due to coar-
ticulation of the preceding /s/! and have overlapping values
in each of the other measures~see also Repp and Lin, 1987!.
The main acoustic cue for differentiating@ t5a# from @?a# is,
therefore, a higherF2 onset for@?a# than@ t5a#. It should be
noted that it has been reported in the literature that the mean

TABLE I. The results of acoustical analyses of the exemplars.

Item
VOT
~ms!

Burst
duration

~ms!

Syllable
duration

~ms!
F0 onset

~Hz!
F1 onset

~Hz!
F2 onset

~Hz!

tha1 17.45 23.60 336 106 675 1479
tha2 41.00 22.90 397 105 726 1366
tha3 35.75 20.45 389 103 726 1400
tha4 46.50 34.50 407 102 718 1298
tha5 36.10 33.75 415 105 675 1358

da1 6.30 15.20 350 96 449 1600
da2 5.30 12.95 374 101 476 1600
da3 3.50 14.60 353 98 458 1643
da4 3.35 14.05 403 98 432 1617
da5 6.20 13.05 369 100 458 1505

t5a1 7.55 14.85 347 101 441 1410
t5a2 2.95 15.60 338 100 458 1418
t5a3 1.70 15.25 353 100 459 1410
t5a4 6.35 17.45 339 100 484 1436
t5a5 3.75 15.55 362 101 484 1401
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F0 onset of@ t5a# and @?a# differ. Indeed, lower meanF0
onset for@?a# is reported to be one of the consistent acoustic
cues differentiating these allophonic variants~e.g., Hombert
et al., 1979!. Although there is a mean difference in values
of F0 at vowel onset for our stimuli~@?a#598.6 vs@ t5a#
5100.4!, F0 onset is not a distinguishing cue since there is
overlap inF0 onset between the two categories.

The ten digitized stimuli used in the stimulus set~five
@t5a#s and five@?a#s! were imported into the Bliss Experi-
mental Control System. This program controlled the presen-
tation of the stimuli.

3. Apparatus and procedure

Subjects were given a response sheet with eitherDA,
STA or SDA printed at the top~ten subjects in each condi-
tion!. Subjects were presented with the ten individual exem-
plars and their task was to rate the goodness of each of the
exemplars in relation to the referent, the one printed in bold
at the top of their page.3 Each individual exemplar was fol-
lowed by a 5-s response interval during which subjects wrote
a number between 1~poor! and 7~excellent! on the response
sheet.

Subjects were seated in a sound-attenuated chamber in
groups of no more than three. They were seated with their
backs to each other to ensure that no subject saw the other’s
response sheet. Before being given the response sheet, sub-
jects were told not to utter the syllable on the top of the page
and were given instructions to rate the quality of each pre-
sented signal relative to the referent shown in bold print at
the top of their page. They were also told that although the
task was very difficult for most people, they should never-
theless try to listen carefully for differences between the
sounds. It was hoped that such explicit instructions would
facilitate detection of subtle quality differences. Exemplars
were presented free field by a Compaq 286 computer using
the Bliss Program and were presented at a comfortable lis-
tening level of 65 dB over a Bose speaker.

Subjects were tested in two sessions with a 3–5-min
break between sessions. Each of the ten individual exemplars
was presented six times per session. Thus, in total there were
60 presentations of exemplars from the category@?a# and 60
from the category of@ t5a# for a total of 120 responses, 12
judgments for each individual exemplar. The order of pre-
sentation was randomized for each group of subjects and for
each session.

C. Results and discussion

To determine if judgments of category goodness differed
as a function of the category of the phone, a mixed-model
analysis of variance~ANOVA ! was conducted in which the
group variable was page heading~STA, SDA, or DA! and
the two repeated measures were session~session 1 versus
session 2! and phone category~@?a# vs @ t5a#!. The dependent
variable was the rating value.

There was a main effect for page heading@F(2,27)
55.47, p,0.01# and an interaction between session and
page heading@F(2,27)53.24, p,0.05#. No other main ef-
fects or interactions were significant. The main effect for
page heading was analyzed by comparing mean rating values

using Fisher’s Protected LSD. The results indicated that
adults judged all exemplars as less good when STA was the
page heading than when eitherDA ( p,0.005) or SDA ( p
,0.02) were the headings~see Fig. 1!. Ratings were not
significantly different when SDA versusDA were page head-
ings.

The interaction between session and page heading was
analyzed by comparing session for each page heading. When
STA was the page heading, session was not significant. Like-
wise, whenDA was the page heading, session was not sig-
nificant although the means were slightly higher during the
second session~first sessionM54.71, s.d.50.92; second
sessionM54.85, s.d.51.00!. In contrast, when SDA was the
page heading, there was a trend for higher goodness ratings
during the first session@F(1.9)53.87,p,0.08# ~first session
M54.74, s.d.50.42; second sessionM54.35, s.d.50.77!.
Still, during the second session, signals were not necessarily
considered poor examples of the category, simply less good.

This study also provided important information as to
whether any of the ten individual exemplars in the stimulus
set were perceived as consistently different in quality. A
mixed model ANOVA was conducted using page heading as
a group variable and exemplar as a repeated measure. This
analysis of mean rating scores revealed that although page
heading was significant@F(2,27)55.80, p,0.008#, and
there was an interaction between page heading and exemplar
@F(18,243)52.75, p,0.02# ~Greenhouse-Geiser adjust-
ment!, there was no main effect for exemplar. This suggests
that all exemplars fell within an acceptable range and, there-
fore, all exemplars were used in subsequent experiments.

Taken together, these results support the prediction that
adults judge all exemplars as better examples of ‘‘D’’ than
‘‘T.’’ Interestingly, even though English spelling rules do
not allow ‘‘SD,’’ listeners also rated the signals as good
examples of the SDA referent. They did not, however, rate
the exemplars as good examples of the STA referent even
though English spelling rules allow ‘‘ST.’’ Indeed, inspec-
tion of the means for ratings of the individual exemplars
shows that even the highest rated exemplar for ‘‘ST’’ was
rated as less good than the lowest rated exemplar for either
DA or SDA. Thus, the most important fact arising from these
results was that both@ t5# and @?# were assimilated to the
English phoneme ‘‘D.’’

There was no indication that adults judged the phone in
its appropriate context,@?#, as a better example of the cat-
egory than the phone in its inappropriate context,@ t5#. This

FIG. 1. Mean ratings for@ t5a# and@?a# on a scale of 1 to 7 as a function of
page heading ‘‘SDA,’’ ‘‘DA,’’ or ‘‘STA.’’
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replicates the results from Whalenet al. ~in press! suggesting
that native speakers do not detect allophonic variation. The
present study goes one step further, however, in that even
when the phonetic variation arises from two different under-
lying meaningful categories specified by English phonology,
adults do not detect differences among phones.

II. EXPERIMENT 2

A. Introduction

The second step in assessing adult perception of a
language-specific phonetic difference was to determine if
adults can discriminate@?a# from @ t5a# under relatively sen-
sitive testing conditions. Even though adults did not detect
quality differences in the signals in the first study, it was still
possible that adults would discriminate@?a# from @ t5a# if
tested in a more sensitive procedure. The AX~same–
different! procedure has been shown to facilitate discrimina-
tion of phonetic variation that is not meaningful in the native
language~Carneyet al., 1977!. In this procedure, adults are
presented with a pair of speech sounds and are asked to say
whether the two speech sounds are the same or different. As
mentioned previously, ease of discrimination can differ as a
function of the ISI between the pair of stimuli~Werker and
Logan, 1985!. Thus, to facilitate discrimination of the pho-
netic difference, adults were tested in the AX procedure us-
ing a 500-ms ISI.

Order was controlled in this study to allow for the pos-
sibility that adults would show better discrimination in one
order than in another. Previous research in vowel perception
has shown that order can affect discriminability. In particu-
lar, when infants are tested in the conditioned head turn pro-
cedure ~Kuhl et al., 1992; Polka and Werker, 1994! and
adults are tested in an AXB procedure~Sussman and
Lauckner-Morano, 1995! discrimination is worse in one or-
der than the other. Kuhlet al. ~1992, 1993! proposes a per-
ceptual magnet effect to explain this phenomenon. Accord-
ing to the magnet effect, discrimination will be worse if the
more prototypical vowel is presented as the referent than if
the nonprototype is the referent because the more prototypi-
cal vowel acts as a ‘‘magnet,’’ pulling the others toward it.
In Kuhl’s work, subjects were always presented with good
and poor instances of a single phonetic category~i.e., good
and poor /i/s!. In an extension of this work, Polka and
Werker~1994! presented subjects with two different German
vowels, both of which were perceived by English listeners as
instances of a single English vowel category~see also Polka
and Bohn, 1996!. Similarly, as revealed in experiment 1,
both @?a# and @ t5a# are perceived as instances of the single
English phoneme category /da/ even though they are differ-
ent phonetically and arise from two different underlying pho-
nemes. Thus, to allow for an analysis of a possible magnet
effect with our stimuli, order was controlled.

B. Method

1. Subjects

Eighteen adults between 18 and 25 years of age partici-
pated in this study. They were recruited as described in ex-
periment 1 and the selection criteria were identical. Two

adults’ data were excluded~one due to a self-reported hear-
ing loss in one ear and one due to equipment error!, resulting
in a sample size of 16.

2. Stimuli

The ten stimuli used in this study were the five@t5a#s
and the five@?a#s described in experiment 1. The set of pair-
ings included each individual exemplar paired with every
other exemplar. This resulted in five different~DIFF! pairs
and four same~SAME! pairs for each exemplar~e.g., DIFF
5@?a#1 with @ t5a#1, @ t5a#2, @ t5a#3, @ t5a#4, and @ t5a#5!.
SAME5@?a#1 with @?a#2, @?a#3, @?a#4, and@?a#5!. Because
physically identical pairings may alter the response bias of a
subject~Werker, 1993; Whalenet al., in press! no exemplar
was paired with itself. Thus, one additional SAME contrast
was randomly selected for each exemplar to equalize the
numbers of SAME and DIFF pairs.

3. Apparatus and procedure

Presentation of contrasts was controlled by a 286 Com-
paq computer using the Bliss Program. Pairs were presented
free field in an IAC sound attenuated chamber over a Bose
speaker with a 500-ms ISI and a 2000-ms response interval.
During the response interval, subjects pressed buttons
marked SAME or DIFF on a mouse connected to the com-
puter. The computer recorded all responses.

Adults were tested individually in three stages: a famil-
iarization stage, and two testing stages. To familiarize adults
with the procedure, they were presented with 16 pairings
alternating between two SAME trials and then two DIFF
trials ~in the same order for all subjects!. Each adult was
given a list of the correct responses and was told to respond
on each trial by pressing the appropriate button. After this
brief familiarization, testing began.

Two rounds of testing were conducted with 100 trials in
each set. Within each set, 50 pairs began with a@ t5a# and 50
began with a@?a#. Of those 50, 25 were SAME pairs and 25
were DIFF. Each exemplar occurred ten times in the ‘‘A’’
position. To ensure that no adult heard the pairs in the same
order twice or in the same order as another adult, the order of
presentation of the 100 pairings was randomized for each
round and for each adult.

A8 scores were calculated for each adult. A8 scores con-
trol for the response bias of a subject by taking into consid-
eration the frequency of false alarms relative to the number
of hits.4 This is a nonparametric statistic similar to d8 but,
unlike d8, can be used with a smaller number of trials. In
addition A8 values are constrained to vary between 1~perfect
performance! and 0.5~chance performance!. A value below
0.5 is mathematically possible but suggests that the subject is
systematically using some cue or strategy different than that
required for the task.

C. Results

To determine whether English listeners could discrimi-
nate the syllables, a repeated measures ANOVA was con-
ducted. The repeated measures were session of testing~first
versus second! and order of pairings~@?a# first versus@ t5a#
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first!. There was a main effect for order@F(1,15)536.87,
p,0.001# and an interaction between order and session
@F(1,15)57.24, p,0.02#. The main effect for order indi-
cated that listeners had higher A8 scores when@ t5a# was in
first position ~M50.75, s.d.50.12! than when@?a# was in
first position~M50.56, s.d.50.15!.

Follow-up analyses of the interaction between order and
session revealed a significant difference between the first and
the second session only when@?a# was in first position
@F(1,15)58.68,p,0.01# ~see Fig. 2!, but the magnitude of
the order effect was still apparent even when taking into
account the interaction. That is, although discrimination for
@?a# first pairings improved from the first to the second ses-
sion, discrimination for@?a# first pairings during the second
session did not reach the levels of accuracy seen when@ t5a#
was in first position.

A8 scores in each of the conditions were compared to
chance and then to levels of discrimination expected for a
native contrast~A8 native discrimination is 0.95; see Polka,
1991!. Importantly, when@ t5a# was in first position, the A8
scores were well above chance@session 1,t(15)510.44,p
,0.0001; session 2,t(15)57.01,p,0.0001#, and yet below
native levels@session 1,t(15)57.39 p,0.0001; session 2,
t(15)56.02, p,0.0001#. The results differ dramatically
when @?a# was in initial position. In this condition, the A8
scores were greater than chance only during the second ses-
sion @t(15)53.078, p,0.008# (M50.60). As well, mean
A8 were still well below native levels of discrimination in
both sessions@session 1,t(15)511.73, p,0.0001; session
2, t(15)510.35,p,0.0001#. Thus it appears that when@?a#
was in first position, discrimination was attenuated.

The direction of the order effect is consistent with pre-
dictions from the perceptual magnet hypothesis~Kuhl et al.,
1992!. Discrimination is attenuated when the~putatively!
better exemplar is presented as the referent. Further investi-
gation revealed, however, that the magnet effect cannot ex-
plain our results. In her original work, Kuhl~1991, 1993!
suggested that when a ‘‘good’’ exemplar from within a cat-
egory is the referent, discrimination is attenuated because
perceptual distance is reduced between the good example
and less good examples. Thus by extension, we can deduce
that stimuli compared to the good exemplar should be judged
the SAME more often than stimuli compared to the less good
exemplar. In the present case, since@?a# first pairings
showed reduced discriminability~appeared to act as the per-

ceptual magnet!, adults should be responding SAME more
often to pairs with@?a# first than with@ t5a# first. However,
they were not. In a repeated measures ANOVA comparing
percent of SAME responses as a function order of pairings
~@?a# first versus@ t5a# first!, subjects were significantly more
likely to respond SAME to@ t5a# first pairings~M553.19,
s.d.522.61! than to @?a# first pairings ~M542.81, s.d.
515.54!, an effect opposite to predictions from the percep-
tual magnet effect.

D. Discussion

The results from this experiment show that English
adults can discriminate@ t5a# from @?a# when tested in a
sensitive procedure with a 500-ms ISI. When@ t5a# was in
first position, adults correctly discriminated well above
chance levels. That this was not an easy or straightforward
task was evidenced by the fact that when@?a# was in first
position, performance was severely attenuated particularly
during the first block of 100 trials and by the fact that per-
formance in all cases was still worse than would be expected
on a native language phonemic contrast. Accuracy improved
during the second session for those pairings with@?a# first
and reached greater than chance levels of accuracy. Thus,
discrimination was better than chance in three of four condi-
tions. These results provide evidence that adults tested in a
sensitive procedure can discriminate~nonmeaningful! native
language phones, and can do so even when one of the phones
is presented in a nonstandard context but that their discrimi-
nation levels are lower than would be expect for a native
phonemic contrast.

These results differ somewhat from the results in
Whalenet al. ~in press!. Two main differences between this
study and theirs may help us to understand this difference.
First, the phonetic difference in the present study is drawn
from two different meaningful categories while the Whalen
et al. stimuli are drawn from a single underlying phonemic
category. As such, the present stimuli might be more easily
discriminated, although underlying phonological status does
not necessarily predict phonetic dissimilarity. Second, a
more adequate explanation may be that the AX procedure
used herein may be more sensitive to within category distinc-
tions than the AXB procedure used by Whalenet al. ~see
Carneyet al., 1977, for evidence!. This difference in sensi-
tivity between the two procedures may account for the dif-
ferent results.

There was strong evidence of an order effect. When@?a#
was in initial position, performance was attenuated and even
though there was improvement during the second session,
accuracy did not reach the levels of accuracy seen when
@ t5a# was in first position. The direction of the order effect
was, at first blush, consistent with predictions from the per-
ceptual magnet effect~Kuhl et al., 1992!. In contrast to pre-
dictions from the perceptual magnet hypothesis, however,
adults wereless likely to respond SAME to@?a# first pair-
ings. The lack of support for a magnet effect was perhaps not
surprising given the lack of differences in judgments of cat-
egory goodness for@ t5a# vs @?a# in experiment 1. According
to Kuhl’s work ~Kuhl, 1991, 1993! a magnet effect would
only be predicted if there were differences in goodness be-

FIG. 2. A8 scores for English adults tested in the AX procedure.
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tween the two sets of stimuli. Thus if the order effect found
here is interpretable, some mechanism other than the magnet
effect must be responsible. It may be that a more differenti-
ated explanation that includes both contrast and anchor ef-
fects is required~see Warren, 1985!.

III. EXPERIMENT 3

A. Introduction

The final and critical experiment was designed to assess
discrimination of the English syllables@ t5a# and @?a# by
adults and by infants of both 6 to 8 and 10 to 12 months of
age. The results from experiment 2 reveal that under sensi-
tive testing conditions, English adults can discriminate@ t5a#
from @?a#. However, it was unclear if adults would discrimi-
nate this distinction when tested in a category change proce-
dure. Previous research has shown that adults tested in a
category change procedure easily discriminate only those
consonant contrasts that are meaningful in the native lan-
guage~Werkeret al., 1981; Werker and Tees, 1984b!. Thus
it was not known whether the conditioned head turn proce-
dure, as an instance of a category change procedure, would
be sufficiently sensitive to reveal discrimination of nonmean-
ingful, native language phonetic variation.

As mentioned in the Introduction, most previous re-
search has confounded exposure and phonological status.
The stimuli used in the present research were selected spe-
cifically to unconfound these two factors. If the phonological
status of a contrast is important in adult speech perception
and the category change procedure elicits discrimination of
only meaningful contrasts, adults will not discriminate@ t5a#
from @?a# in this procedure. On the other hand, if simple
exposure is sufficient to maintain~or reestablish! discrim-
inability, adults should discriminate these syllables even
when tested in the category change task.

There were also two possible outcomes for the younger
infants. On the one hand, previous evidence suggests that 6-
to 8-month-old infants can discriminate almost every conso-
nant contrast with which they have been tested~Bestet al.,
1995, 1988; Kuhlet al., 1992; Polka and Werker, 1994; Tre-
hub, 1976; Werker, 1989; Werker and Lalonde, 1988;
Werker and Tees, 1984a!. On the other hand, the broad-
based sensitivities shown by 6- to 8-month-old infants could
reflect a sensitivity to only those phonetic differences that are
used as meaningful contrasts in the world’s languages. As
mentioned in the General Introduction, there are many lan-
guages that use voiced, unaspirated@?# versus voiceless un-
aspirated@ t5# as a phonemic contrast but our particular
stimuli include no systematic differences in VOT. Thus the
particular combination of phonetic cues used in our English
@ t5# and@?# stimuli may not correspond to the phonetic cues
in a meaningful contrast in any of the world’s languages.

Finally, there were two possible outcomes for the older
infants. As mentioned previously, absence of exposure to a
speech contrast does not always lead to decreased ability in
10- to 12-month-old infants because English-learning infants
this age and older discriminate the non-English Zulu apical/
lateral click contrast~Bestet al., 1988!. What we did not yet
know was whether 10- to 12-month-old infants would dis-

criminate speech segments to which they are exposed but
which do not signal meaningful differences in the native lan-
guage. The variants@?a# and @ t5a# allowed us to test this
possibility since these syllables are part of the native lan-
guage and yet do not contrast meaning.

B. Method

1. Subjects

Twelve English monolingual adults between 18 and 22
years of age participated in the study. Recruitment was iden-
tical to experiment 1 and selection criteria were identical.
Two additional subjects were also tested in this procedure
but their data are reported separately because they had both
received extensive phonetics training prior to participating in
the study.

English-learning infants were recruited in several ways.
Most parents whose babies participated were initially con-
tacted by a research assistant from our laboratory who visited
post-partum mothers in the hospital. The research assistant
described the type of studies done in our laboratory in gen-
eral terms and asked mothers if they were interested in par-
ticipating in our studies. If the mother indicated interest, she
provided her address and phone number and gave permission
to be contacted at a later date. When the baby was the ap-
propriate age, parents were contacted by phone and given
detailed information about this study. If they were still inter-
ested, an appointment was made. Other infants were enrolled
when their parents contacted the laboratory after seeing our
posters or after hearing advertisements we had broadcast on
local radio stations. Finally, some mothers and infants were
recruited by parents who had participated in our research.
These mothers called us to make appointments. All infants
were healthy, born within 2 weeks of due date, were from
English-speaking homes, and had not been exposed to any
other language more than an estimated 10%. They were
given a T-shirt and a certificate after participating.

Data from 32 infants were used: 20 English-learning in-
fants aged 6 to 8 months~6 females, 14 males, mean age
56 months and 28 days! and 12 English-learning infants
aged 10 to 12 months~6 females, 6 males, mean age510
months 15 days!. An additional 30 infants aged 6 to 8
months were excluded from the study due to failure to con-
dition to the native meaningful contrast5 on the first visit
~15!, failure to recondition to the phonemic contrast on the
second visit~4!, crying or ill ~6!, equipment error~2!, and
failure to return for the second visit~3!. Seventeen additional
older infants were excluded due to failure to condition to the
native meaningful contrast on the first visit~9!, failure to
recondition to the meaningful contrast on the second visit
~2!, cried or ill ~5!, and equipment error~1!.

2. Stimuli

The stimuli were the ten exemplars described previ-
ously, the five@t5a#s and five@?a#s. The stimuli were pre-
sented on-line using a Data Translation 2801 A board. Syl-
lables were presented free field over a Bose speaker at 65 dB
with a 1500-ms ISI. The category change procedure was con-
trolled by a 286 Compaq computer using custom software.
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Since it was necessary to ensure that infants can and will
perform in this task, infants were initially tested using an
English phonemic contrast. We selected the phonemic dis-
tinction @ tha# vs @?a# as a control so that all discriminations
would involve alveolar stops. This would ensure at least
some measure of comparability between the control and ex-
perimental sessions. Thus, in addition to the five@ t5a# and
the five @?a# exemplars used in the adult studies, the five
exemplars of the phoneme@ tha# described in experiment 1
were included in the set of stimuli.

3. Apparatus and procedure

The testing was conducted in an IAC sound-attenuated
chamber. Subjects were presented with a repeating back-
ground signal with a 1500-ms ISI. At random intervals, the
signal changed for at least three presentations and then re-
turned to the background signal. Thus subjects heard either
@?a# as background and@ t5a# as change or the reverse. The
procedure for infants involves conditioning infants to turn
their head when they detect a sound change~for more details
see Polkaet al., 1995; Werkeret al., in press!.

Infants were tested in three stages: familiarization, con-
ditioning, and testing. During the first two stages, infants
were presented with only one exemplar from each of the two
categories of speech sounds. During the testing stage, infants
were presented with several exemplars and thus must attend
to categorical differences among the speech signals. During
the first stage, every trial was a change trial. When the infant
was judged to be in a state of readiness, syllables from the
other category were presented and the reinforcer was acti-
vated immediately. This stage comprised five trials. During
the second stage, the delay between the change in stimuli and
activation of the reinforcer was lengthened, giving the infant
the opportunity to make an anticipatory head turn and learn
the contingency between a change in the speech signal and
the activation of the visual reinforcers. Once an infant cor-
rectly performed three consecutive head-turns or the number
of trials reached a maximum of 15, the third stage began.
The third stage was the testing stage. The computer ran-
domly selected control~no-change! or experimental~change!
trials. During this stage, the randomization program was set
such that change trials occurred on approximately 60% of the
trials with the further restriction that no more than three con-
secutive control or three consecutive change trials could oc-
cur. The testing stage included 25 trials unless an infant was
within two trials of reaching criterion~seven out of eight
consecutive correct responses! at which time an additional
five trials were presented. If an infant failed to respond on
three successive change trials, retraining occurred in which
the infant was presented with only single exemplars. During
these retraining trials, if no head-turn occurred the reinforcer
was automatically activated on the third change stimulus and
two more presentations of the change stimulus were pre-
sented. After the three retraining trials, the program auto-
matically returned to testing. Each infant was limited to a
maximum of two retraining sets and these trials were not
included in the analyses.

Infants were tested on two days: the first day they were
presented with the English contrast@ tha# vs @?a# to ensure

that they would perform in the task. Infants who failed to
show evidence of discriminating@ tha# from @?a# were not
tested on a second day. Those infants who successfully dis-
criminated the syllables@ tha# and @?a# on the first day were
presented with the syllables@ t5a# and @?a# on the second
day. If they failed to discriminate between these syllables
they were retested with the@ tha# vs @?a# phonemic contrast
to ensure that their failure was not due to forgetting the task.
If infants failed to recondition on the phonemic contrast,
their data were not included in the analyses.

The procedure for adults is very similar to that used for
infants except adults are asked to raise their hand rather than
turn their head when they detect a change from the referent
to a different category~see Polka, 1995 for details!. In our
procedure, adults were only tested on the@ t5a# and @?a#
phones, unlike the infants who were also tested on the@ tha#
vs @?a# phonemic contrast. As such, there were only two
phases to the adult testing procedure, training and testing.
During the training phase, subjects were presented with ten
change trials to familiarize them with the procedure. If sub-
jects raised their hand during a change trial, the reinforcer~a
light! was activated. If a subject failed to respond to a change
trial ~a miss!, the reinforcer was turned on automatically after
the third presentation of the exemplar from the change cat-
egory and two more presentations of the different exemplar
occurred while the light remained on. Then the background
exemplar was presented again. At the end of ten trials, the
subjects were told that testing was about to begin. The test
phase was otherwise identical for infants and adults.

Indicators of performance included number of subjects
reaching criterion and A8 scores~see experiment 2!.

C. Results

To allow comparison of 6- to 8- and 10- to 12-month-
old infants, an analysis of proportions~ANPRO, Marascuilo,
1966! was conducted comparing the number of subjects in
each group reaching the criterion of seven out of eight con-
secutive correct responses. The ANPRO is an analog of chi-
square that allows comparison of unequaln’s and does not
require a minimum number in each cell. The analysis re-
vealed that a significantly greater proportion of 6- to 8-
month-old infants reached criterion than did the proportion
of 10- to 12-month-old infants~x2511.62,p,0.003!. There
was no effect of order of presentation. Whereas 11 of the 20
younger infants reached criterion~6 when@?a# was the ref-
erent and 5 when@ t5a# was the referent!, only 1 of the 12
older infants did so~and this was when@?a# was the refer-
ent!.

To compare the infant to the adult data, a second
ANPRO was conducted including adults, as well as 6- to 8-
and 10- to 12-month-old infants. This analysis revealed a
significant difference between the proportion of adults and
the proportion of 10- to 12-month-old infants reaching crite-
rion ~x2513.67,p,0.001!, indicating that discrimination of
the syllables was attenuated in 10- to 12-month-old infants
~see Fig. 3!. The difference between the proportion of adults
and the proportion of 6- to 8-month-old infants reaching cri-
terion was not significant.
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Before conducting an analysis using A8, we inspected
the subjects’ A8 values to ensure that no A8 values were
extremely low. As mentioned previously, very low A8 scores
indicate the use of a strategy different from that required for
the task. Three infants had a low A8; one older infant (A8
50.09) and two younger infants, one when@ t5a# was the
referent (A850.26) and one when@?a# was the referent
(A850.15). All other A8 scores were over 0.30. Data from
the three infants with very low A8 scores were dropped from
subsequent analyses.6

We conducted a 3~age!32 ~order! ANOVA using A8 as
the dependent variable excluding the three aforementioned
infants. There was a significant main effect for age
@F(2,35)56.89, p,0.003#. Order was not significant and
there was no significant interaction. The follow-up compari-
son of the main effect revealed that older infant A8 scores
were significantly lower than younger infant A8 scores
@F(1)57.29, p,0.01# and than adult A8 scores @F(1)
519.34,p,0.0003#, but there was no significant difference
between younger infants and adults~see Fig. 4!. This result
parallels the results from the ANPRO and provides further
support for the assertion that both younger infants and adults
can discriminate@ t5a# from @?a#.

A final analysis was conducted comparing each age
group’s A8 scores to both chance~0.50! and native levels
~0.95! of discrimination. A8 scores were significantly greater
than chance for both younger infants’~t53.62, p,0.002!
and adults’~t56.10, p,0.0001!, but not for older infants
and A8 scores were significantly less than native levels for
all three age groups~younger infants,t58.51, p,0.0001;
older infants, t59.91, p,0.0001; and adultst56.19,
p,0.0001!.

Two additional adults, who had received extensive train-

ing in phonetics, performed extremely well in this task. One
was correct on 22 out of the 25 trials and the other was
correct on all of the trials. Such evidence suggests that there
is a systematic and detectable phonetic difference between
@?a# and @ t5a#.

D. Discussion

The results from this study reveal that English infants
aged 6 to 8 months perform better on the native@ t5a# @?a#
difference than do English infants aged 10 to 12 months.
This finding was revealed on both an analysis of the propor-
tion of subjects reaching criterion and in an analysis of A8
scores. Furthermore, the A8 scores were significantly better
than chance for younger but not older infants. This evidence
is consistent with previous cross-language research showing
a developmental change in phonetic perception during the
first year of life, but also increases our understanding of the
mechanisms explaining age-related changes in speech per-
ception. First, the present results show that the sensitivities
of 6- to 8-month-old infants are indeed broad based. Second,
older infants’ failure to discriminate@ t5a# vs @?a# shows that
the developmental reorganization in speech perception oc-
curring at 10 to 12 months is not a function of simple lin-
guistic exposureper se. Instead, the results are consistent
with the notion that the shift is based on the phonemic status
of the contrast.

This experiment also revealed that adults show moderate
discrimination of the native language phonetic difference
@ t5a# vs @?a#. Adults did not perform as well as would be
expected if tested with a native phonemic contrast. Neverthe-
less, adults discriminated better than chance on the present
distinction unlike their typical chance level performance in
this procedure with non-native contrasts. These results indi-
cate that passive experience goes some way toward facilitat-
ing adult discrimination but is not sufficient to allow dis-
crimination at the levels shown for meaningful contrasts.

IV. GENERAL DISCUSSION

The purpose of these studies was to further elucidate our
understanding of the developmental reorganization in speech
perception by investigating adult and infant discrimination of
a phonetic difference that occurs in the native language but is
not used to contrast meaning. Three experiments were de-
signed to test two alternative hypotheses for explaining the
functional reorganization. According to the first hypothesis,
this reorganization occurs as a result of simply being ex-
posed to phonetic variation in the language. If this hypoth-
esis is correct, all age groups should have discriminated the
difference between@?a# and@ t5a# because this phonetic dif-
ference occurs in the linguistic input. According to the sec-
ond hypothesis, the reorganization occurs as a function of the
phonemic status of the phones in question. If this hypothesis
is correct, only the younger infants, who as yet have no
knowledge of the system of phonological contrasts in their
native language, should have discriminated@ t5a# and @?a#,
and both older infants and adults should have failed to dis-
criminate this pairing.

FIG. 3. The proportion of adults and infants reaching criterion in the Con-
ditioned Head Turn procedure on the@ t5a# –@?a# comparison.

FIG. 4. A8 scores of adults and infants tested in the Conditioned Head Turn
procedure.
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In experiment 3, a significant number of English-
learning infants aged 6 to 8 months discriminated@ t5a# from
@?a# whereas English-learning infants aged 10 to 12 months
did not. This pattern was evident in both the analysis of the
proportion of subject at each age reaching criterion on the
distinction as well as in the analysis of A8 scores. Although
discrimination by younger infants does not allow us to dif-
ferentiate between the two hypotheses, it does provide addi-
tional understanding of younger infants’ speech perception
abilities. Discrimination by the infants aged 6 to 8 months
shows that initial sensitivity to phonetic differences is very
broad based, and possibly extends beyond sensitivity to just
those phonetic differences that are used by one of the world’s
languages to contrast meaning.

In contrast to younger infants, older infants, who dis-
criminated a meaningful English contrast~@ tha# vs @?a#!,
failed to discriminate@ t5a# from @?a#. Ten- to 12-month-old
infants’ failure to discriminate@ t5a# from @?a# shows that
simple exposure alone is not sufficient to maintain discrim-
inability at the end of the first year of life. These results are
consistent with the second hypothesis that was posed: it is
the match between the input and the phonological status of
the distinction in question that governs infant speech percep-
tion by the end of the first year of life.

Data regarding adults did not provide clear support for
either hypothesis. Experiment 1 showed that adult English
speakers judge all exemplars of both@ t5a# and @?a# catego-
ries to be better examples of a written ‘‘D’’ than an ‘‘I.’’
Also, English adults considered exemplars of the syllable in
the inappropriate context,@ t5a#, to be equally good members
of the ‘‘D’’ category as exemplars of the syllable in the
appropriate context,@?a#. Thus, the evidence from the adults
in experiment 1, like that from older infants in experiment 3,
appears to be consistent with the phonemic status hypothesis
because there was no evidence that English adults can judge
quality differences between@ t5a# and @?a# syllables. Never-
theless, when English adults were tested in an AX task with
500-ms ISI~experiment 2!, they discriminated@ t5a# vs @?a#
better than chance in three of four conditions. Even when
tested in a category change procedure~experiment 3!, adults
discriminated this English phonetic difference at levels better
than chance. This evidence appears to contradict the phone-
mic status hypothesis: English adults are able to detect the
acoustic/phonetic differences between@ t5a# and@?a#. Impor-
tantly, however, adult levels of performance were consis-
tently below those shown for discrimination of native pho-
nemic contrasts. These findings suggest that it is not essential
for two phones to be used to contrast meaning for adults to
be able to discriminate them, but that phonological status
does influence the level of discriminability obtained.

Taken together, the results from this series of studies are
most consistent with the hypothesis that perception of pho-
netic information by older infants and adults is best ex-
plained by the phonological status of the distinction in ques-
tion. Together with previous work~Best, 1994; Bestet al.,
1995, 1988; Polka, 1995; Werker, 1989, 1994; Werker and
Pegg, 1992; Werker and Tees, 1984a! these results provide
strong support for the notion that it is the map between the
phonetic input and the phonological system that best ex-

plains age-related shifts in perception of fine phonetic detail.
In this particular set of experiments, support is gained for the
notion that it is the set of phonological contrasts that pro-
vides the strongest influence on age-related changes in pho-
netic perception.

Two caveats need to be kept in mind when considering
this conclusion. First, although adults were unable to distin-
guish @?a# and @ t5a# in experiment 1, and performed more
poorly on this distinction than is typically shown for native
contrasts in experiments 2 and 3, their level of performance
was still significantly better than chance in three of four con-
ditions in experiment 2 and in both orders in experiment 3.
As well, the performance of the adults in experiment 3 was
significantly better than that of 10- to 12-month-old infants.
Thus it is incorrect to conclude that phonological status en-
tirely accounts for sensitivity to fine phonetic detail in adults,
and it is essential to offer some account of how performance
improves again between late infancy and adulthood. We
think the best explanation for these results is that although a
phonemic~meaning based! listening strategy is the most ro-
bust listening style shown by adults, the ability to redirect
attention to other acoustic/phonetic differences is also
present. This view is consistent with evidence provided by
numerous studies on the adaptability of adults’ listening
strategies and acquisition of second languages~e.g., Pisoni
and Tash, 1974; Werker, 1994; Werker and Logan, 1985; see
Strange, 1995 for a review!. Strategic processing may ac-
count for the superior performance of adults in comparison
to 10- to 12-month-old infants: older infants are unable to
deploy selective listening strategies and are more constrained
to listen to speech for that information that is most meaning-
ful for them.

The second caveat concerns the nature of ‘‘meaning’’ in
infants of 10 to 12 months of age. By meaning, we intend the
notion of functionally useful. Although infants of 10 to 12
months undoubtedly comprehend some words~Fensonet al.,
1994!, they are speaking few words at this age. Furthermore,
there is little evidence that they are, at this age, able to dis-
tinguish between phonetically similar words~Stager and
Werker, 1995, 1997; Werker and Pegg, 1992!. Thus it may
be that what infants are listening for at this time is ‘‘possible
words’’ rather than actual words that map sound on to mean-
ing. This is the functional aspect of infants’ listening strate-
gies.

There is considerable evidence that by 10 months of age,
but not before, infants have sensitivity to the stress patterns
~Jusczyket al., 1993a!, acceptable~Jusczyket al., 1993b!
and common~Jusczyket al., 1994! phonotactic sequences,
and other distributional properties of the native language
~Aslin et al., 1996!. They have also the ability to coordinate
two sources of information~Lalonde and Werker, 1995! al-
lowing simultaneous consideration of stress pattern and
position-specific phonetic information~Morgan and Saffran,
1995!. With the emergence of these abilities, infants are able
to extract even unfamiliar word forms~Meyerset al., 1996!
and recognize words in fluent speech~Jusczyk and Aslin,
1995; Jusczyket al., 1995!. Listening for possible words
without actually mapping those words on to specific objects
and events would yield the same outcome for the older in-
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fants. It would bias them to treat the syllables@ t5a# and@?a#
as equivalent. Since unaspirated@ t5# does not occur in syl-
lable initial position in English, both@ t5a# and@?a# could be
equivalent English word forms.

In summary, this series of experiments has provided
convincing support for the hypothesis that it is the phono-
logical status of phonetic detail that best explains the age-
related changes in speech perception across the first year of
life. Although adult speech perception is also influenced by
phonological status, adults seem to be able to apply flexible
listening strategies when required. With these results in
hand, future research can focus directly on the question of
what ‘‘phonological status’’ entails to the infant of 10 to 12
months, on the conditions under which adults can be resen-
sitized to nonphonemic phonetic variation, and on the age at
which adultlike flexible strategies emerge.
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1One person had been briefly exposed to Greek at 4 years of age.
2Prevoicing is common in spoken English. We sampled several speakers
before finding one male who did not prevoice or devoice /d/.

3We did not include a condition with ‘‘TA’’ page heading because the set of
stimuli did not include@ tha# and our pilot observation indicated that En-
glish subjects simply do not perceive any of these stimuli as ‘‘t. ’’

4The formula for A8 is 0.51(H2FA)(11H2FA)/@4H(12FA)# where
H5proportion of hits and FA5proportion of false alarms~from Grier,
1971!.

5It is not unusual in this procedure to have high attrition rates, but it is
possible that@ tha# vs @?a# may be somewhat more difficult for infants than
other phonemic contrasts on which they have been tested.

6Even though very low A8 scores are invalid, all the analyses reported below
were repeated including the three low A8 scores and every significant result
reported remained significant.
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The ability of listeners to estimate articulation scores for lists of nonsense syllables was evaluated.
Normal-hearing subjects were presented with lists of from 50 to 60 nonsense syllables that were
degraded with various amounts of noise or filtering and were instructed to estimate
consonant-correct scores for each condition. To provide a reference for estimating, subjects were
shown the accurate orthographic representation of the syllable on a computer monitor to compare
with the auditory presentation. The printed version was displayed either simultaneously with the
auditory presentation or 500 ms after the offset of the syllable. Estimates were collected on two
occasions to examine test–retest reliability, and actual percent-correct scores were obtained to check
the accuracy of the estimates. Most subjects overestimated actual scores when the printed
representation was provided simultaneously, but estimates were strikingly similar to actual scores
when the printed representation was delayed. The delay appeared to prevent the printed
representation from favorably biasing the reception of the syllable. The average of two or three
estimates gave highly repeatable results for both visual displays. Crossover frequencies derived
from the filtered-speech conditions were within the range reported in the literature. This supports the
conclusion that subjects based their estimates on the recognition of speech sounds rather than other
percepts associated with the speech-in-noise conditions such as loudness of the noise. The
estimation procedure permits the collection of articulation scores in much less time than required by
traditional test procedures. ©1997 Acoustical Society of America.@S0001-4966~97!03712-0#

PACS numbers: 43.71.Gv, 43.71.Es@WJ#

INTRODUCTION

A speedy and sensitive speech recognition test is needed
to expedite laboratory assessment of speech processing algo-
rithms proposed for hearing aids and for the clinical tasks of
hearing aid selection and adjustment. Although digital signal
processing allows fine control over acoustical parameters
both in laboratories and in many newer hearing aids, tradi-
tional word or sentence identification test procedures are too
time consuming to evaluate all manipulations of interest be-
cause they require collecting written, typed, or spoken re-
sponses to each item. Another shortcoming of speech testing
is that ceiling and floor effects are encountered frequently
and these can obscure meaningful differences between con-
ditions. To avoid these problems, some researchers have
adopted procedures in which the intensity level of test items
is increased or decreased—depending on the accuracy of the
listener’s response to the previous item—to track the speech
level or speech-to-noise ratio required for 50% recognition
~Nilssonet al., 1994; Plomp and Mimpen, 1979!. The result
is referred to as the speech reception threshold~SRT!. Al-
though SRT tests are very quick, they require altering the
listening condition and therefore are not applicable when
speech recognition in particular fixed conditions is of inter-
est.

This study describes a new speech recognition test pro-
cedure that requires the listener toestimatethe consonant
percent-correct score after hearing a list ofnonsense syl-
lables. Collecting estimates is much quicker than requiring
listeners to identify each test item. Nonsense syllable mate-
rials were chosen because they have important advantages

over meaningful test materials. They are sensitive over a
broader range of conditions than are contextually loaded ma-
terials such as sentences~Fletcher and Steinberg, 1929;
Miller et al., 1951! or narrative passages~e.g., Speakset al.,
1972! so ceiling and floor effects are encountered less often.
Another advantage of nonsense syllables is their relative im-
munity to learning effects. Test items can be reused because
they are not remembered. Nonsense materials are preferable
when evaluating communication channels because they are
free of the linguistic context that facilitates identification of
speech sounds in words or sentences even when the channel
fails to transmit the sounds~Fletcher and Steinberg, 1929!.

For meaningful speech, intelligibility ratings depend on
message comprehension~e.g., Cox and McDaniel, 1989;
Speakset al., 1972!, but this reference does not exist for
nonsense syllables because they are meaningless. Therefore
an alternative reference must be provided to listeners. Here,
the auditory presentation of each syllable was supplemented
with a visual display that provided the correct orthographic
representation either at the same time as the auditory presen-
tation or 500 ms after the offset of the syllable. The delayed
condition was included because it seemed likely that the si-
multaneous presentation of the printed syllable would bias
the recognition of syllables toward the printed syllable
whereas a delay would allow listeners to perceive the syl-
lable separately from the display.

Subjects were instructed to estimate consonant percent-
correct scores for lists of nonsense syllables that were
masked by various amounts of broadband noise or were
high- or low-pass filtered. The experiment was repeated in
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separate sessions to examine the reliability of estimates. Es-
timated scores were compared with actual consonant
percent-correct scores collected from the same subjects to
check validity. The filtered-speech experiment was included
to further confirm that estimates were based on speech rec-
ognition rather than other perceptual attributes that may have
been associated with the speech-in-noise conditions, such as
the loudness of the noise. Crossover frequencies were de-
rived from the filtered-speech data and compared to those
used to derive the band importance weights that are part of
articulation theory~Fletcher and Galt, 1950; French and
Steinberg, 1947!.

I. METHODS

A. Subjects

Of the eight female subjects who participated in the ex-
periment, seven were ages 20–24 and one was age 48. Two
other subjects did not complete the experiment; their partial
data~not reported here! do not contradict the conclusions of
this report. All subjects had audiometric thresholds~ANSI,
1969! of 15 dB HL or less at test frequencies 0.25, 0.5, 1, 2,
4, and 8 kHz. Subjects were assigned randomly either to the
condition in which the orthographic representation of the
nonsense syllable appeared simultaneously with the auditory
presentation or to the condition in which it was delayed by
500 ms. These conditions are referred to as ‘‘SIMULTA-
NEOUS’’ and ‘‘DELAYED,’’ respectively. All subjects
were students at Northeastern University and were paid for
their participation.

Two of the eight subjects had participated with six other
subjects in a pilot experiment that evaluated a subset of the
speech-in-noise conditions. These two subjects took part in
both experiments because they expressed interest and were
available. Although they had exposure to the estimation pro-
cedures prior to participation in the main experiment, they
had never received specific feedback regarding their previous
estimates so were not considered to be practiced listeners.
Results of the pilot experiment were the same as those of the
main experiment and the pilot data are included in the figures
whenever applicable.

B. Equipment and calibration

Subjects were tested individually in a single-walled
sound-treated chamber~IAC! situated in a quiet laboratory.
Speech was presented to the left earphone of a set of Sen-
nheiser HDA 200 audiometric earphones that are mounted in
snug-fitting circumaural cushions.1 The subject faced a high-
resolution, 15-in. computer monitor that was located along
with a two-button ‘‘mouse’’ pointing device on a desktop
attached to the subject’s chair. Outside the test booth was a
486 66-MHz computer that controlled the subject interface
and the equipment for signal generation and presentation
~Tucker-Davis Technologies!. This included a D/A converter
~PD1! and antialiasing filter~FT5! for presentation of speech,
a waveform generator that was the source of a broadband
masking noise~WG1!, a programmable filter used to spec-
trally shape the noise and to filter the speech~PF1!, and two
programmable attenuators to control presentation levels

~PA4!. Speech and noise levels and filter characteristics were
measured with a Stanford Research Systems 770 Network
Analyzer and were checked before and after the experiment.

C. Speech materials

Speech materials were those described by Rankovic
~1989, 1991!. Briefly, two female and two male talkers each
recited a different list of 57 consonant-vowel-consonant non-
sense syllables constructed from the 19 consonants /b, d, f, g,
$c, k, l, m, n, p, r, s, t, v, z,Y, Z, b, c/ combined with each of
the three vowels /Ä, i, u/. In each talker’s list, each consonant
appeared in the initial and final positions with each vowel.
The total speech corpus comprised 228 nonsense syllables
(4 talkers357 syllables). Syllables were recorded digitally
with 12-bit resolution at a sampling rate of 18.181 kHz and
were low-pass filtered at 7.8 kHz prior to presentation to
prevent aliasing. Syllables were selected at random with re-
placement from the entire corpus to construct lists and a new
list was assembled for each trial. Lists were never reused,
even when identical experimental conditions were repeated
to examine the reliability of the estimates. The speech level
was fixed at an average overall intensity of 60 dB SPL in the
noise condition, and was also 60 dB SPL prior to high- or
low-pass filtering.

D. Noise and filters

A white noise was filtered to approximate a long-term
average spectrum of connected speech and is displayed in
Fig. 1. The spectrally shaped noise was relatively flat
through 1 kHz, decreased at a rate of about 6 dB/oct through
4 kHz, and decreased 20 dB more between 4 and 8 kHz. The
noise was attenuated by various amounts and then summed
with the speech to achieve 13 speech-to-noise ratios~overall
rms-to-rms! ~S/Ns! that ranged from215 dB to115 dB in
2.5-dB steps.

Low-pass filter cutoff frequencies were 0.25, 0.5, 1, 1.5,
2, and 3 kHz and high-pass filter cutoff frequencies were 1,
1.5, 2, 3, 4, and 5 kHz. These Butterworth IIR filters were
provided with the programmable filter. Low-pass filters with
cutoff frequencies of 0.25 and 0.5 and the high-pass 1.0-kHz
filter had skirts that rolled off at a rate of about 30 dB/oct.

FIG. 1. Spectrum of the noise used in the speech-in-noise experiment.
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All other filters had rejection rates that were between 50 and
60 dB/oct. A pilot listening test indicated that these filters
were adequate for the purposes of the present experiment
even though the slopes of their skirts are relatively shallow.
Low- and high-pass filtered conditions were randomized to-
gether.

E. Estimation test

Messages on the computer monitor directed the task and
subjects used the mouse pointer to initiate trials and enter
estimates. Brief printed instructions were read to each sub-
ject. The instructions were:

‘‘A list of consonant-vowel-consonant nonsense
words will be listed on the screen. Follow these
words and estimate what percentage of the conso-
nants you have understood after all words have
been presented. Each word contains two conso-
nants highlighted in black. Consider each conso-
nant separately. For example, if you’ve understood
all initial consonants and none of the final, your
score would be 50 percent.’’

The task was then demonstrated by the experimenter. Sub-
jects were given a sheet of paper that listed the alphabetic
characters used in the experiment with an example of the
sound denoted by each character in a simple word. Subjects
made two or three estimates in a demonstration test after
which the experimenter answered any additional questions
about the task. All subjects were told not to attempt to count
up correct or incorrect responses. Rather, they were advised
to assign estimates corresponding to their overall impression
of their performance based on comparing what was heard
over the earphone with the correct orthographic representa-
tion displayed on the monitor.

A message on the subject’s monitor instructed the sub-
ject to initiate a trial by pressing a button on the mouse
pointer. Figure 2 illustrates the SIMULTANEOUS and DE-
LAYED displays. Five light gray columns containing from
10 to 12 stacked rectangles that were approximately 1.8 cm
high by 2.8 cm wide appeared on a blue background. The
total number of rectangles reflected the total number of syl-
lables comprising a list. Previous experience with the same
speech materials indicated that articulation scores collected
for lists of 57 items are sensitive to noise-masked and filtered
conditions similar to those used here~Rankovic, 1989!. For
the estimation procedure, the list length was varied randomly
from 50 to 60 items to deter subjects from attempting to
calculate actual articulation scores and this accounts for the
variation in column length in the display.

For the SIMULTANEOUS display~Fig. 2, top!, the
rectangles contained the orthographic representation of each
nonsense syllable. The alphabetic characters were about 0.6
cm high and consonants and vowels were depicted in black
and light blue, respectively, thereby highlighting the conso-
nants. Syllables were played out in the order they appeared
on the screen beginning at the top of the left-most column
and continuing down each column until all syllables were
presented. A bright green arrow pointed to each syllable as it

was played over the earphone. Syllables were presented one
immediately following another, and so were effectively con-
catenated.

The display for the DELAYED condition was identical
except that columns of rectangles did not contain ortho-
graphic representations of the syllables initially: they were
empty ~Fig. 2, bottom!. The green arrow pointed to a blank
rectangle beginning at the top of the left-most column, a
syllable was played over the earphone, and, after a 500-ms
delay, the printed representation of the syllable appeared in
the blank rectangle. After another 500-ms delay, the green
arrow moved to the next empty rectangle and the task re-
peated until all rectangles were filled with printed represen-
tations of the syllables that had been played out.

After a list of syllables was presented, the screen was
cleared and a percentage scale appeared on a light gray back-
ground. The scale was a magenta horizontal bar that was
3-cm high with equally spaced yellow tick marks at each
percentage point and numeric labels every ten percentage
points ~e.g., 0,10,20,...,100!. The tick marks located at mul-
tiples of 5% and 10% were longer than those at intermediate
percentages for visual ease. As the mouse pointer was
moved, the position of a blue screen cursor moved along the
scale. A number corresponding to the highlighted tick mark
appeared in a box directly above the percentage scale. Press-
ing the left mouse button locked the cursor onto the selected
percentage. Changing the selected percentage required the
subject to hold down the left mouse button while sliding the
mouse to position the cursor over the new selection. The
screen contained only a portion of the scale at any time so

FIG. 2. Subjects’ visual display for SIMULTANEOUS~top! and DE-
LAYED ~bottom! conditions. The syllableuzÄtu is being delivered over the
earphone at the moment captured here. See text for details.
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that the scale was large enough to assure easy selection of
percentages with the mouse pointer. The portion of the scale
shown was either the range from 0% to 70% or from 30% to
100%. When necessary, the subject changed the range by
moving the cursor to the appropriate end of the scale. Press-
ing the right mouse button recorded the estimate and cleared
the screen except for a message instructing the subject to
initiate another trial by pressing the right mouse button. No
time limits were imposed and no feedback was provided to
subjects. For the SIMULTANEOUS condition, the presenta-
tion of a list and collection of the estimate took approxi-
mately 1 min. Each estimate in the DELAYED condition
was collected in approximately 2 min.

Each subject made a total of 78 estimates for the speech
in noise experiment~3 estimates313 speech-to-noise ratios
32 sessions! and 72 estimates for the filtered-speech experi-
ment ~3 estimates312 filter settings32 sessions!. Three es-
timates for each of the speech-in-noise conditions were col-
lected first, then three estimates for each of the filtered-
speech conditions, then each set of conditions was repeated
to check reliability. Each subject was presented with a dif-
ferent random order of the trials except that the first two
trials in the speech-in-noise condition were always the high-
est speech-to-noise ratio (115 dB); this was an effort to
ease subjects into the task. No more than two consecutive
trials consisted of identical conditions.

F. Articulation test

Actual consonant percent-correct scores were collected
for all conditions after all estimates were collected. Proce-
dures were identical to those reported by Rankovic~1989,
1991!. Briefly, subjects responded to each nonsense syllable
by marking an initial consonant, a vowel, and a final conso-
nant displayed on the computer monitor by manipulating the
mouse pointer. No feedback was provided. Articulation
scores presented here represent scoring the consonants in one
list of 57 nonsense syllables~114 consonants!, approxi-
mately the same number of syllables presented for each es-
timate. It took 6–8 min to collect each articulation score.

Altogether, subjects participated in from two to four ses-
sions that were from 0.45–2.5 h for the estimation test and
two additional 2-h sessions for the articulation tests. Some
subjects preferred to separate the four parts of the estimation
experiment into four separate sessions due to scheduling
conflicts or to prevent boredom. Other subjects finished the
estimation experiment in two sessions by completing both a
speech-in-noise and a filtered-speech condition during each
visit. Subjects took frequent breaks as needed.

II. RESULTS AND DISCUSSION

Subjects expressed that the estimation procedures were
very easy to follow. Those who were asked confirmed that
they were not scoring correct/incorrect recognition to arrive
at estimates. Examination of individual estimates indicated
that all subjects took advantage of the 1% increments avail-
able on the percentage scale although there was a strong
tendency to select percentages that were multiples of 5%.

A. Speech in noise

1. Accuracy of estimates

Figure 3 shows estimated consonant percent-correct
scores~symbols! and actual scores~shaded range! for the
noise-masked conditions. The top and bottom panels are for
the SIMULTANEOUS and DELAYED display conditions,
respectively. Each data point represents the average of the
first three estimates made by each subject at each S/N. Filled
symbols represent estimates obtained in the main experiment
and open inverted triangles represent data from the pilot ex-
periment. The pilot experiment included the S/Ns215,
210, 25, 0, 5, and 10 dB only. Shaded regions show the
range of actual percent-correct scores collected from all eight
subjects participating in the main experiment. The shaded
range is identical in the two panels.

In the SIMULTANEOUS condition~Fig. 3, top panel!,
some subjects overestimated scores particularly for S/Ns
higher than27.5 dB where estimated scores reached a ceil-
ing at 100% that did not exist for actual scores. Two subjects
~S4 and a subject who participated in the pilot experiment!
did not overestimate; their data fall within the shaded range
at almost all S/Ns. Their performance suggests that it is pos-
sible to discriminate conditions in the region of the ceiling.
However, this appears to require a different listening strategy
than that adopted by most of the subjects.

In the DELAYED condition~Fig. 3, bottom panel!, the
range for estimated scores is surprisingly similar to the range
for actual scores. Except at the lowest and highest S/Ns
(215, 212.5, and115 dB!, the range of estimated scores
overlaps with the range of actual scores. There is some ten-
dency to overestimate scores for S/Ns greater than 2.5 dB.
The underestimates at S/Ns of215 and212.5 dB in both
SIMULTANEOUS and DELAYED conditions are elimi-

FIG. 3. Estimated consonant-correct scores~symbols! and actual scores
~shaded range! for speech-in-noise conditions. Filled symbols are estimates
of subjects participating in the main experiment. Open inverted triangles
represent data from four subjects who participated in the pilot experiment.
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nated if the actual scores are corrected for chance perfor-
mance~Clarke, 1960! which is 5% for this test. The dramatic
difference in performance found among the four subjects ex-
posed to the SIMULTANEOUS condition was not observed
for the four subjects exposed to the DELAYED condition.

The type of visual display had a strong influence on
estimates. The DELAYED display is clearly superior be-
cause estimates reflect actual scores. When presented with
the SIMULTANEOUS display, three of the four subjects
were inclined to overestimate scores at mid and high S/Ns,
but not at low S/Ns. Therefore the influence of the SIMUL-
TANEOUS display on estimated scores varied with S/N.
Scores were underestimated infrequently and only by very
small amounts.

2. Reliability of estimates

Figure 4 contains estimated scores collected during two
separate sessions for individual subjects. The top and bottom
groupings of panels provide the results for the SIMULTA-
NEOUS and DELAYED display subject groups, respec-
tively. Filled and open circles represent the average of esti-
mates collected during the first and second sessions~three
estimates per session!, respectively. Dashed lines are esti-
mates from the pilot experiment and appear in the panels of

the two subjects who participated in both experiments. The
time between sessions is indicated in each panel and ranged
from 1 to 47 days.

Three aspects of the data are of interest:~1! the test–
retest reliability of estimates;~2! the slopes of the functions;
and ~3! the monotonicity of the functions. Estimates are
highly repeatable over time irrespective of which display
was supplied. This was demonstrated by all subjects in the
pilot experiment as well. Excellent reliability was demon-
strated by subjects S1, S2, S3~except at S/N210 dB!, D2,
and D4. Subject S4 shows the poorest reliability. Both func-
tions for S4 exhibit more gradual slopes than those of other
subjects in the SIMULTANEOUS group. S4 assigned scores
near 100% for S/Ns higher than 0 dB during the second
session, suggesting a change in the criteria for estimating.

When measured on the steep part of the these functions,
estimated articulation scores rise at a rate of approximately
12% per dB for the SIMULTANEOUS condition~excluding
S4!, similar to the slope found for sentences materials
~Speakset al., 1967!. Functions were less steep for the DE-
LAYED condition, approximately 4% per dB. The shallower
slopes are consistent with the slope of the function for actual
scores and demonstrate that the DELAYED test is sensitive
to a broader range of S/Ns than the SIMULTANEOUS test.2

Monotonic growth of estimates with S/N was expected
because it was observed for the actual articulation scores. We
defined ‘‘nonmonotonicity’’ conservatively, as a decrease in
estimated score of 2.5% or more when the estimate should
have remained the same or increased. Considered over all
subjects, there were 4 nonmonotonicities out of a possible 96
in the first session~subject S3 at S/N527.5 dB; S4 at
S/N50 dB; and D1 at S/N522.5, 12.5 dB! and 4 occur-
rences in the second session~subject S4 at S/N527.5 dB;
and D1 at S/N52.5, 10, 12.5 dB!. For comparison, there
were five occurrences in the actual articulation scores~sub-
ject S1 at S/N55, 12.5 dB; S3 at S/N57.5 dB; S4 at
S/N510 dB; and S2 at S/N52.5 dB!. Overall, then, monoto-
nicity is a strong feature of the individual subject data and
there were no more nonmonotonicities in functions derived
from the average of three estimates than from functions de-
rived from actual scores. Monotonicity is so strong in the
estimated-score functions that it is likely that differences in
S/N smaller than 2.5 dB could be resolved easily.

B. Filtered speech

When articulation scores are plotted as a function of
filter cutoff frequency, the location of the crossover of high-
and low-pass functions provides an indication of the contri-
bution of different frequency regions to speech recognition
~Fletcher and Galt, 1950; French and Steinberg, 1947!. The
crossover frequency for nonsense syllable materials is known
to lie roughly between 1.5 and 2 kHz~Fletcher and Galt,
1950; French and Steinberg, 1947!. If the crossover fre-
quency for estimated scores lies within this range, it would
support the contention that estimates reflect speech sound
recognition rather than, say, loudness or other perceptual at-
tributes that may have served as the basis for assigning esti-
mates in the speech-in-noise conditions.

FIG. 4. Estimated consonant-correct scores for speech-in-noise conditions
collected on two separate occasions. Filled and open symbols indicate the
first and second sessions, respectively. Dotted lines are from data collected
in a pilot experiment and appear in the panels of the two subjects who
participated in the pilot experiment~S2 and D2!. Duration between sessions
is indicated in each panel.
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1. Reliability of estimates

Estimated consonant-correct scores for filtered speech
conditions are plotted in Fig. 5. The format of Fig. 5 is com-
parable to that of Fig. 4. Filled and open symbols represent
the average of three estimates obtained from the first second
repetitions of the filtered-speech conditions, respectively.
Subject D1 repeated the filtered-speech experiment on the
same day, separated in time by the second speech-in-noise
session. Low-pass functions are indicated by circles and
high-pass functions are indicated by inverted triangles. The
repeatability of estimated scores was surprisingly good and
similar to that observed for the speech-in-noise experiment.
The exceptions were subjects S1~low-pass 0.25 kHz!, S3
~low-pass 0.5 and 1 kHz!, S4 ~low-pass 0.25, 0.5, and 1
kHz!, D3 ~high-pass 1, 1.5, and 2 kHz!, and D4~low-pass
0.5, 1, and 1.5 kHz!. The exceptions tended to occur for
low-pass conditions.

2. Crossover frequency

The SIMULTANEOUS and DELAYED estimated
scores and actual consonant-correct scores are plotted to-
gether in Fig. 6 so that crossover frequencies can be com-
pared. The heavy and thin lines represent estimates assigned

by individual subjects in the SIMULTANEOUS and DE-
LAYED groups, respectively. These lines were constructed
from averages of all six estimates collected in each condition
so that the crossover frequency is reflected as accurately as
possible. The dotted lines represent the average of the actual
articulation scores collected from all eight subjects.

The range of actual articulation scores obtained for each
filtered-speech condition is provided separately in Table I.
The range is comparable in size to the range observed for the
noise-masked conditions~cf. Fig. 3!. It overlaps with the
range of estimates obtained with the DELAYED display ex-
cept for the low-pass 2- and 3-kHz conditions in which sub-
jects overestimated scores. Subjects presented with the SI-
MULTANEOUS display assigned estimates that were
substantially higher than subjects presented with the DE-
LAYED display for all filtered speech conditions. The rela-
tionships between SIMULTANEOUS, DELAYED, and ac-
tual articulation scores are consistent with the results for
noise-masked speech reported above.

The average crossover frequency for both display con-
ditions is the same, approximately 1.7 kHz with average es-
timated scores of 98% for the SIMULTANEOUS group and
80% for the DELAYED group. The crossover frequency for
actual articulation scores is higher than for estimated scores,
about 1.9 kHz at a score of 75%. The crossover frequencies
for estimates are within the range expected for nonsense syl-

FIG. 5. Estimated consonant-correct scores for filtered-speech conditions
collected on two separate occasions~except for subject D1 for whom the
filtered-speech experiment was repeated on the same day!. Filled and open
symbols indicate the first and second sessions, respectively. Scores for low-
pass conditions are indicated by circles and scores for high-pass conditions
are indicated by inverted triangles.

FIG. 6. Estimated consonant-correct scores~solid lines! and actual scores
~dotted lines! for filtered-speech conditions. Heavy and light solid lines are
results from individual subjects presented with the SIMULTANEOUS and
DELAYED displays, respectively. Vertical grid lines mark filter cutoff fre-
quencies used in the experiment.

TABLE I. Lowest and highest actual articulation scores~percent-correct!
for filtered-speech conditions.

Low pass High pass

Cutoff
~kHz! Low High

Cutoff
~kHz! Low High

0.25 14 28 1 75 90
0.5 25 39 1.5 73 90
1 41 60 2 68 82
1.5 61 81 3 43 67
2 69 87 4 15 55
3 77 90 5 7 25
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lables. The similarity between crossover frequencies reported
here and those reported in the literature provides evidence
that speech sound reception is the basis for estimating. The
filtered-speech results also demonstrate that the estimation
procedure is sensitive to a form of distortion other than ad-
ditive noise.

C. Minimum number of estimates

The most representative estimated score from individual
subjects in each condition is the average of all six estimates
made in that condition. However, the results depicted in
Figs. 3–5 suggest that as few as three estimates can yield
scores that are repeatable and sensitive to differences in the
test conditions in this report. A correlation analysis was con-
ducted in an effort to determine whether fewer than three
estimates would yield similarly stable estimated scores. The
average of all six estimates was correlated with:~1! the first
estimate,~2! the average of the first two estimates, and~3!
the average of first three estimates. Although correlating
parts with wholes is unusual, it is appropriate within the
context of the present experiment under the assumption that
the experimenter will average together all estimates that are
collected.

Figure 7 displays these comparisons for all data col-
lected in the main experiment. The reduction in scatter of the
data in the three panels when viewed from left to right sug-
gests that averaging more estimates is better, and this is an
inevitable outcome of this type of comparison. The interest-
ing finding in Fig. 7 is that the relationships depicted in each
panel appear to be all quite strong. Before calculating corre-
lation coefficients, data points near 0% and 100% were ex-
cluded because there was an excessive number of estimates
in these regions~attributable to estimates assigned in the
SIMULTANEOUS conditions! and this yielded correlation
coefficients very near 1.0 for all comparisons. Data points
were excluded if either abscissa or ordinate values were less
than 10% or greater than 90%. This rule eliminated approxi-
mately half of the data points shown in Fig. 7.

Correlation coefficients for the remaining data are pre-
sented in Table II. Results indicate that both the averages of
two and of three estimates are highly correlated with the
average of six estimates. The higher correlation for three
estimates indicates that there is an advantage to collecting
the additional estimate. However, the conclusions drawn ear-

lier about the data shown in Figs. 3–5 would not be different
had they been based on two rather than three estimates. That
is, estimated scores based on the average of two or even on a
single estimate are very repeatable and functions are strongly
monotonic according to the definition stated earlier. For the
speech-in-noise data~both SIMULTANEOUS and DE-
LAYED displays!, there were only eight instances of non-
monotonicity in individual-subject functions constructed
from the first estimate alone and seven in functions con-
structed from the average of the first two estimates. As stated
earlier, there were four instances for functions defined by the
average of three estimates. Based on inspection of the data,
the main advantage of averaging three estimates appears to
be to reduce the impact of the occasional very poor estimate.
Experimenters who use the test procedures similar to those
described here can determine for themselves whether the
time it takes to collect the additional estimates is worthwhile
for their applications.

D. Further remarks on estimation procedures

Two features of the procedures may explain the surpris-
ing stability of the estimated scores. The percentage scale
used here is fine grained and familiar to subjects. Other rat-
ing tests use courser scales such as integers in the range from
0–10 ~Cox and McDaniel, 1989!, thereby fixing the preci-
sion of estimatesa priori.

More significant is the contribution of the visual display.
The correct orthographic representation of the syllable
served as a precise external reference on which to base esti-
mates. Other rating procedures rely on internal references
consisting of sensory evidence as well as a host of other

FIG. 7. Relationship between the average of six estimates and~from left to right! the first estimate, the average of the first two estimates, and the average of
the first three estimates. Estimates from all test conditions~SIMULTANEOUS and DELAYED, speech-in-noise, and filtering! are included.

TABLE II. Pearson product moment correlations (r ) of the average of six
estimates with~1! the first estimate,~2! the average of the first two esti-
mates, and~3! the average of the first three estimates. Consonant-correct
estimates less than 10% or greater than 90% were excluded from the analy-
sis because there was an excessive number of these estimates. Estimates
were arcsine transformed before submission to the correlation. Pairs of
scores were treated as if they were independent.

Number of estimates
averaged N r

1 versus 6 89 0.834
2 versus 6 96 0.916
3 versus 6 98 0.940
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factors including contextual evidence, knowledge of the lan-
guage and of the world~Boothroyd, 1993!, and other cogni-
tive and psychological factors that influence how individual
listeners consider and combine the information available in
the test situation. Although these factors are integral to
speech understanding in typical listening situations, the in-
ternal reference is inherently less stable than an external ref-
erence due to uncertainty regarding the intended message.
The procedures presented here were designed to minimize
the contribution of linguistic, cognitive, and psychological
factors by using meaningless speech materials and by remov-
ing doubt about the identity of the test items.

III. CONCLUSIONS

There are three categories of speech recognition tests
that yield percent-correct scores. Traditional procedures in-
volve presenting a list of speech items to the listener for
identification and this yields a percent-correct score~Fletcher
and Steinberg, 1929!. In SRT tests, the listener or the experi-
menter adapts the speech or noise intensity levels to find the
S/N that yields a predetermined percent-correct score. This
report introduces a third type of test procedure that requires
listeners to estimate the percent-correct score for consonants
in lists of nonsense syllables based on comparing the audi-
tory presentation to the correct orthographic representation
of the syllable. The results demonstrate for nonsense syl-
lables a phenomenon that Speakset al. ~1972! observed for
sentence materials~with no visual display!: that untrained
listeners have a remarkable ability to accurately estimate
speech recognition on a percentage scale. Furthermore, re-
sults demonstrate that speech tests that incorporate this abil-
ity can be quick, reliable, and sensitive if nonsense syllables
are used. Additional evaluations of the test procedures using
a larger, less homogeneous population are necessary to
verify the findings reported here. The most efficient test pa-
rameters for laboratory or clinical assessment of hearing aid
benefit have yet to be determined.
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1Sound pressure levels produced by the Sennheiser HDA 200 earphone were
deduced from the manufacturer’s specification sheet provided with the ear-
phones. To verify specification sheet values, the HDA 200 earphones were

calibrated against TDH-50P earphones by collecting pure-tone audiometric
thresholds from 20 subjects with each set of earphones and examining the
threshold differences. Thresholds were measured with a Grason-Stadler
GS10 audiometer in an IAC double-walled sound-treated chamber. Aver-
age threshold differences were in agreement with differences expected
based on the specification sheets. It is noteworthy that average thresholds
with the HDA 200 earphones were 12 and 4 dB lower at 0.25 and 0.5 kHz,
respectively, than thresholds obtained with the TDH-50P earphones. This
presumably reflects the difference between the HDA 200’s circumaural
cushion~Peltor brand ear protectors! and the TDH-50P’s supra-aural cush-
ion ~MX-41/AR!.

2The SIMULTANEOUS display condition is intriguing not only for its
speed, but also because concatenated syllables are a form of connected
speech that may be useful for evaluating temporal distortions such as re-
verberation or compression. As mentioned earlier, two subjects demon-
strated that it was possible to estimate accurately in the SIMULTANEOUS
condition. Therefore, we attempted to increase the accuracy of the esti-
mated scores for one of these ‘‘less-discriminating’’ subjects through train-
ing. After completing the main experiment, S2 returned for an additional
session in which we ‘‘calibrated’’ her in the speech-in-noise conditions by
printing a 10 percentage-point-wide range of actual scores on the screen
after she entered each estimate. After 30 min of training, new estimates
were collected in the filtered-speech conditionswithout feedback. S2’s new
estimates were much more in line with actual scores. In particular, condi-
tions that were assigned 100% prior to training were now assigned much
lower scores and were differentiated and ordered like the actual scores. The
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Behavioral perceptual abilities and neurophysiologic changes observed after listening training can
generalize to other stimuli not used in the training paradigm, thereby demonstrating behavioral
‘‘transfer of learning’’ and plasticity in underlying physiologic processes. Nine normal-hearing
monolingual English-speaking adults were trained to identify a prevoiced labial stop sound~one that
is not used phonemically in the English language!. After training, the subjects were asked to
discriminate and identify a prevoiced alveolar stop. Mismatch negativity cortical evoked responses
~MMN ! were recorded to both labial and alveolar stimuli before and after training. Behavioral
performance and MMNs also were evaluated in an age-matched control group that did not receive
training. Listening training improved the experimental group’s ability to discriminate and identify
an unfamiliar VOT contrast. That enhanced ability transferred from one place of articulation~labial!
to another~alveolar!. The behavioral training effects were reflected in the MMN, which showed an
increase in duration and area when elicited by the training stimuli as well as a decrease in onset
latency when elicited by the transfer stimuli. Interestingly, changes in the MMN were largest over
the left hemisphere. The results demonstrate that training can generalize to listening situations
beyond those used in training sessions, and that the preattentive central neurophysiology underlying
perceptual learning are altered through auditory training. ©1997 Acoustical Society of America.
@S0001-4966~97!00912-0#

PACS numbers: 43.71.Pc@WS#

INTODUCTION

The auditory cortex is plastic, that is, it is capable of
reorganization as a function of experience. This fact has been
well documented by animal experiments, and by human be-
havioral and electrophysiologic studies. For example, single-
and multiple-unit recordings from mammalian cortical neu-
rons show learning-induced changes in the auditory cortex
~Buchwaldet al., 1966; Oldset al., 1972; Kraus and Dister-
hoft, 1982; Diamond and Weinberger, 1984, 1986, 1989;
Bakin and Weinberger, 1990; Recanzoneet al., 1993; Ede-
line et al., 1993; Weinberger, 1993!. In humans, Na¨ätänen
et al. ~1993! have reported learning-related neurophysiologic
changes reflected in a far-field electrophysiologic response
called the mismatch negativity~MMN !. They showed that
the MMN changed following discrimination training using

tonal stimuli. Similarly, Krauset al. ~1995a! demonstrated
learning-related changes in the MMN when elicited by syn-
thetic speech stimuli.

The MMN is an auditory-evoked response that reflects
preattentive discrimination of acoustic signals~Näätänen
et al., 1978; Samset al., 1985; Näätänen and Picton, 1987;
Scherg and Picton, 1990; Giardet al., 1990; Cse`pe et al.,
1987!. The MMN is elicited by a rarely occurring stimulus
when it is presented within a series of homogeneous stimuli
~Näätänenet al., 1978!. Animal and human studies indicate
that the encoding of different acoustic cues important for
speech perception involve distinct neuroanatomic and neuro-
physiologic processes~Blackburn and Sachs, 1990; Delgutte
and Kiang, 1984; Steinschneideret al., 1982, 1990! and that
the MMN can be used to probe the neurophysiologic encod-
ing of essential speech features~McGeeet al., 1996; Micco
et al., 1995; Cse`pe, 1995; Sharmaet al., 1995; Krauset al.,
1993, 1994a, 1994b, 1995b, 1996!.

The Näätänen et al. ~1993! and Krauset al. ~1995a!
findings suggest that changes in the MMN reflect
experience-related changes in central auditory processing of

a!Present address: House Ear Inst., Electrophysiology Lab., 2100 West Third
St., Los Angeles, CA 90069.
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complex signals such as speech. However, in those studies,
subjects were trained and tested using the same stimuli.
What is of great interest is if changes in stimulus represen-
tation are limited to the stimuli used in training, or whether
the changes in acoustic representation at a preattentive level
will generalize to novel stimuli with acoustic properties simi-
lar to the trained stimuli. This ‘‘transfer of learning’’ is im-
portant from a clinical perspective because it is important to
know if efforts at~re!habilitation using auditory training will
generalize beyond the training sessions to other listening
events.

Behavioral evidence of ‘‘transfer of learning’’ already
has been established in the speech-learning literature. For
example, McClaskeyet al. ~1983! found that adult listeners
generalized their newly acquired ability to perceive pre-
voiced labial syllables to prevoiced alveolar phonemes.
However, little is known about the neurophysiologic changes
associated with such learning and transfer of learning.

Consequently, this study combined the behavioral ap-
proaches of Pisoniet al. ~1982! and McClaskeyet al. ~1983!
with the neurophysiological approach used by Na¨ätänen
et al. ~1993! and Krauset al. ~1995a! to explore whether
behavioral training modified the neurophysiologic represen-
tation of speech, and to test the hypothesis that neurophysi-
ologic modification is not limited to the stimuli used to es-
tablish the change. Specifically, this study was designed to
determine if surface-recorded mismatch negativity responses
in humans reflect behavioral changes in perception following
training, and whether ‘‘transfer of learning’’ is evident be-
haviorally and neurophysiologically in response to novel
speech contrasts having an equivalent voice-onset-time dis-
tinction but a different place of articulation.

I. METHODS

A. Subjects

The subjects were 18 normal hearing, right-handed
monolingual speakers of English. Normal hearing was de-
fined as pure tone sensitivity better than or equal to 20 dB
HL bilaterally for octave frequencies between 250 Hz and 8
kHz. All subjects were born into monolingual English-
speaking households and had less than five years of exposure
to a foreign language~s! in school. Each subject was ran-
domly assigned to either an experimental or control group.
The mean age for the control group was 21 years with an age
range of 18–28 years. The mean age for the experimental
group was 22 years with an age range of 18–26 years.

B. Stimuli

The stimuli were synthesized tokens modeled after those
used by McClaskeyet al. ~1983!. Labial ~/ba/–/pa/! and al-
veolar ~/da/–/ta/! continua were created in which voice-
onset-time~VOT! varied from250 ms to150 ms in 10-ms
steps. Therefore, each continuum consisted of eleven items.
The VOT is defined as the interval between the release from
stop closure and the onset of laryngeal pulsing. A negative
VOT indicates laryngeal pulsing during the stop closure pe-
riod before the release. The stimuli were generated using a
Klatt digital speech synthesizer~Klatt, 1980!.

The steady-state portion of the stimuli consisted of the
vowel /a/, which varied in duration relative to the VOT so
that the overall duration for each stimulus remained constant
at 180 ms. The formant values for this vowel were:F1
5700 Hz, BW1590 Hz; F251200 Hz, BW2590 Hz; F3
52600 Hz, BW35130 Hz, F453300 Hz, BW45400 Hz;
F553700 Hz, BW55500 Hz. The fundamental frequency of
the stimuli began at 120 Hz and then fell to 100 Hz during
the steady-state portion of the vowel. The labial formant
transitions were 40 ms in duration. The alveolar formant
transitions were 50 ms in duration. To simulate a burst, a
turbulent noise source~AF! 10 ms in duration and 60 dB in
amplitude was added to both bilabial and alveolar stimuli.
The spectrum of the burst was centered around 2500–4000
Hz.

Because the MMN is elicited by any acoustic change,
we chose to use synthetic rather than natural speech in order
to precisely control the acoustic parameters and to determine
systematically which acoustic dimension was reflected in the
MMN. The use of natural speech would have complicated
the interpretation because natural speech contains many si-
multaneously changing parameters that might be reflected in
the MMN.

C. Procedure

The entire testing procedure took nine days for each
individual. The experimental and control group participated
in exactly the same testing on days 1, 2, 8, and 9. The only
difference was that the experimental group participated in
training sessions on days 3–7 whereas the control group did
not receive any training.

1. Day 1

a. Electrophysiology baseline.Baseline MMN responses
were obtained on the first day for both the experimental and
control groups in response to the two stimulus pairs; the
training stimuli ~labial! and the transfer stimuli~alveolar!.
The210-ms VOT stimulus~either labial or alveolar! was the
standard stimulus~frequency of occurrence585%! and the
220-ms VOT stimulus~either labial or alveolar! was the
deviant stimulus~frequency of occurrence515%!. The
stimuli were presented in a pseudorandom sequence with at
least three standard stimuli separating presentations of devi-
ant stimuli ~oddball paradigm!. Although 3500 standard
stimuli were presented, the responses to the standard stimuli
following each deviant were not included in the averaged
response. In an ‘‘alone’’ condition, 1000 presentations of the
deviant stimulus were presented alone for comparison with
the response to that same stimulus when it was the deviant
stimulus in the oddball paradigm. The rationale for using a
deviant-stimulus-alone control condition is reviewed by
Krauset al. ~1995b!. The order of labial and alveolar presen-
tation was counterbalanced across subjects to prevent any
potential order effects. For each individual, the order of
stimulus presentation was the same before and after training.

All subjects were tested in a sound-treated booth. The
stimuli were presented monaurally to the right ear using Ety-
motic Research~ER3! insert earphones. Subjects were in-
structed to ignore the stimuli. To ensure that the subject was
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not attending to the stimuli, each subject watched a video-
tape of his or her choice. The test stimuli were presented at
74 dB SPL while the background videotape sound, presented
in free field, was 40 dB SPL.

Previous studies by Na¨ätänen et al. ~1993! and Kraus
et al. ~1995a! recorded over the midline of the scalp only and
therefore did not report topographical distributions of MMN
change. This study included nine active electrode locations.
Active electrodes were placed at Fz, Cz, Pz, over the frontal
lobes~F3 andF4), temporal lobes~TL and TR!, and mas-
toids ~A1 and A2!. Electrode TR was situated halfway be-
tween T4 and T6. Electrode TL was situated half way be-
tween T3 and T5 according to the International 10/20
recording system~Jasper, 1958!. A nose electrode served as
the reference and a forehead electrode served as ground.
Eyeblink activity was monitored using electrodes located on
the superior and outer canthus of one eye. Artifacts measur-
ing in excess of 100mV on the EOG channel were rejected
off-line during data processing.

Each individual’s grand-averaged ‘‘difference’’ wave
was calculated by subtracting the average response to the
deviant stimulus when presented alone from the response to
the same stimulus when it was presented in the oddball para-
digm. The MMN onset latency, duration, and area were mea-
sured from the individual subject grand-averaged difference
wave. Latency was measured between 120 and 500 ms. Du-
ration was defined as the offset minus the onset latency. The
MMN area was calculated by drawing a line between the
onset and offset of the MMN in the difference wave, and
determining the number of ms3mV.

Individual grand averages were averaged together for
each group. Group MMN onset latency, duration, and area
measurements were calculated using the same methods. The
present study intentionally focused on group effects. To date,
methods for statistically defining the MMN in individuals are
evolving ~McGee, 1997a, 1997b!. Extracting the MMN sig-
nal from noise in individual responses has been a longstand-
ing methodological issue.

2. Day 2

a. Behavioral baseline: Discrimination testing.During
behavioral tests, subjects were seated in a sound-treated
booth in front of a computer monitor which provided visual
instructions to the subjects. Subjects in both the experimental
and control groups were instructed to listen to two stimuli
and to indicate whether the stimuli were the same or differ-
ent. This AX discrimination task served as a practice task
and included ten trials without feedback using two-step
stimulus pairs from the labial series. Once the subjects dem-
onstrated proficiency with this task, they performed the same
discrimination test using all of the labial stimuli in the VOT
continuum. That is, each subject was presented with 264
trials consisting of both one- and two-step pairs of the labial
stimuli with no feedback. The two-step pairs were included
to provide reinforcement since these were ‘‘easier’’ con-
trasts.

The discrimination task was an AX paradigm with an
interstimulus interval of 750 ms. The interpair interval varied
since the test was self-paced. Once the subject provided a

response, the next stimulus pair was delivered 1 s later. The
discrimination test was repeated using stimuli from the al-
veolar continuum. The number of correct and incorrect re-
sponses for the220/210 ms VOT contrast were calculated
for each individual. These results served as a baseline dis-
crimination measure. The order of labial and alveolar presen-
tation was counterbalanced across subjects to prevent influ-
ences of order effects. For each individual, the order of
stimulus presentation was the same before and after training.

b. Identification testing.Following discrimination test-
ing, each subject was asked to identify, from three choices
displayed as text on the computer screen, what sound they
heard. This paradigm was a three-alternative forced-choice
identification task. When a single labial stimulus from the
labial continuum was presented, the choices were /mba/, /ba/,
and /pa/. When the stimulus was from the alveolar con-
tinuum, the choices were /nda/, /da/, and /ta/. Each test con-
sisted of 210 trials and included all 11 items from the con-
tinuum. No feedback was provided to the subject. However,
in order to score identification data, labels were arbitrarily
assigned such that the250-, 240-, 230-, and220-ms VOT
stimuli were assigned the label /mba/, the210-, 0-, 110-,
and 120-ms VOT were assigned the label /ba/, and the
130-, 140-, and150-ms VOT stimuli were assigned the
label /pa/. Percent correct was calculated for the number of
times the220-ms VOT stimulus was identified as /mba/.
These results served as a baseline identification measure.

3. Day 3

a. Behavioral training (experimental group only).The
experimental subjects were asked to listen to single presen-
tations of the labial stimuli in order from250-ms through
150-ms VOT. This served as a familiarization session. Us-
ing a fading technique described by Jamieson and Morosan
~1986, 1989!, subjects were presented with either a210-ms
or 230-ms VOT stimulus from the labial continuum. Sub-
jects were asked to identify the sound as either /mba/ or /ba/.
Both choices were presented as text on the computer moni-
tor. Feedback in the form of a green reinforcement light ap-
peared when the subject correctly identified the230-ms
VOT stimuli as /mba/ and the210-ms VOT stimuli as /ba/.
This task was repeated 50 times to train the listener to label
the acoustic prevoiced component as /mba/.

The210-ms and230-ms stimuli were chosen based on
a pilot study in which listeners were able to identify these
stimuli well above chance without training. Therefore, this
initial session allowed the subjects to listen to the prevoiced
stimuli and orient themselves to the prevoiced cue using an
easy stimulus pair. Following this fading session, each sub-
ject began their first training session using a more difficult
stimulus ~220-ms VOT!. This stimulus was now assigned
the label /mba/. The training session consisted of four blocks
of 50 trials where either a210-ms or220-ms VOT labial
stimuli was presented. Feedback in the form of a green rein-
forcement light appeared when the220-ms VOT stimuli
was labeled as /mba/ and the210-ms VOT was labeled as
/ba/. Each stimulus was presented randomly with equal prob-
ability of occurrence. Percent correct was calculated based
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on the number of correct responses for each block of 50
trials. Performance on all four blocks of 50 trials was aver-
aged to obtain a final training session score.

4. Days 4 –7

a. Behavioral training continued (experimental group
only). Each subject in the experimental group continued the
training sessions, listening, and identifying the220- and
210-ms VOT labial stimuli. Nine sessions were conducted
over 5 days. Each training session~200 trials! lasted approxi-
mately 20 min.

5. Day 8

a. Electrophysiology posttraining test.Electrophysi-
ologic responses were measured for both groups in response
to the220- and210-ms VOT contrasts~labial and alveolar!
using the same procedure described for day 1.

6. Day 9

a. Behavioral posttraining test.Discrimination and iden-
tification measures were obtained for both the labial and al-
veolar stimuli for both the experimental and control groups
as described under day 2.

II. RESULTS

The results are presented in two sections:~A! Behavioral
data and~B! Electrophysiological data.

A. Behavioral results

1. Identification training

Through training, all subjects in the experimental group
learned to identify the220-ms VOT stimulus as /mba/ and
the 210-ms VOT stimulus as /ba/. Grouped data show a
significant improvement from the first to the last training
session ~t53.43, d f58, p,0.01). Group averaged data
across sessions are shown in Fig. 1.

2. Pre- and postdiscrimination and identification
testing

a. Trained stimuli /mba/.Training resulted in improved
posttraining discrimination and identification scores for the
experimental group but not the control group~Fig. 2!.
Planned comparisons revealed a significant improvement in
the experimental group’s ability to identify the220-ms VOT
stimuli as /mba/ when comparing pre- versus posttraining
identification scores~t52.11, d f58, p,0.05). The control
group did not show any significant change in performance
from pre- to posttesting~t50.85, d f58, p.0.05). Simi-
larly, the experimental group demonstrated a significant im-
provement in their ability to discriminate the220/210-ms
VOT /mba/ contrast~t52.39,d f58, p,0.05) whereas the
control group did not (t51.51,d f58, p.0.05).

b. Transfer stimuli.The effects of training transferred to
the /nda/ stimuli with posttraining discrimination scores im-
proving significantly for the experimental group (t52.60,
d f58, p.0.05) but not the control group (t51.71,d f58,
p.0.05). Improvement in the identification of the220-ms
VOT /nda/ stimulus narrowly missed reaching significance
for the experimental group (t51.71, d f58, p50.06). The
control group did not show any significant changes in the
ability to correctly identify the220-ms VOT /nda/ stimulus
(t50.09,d f58, p.0.05).

3. Summary

In summary, listening training improved the experimen-
tal group’s ability to discriminate and identify the unfamiliar
prevoiced labial stimulus /mba/. That enhanced ability trans-
ferred from one place of articulation~labial! to another~al-
veolar!. No significant changes in performance were seen for
the control group since they did not receive the training.

B. Electrophysiology results

1. MMN onset latency, duration, and area

Planned comparisons revealed a significant decrease in
MMN onset latency for the experimental group but not the
control group for the training stimuli /mba/ (t52.31, d f
58, p.0.05; t50.99, d f58, p.0.05). No significant
changes were seen in onset latency for either the experimen-
tal or control groups when tested using the transfer stimuli
(t51.48,d f58, p.0.05; t50.22,d f58, p.0.05).

Planned comparisons comparing pre- versus posttraining
scores revealed significant increases in MMN duration for
the experimental group for both the trained and transfer
stimuli (t54.97, d f58, p.0.01; t52.91, d f58, p
,0.05). The control group did not show significant changes
for either stimulus condition (t50.90, d f58, p.0.05; t
50.25,d f58, p.0.05).

Planned comparisons comparing pre- versus posttraining
revealed significant increases in MMN area for the experi-
mental group for both the trained and transfer stimuli (t
52.77,d f58, p.0.05;t52.94,d f58, p.0.05). The con-
trol group did not show significant changes for either stimu-
lus condition (t51.13, d f58, p,0.05; t50.91, d f58, p
.0.05).

FIG. 1. Average correct identification scores~j---j! and one standard
deviation~---! are shown as a function of training session for the experimen-
tal group. Identification scores improved significantly from the first to final
training session (n59).
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In summary, an increase in MMN duration and area
were seen for the experimental group when elicited by either
the training or transfer stimuli following training~Fig. 3!. No
significant pre- versus posttraining changes were seen for the
control group.

2. Laterality differences

Changes in MMN were largest over the left hemisphere.
Figure 4 provides right versus left hemisphere MMN data
pre- and posttraining for the experimental group in response
to the training stimuli. Enhancement of the MMN was evi-
dent visually at all electrode sites in response to the training
stimuli. For the transfer stimuli, changes were evident at Fz
and FL only. Because there appeared to be a greater amount
of change over the left hemisphere in the experimental
group, MMN onset latency, duration, and area measures
were analyzed using a 23~232! repeated measures ANOVA
~experimental versus control group, left versus right hemi-
sphere, and frontal versus temporal lobe!, using post- minus
pretraining values as the dependent variable.

For the training stimuli~mba!, there were significant
group effects for onset latency (F54.135, p50.05). A

group 3 hemisphere interaction was seen for MMN onset
latency (F55.62, p,0.05). Post hoc t tests revealed that
the significant difference between right and left onset latency
was seen over the frontal lobes. The decrease in onset la-
tency following training was greater at electrode site FL
when compared to FR (t53.10,d f58, p,0.01).

For the training stimuli~mba!, there were significant
group effects for MMN duration and area (F54.41, p
,0.05; F55.63, p,0.05). A group3 hemisphere3 lobe
interaction was seen for MMN duration (F54.6, p,0.05).
Post hoc ttests revealed that the degree of duration change
was greater at electrode site FL compared to FR in the ex-
perimental group (t53.74,d f58, p,0.01). No significant
onset latency, duration, or area differences were seen across
hemispheres for the control group. For the transfer stimuli
~nda!, there were no significant hemispheric differences.

C. Summary of results

Listening training improved the ability to discriminate
and identify an unfamiliar VOT contrast. That enhanced abil-
ity transferred from one place of articulation~labial! to an-
other ~alveolar!. The behavioral training effects were re-

FIG. 2. Pre- versus posttraining identification and discrimination performance for the training and transfer stimuli for the experimental and control groups.
Asterixes denote a significant change in performance withp values,0.05.
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flected in the MMN, which showed an increase in duration
and area when elicited by the training or transfer stimuli for
the experimental group but not the control group. This find-
ing is illustrated in Figs. 5 and 6, which show grand-
averaged MMN waveforms for each group. Figure 7 illus-
trates that the grand-averaged MMN measures reflect the
individual trends in the data and are not simply a result of
one or two outlayers. Figure 4 shows that changes in the
MMN were largest over the left hemisphere.

III. DISCUSSION

A. Main findings

Auditory training alters the perception of novel stimuli.
Behavioral learning was shown by the improved identifica-

tion scores during training sessions as well as the improved
pre- versus posttraining discrimination and identification
scores. Concurrently, neurophysiological plasticity was
shown by the changes in the mismatch response. Specifi-
cally, this study showed that~1! through training, the experi-
mental group learned to identify speech contrasts~differing
in VOT! that are not phonemically different in the English
language,~2! improvement of voice-onset-time discrimina-
tion generalized to spectrally different stimuli that also var-
ied in VOT, ~3! electrophysiologic responses to the training
and transfer stimuli reflected this improved perception as an
increase in MMN duration and area, as well as a decrease in
the onset of the mismatch response for the experimental
group but not the control group, and~4! electrophysiologic

FIG. 3. Increases in MMN duration and area and a decrease in onset latency~recorded from Fz! were seen in the experimental group and not in the control
group for both training and transfer stimuli. Single asterixes denote a significant change withp values,0.05. Double asterixes denote a significant change
with p values,0.01.

3767 3767J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Tremblay et al.: Auditory plasticity following speech training



duration changes were greater over the left hemisphere than
the right hemisphere.

The behavioral data are consistent with those of Mc-
Claskeyet al. ~1983! who reported that the perception of a
new linguistic contrast can be acquired by adult listeners and
that this trained ability generalizes to novel stimuli not used
during training. The electrophysiologic data reinforce the

findings of Näätänen et al. ~1993! and Krauset al. ~1995a!
that neurophysiologic changes can be demonstrated in hu-
mans following listening training, thereby reflecting auditory
system plasticity. Most importantly, this study showed that
both behavioral and electrophysiologic changes are general-
izable to other auditory stimuli that were not used during the
training sessions.

FIG. 4. Pre- and posttraining group-averaged electrophysiologic responses at four electrode sites~FL, TL, FR, and TR! are shown for the experimental group
to the training stimuli~220/210-ms VOT! when the deviant was presented alone~thin line! and when it was presented in the mismatch condition~thick line!.
The MMN is seen in the subtraction wave below. The area of significance (p,0.05) is depicted by the blocked area on thex axis (n59).
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B. Implications of experimental results to other areas
of research

1. Plasticity of the adult system

In the past, there was debate concerning the flexibility of
the mature perceptual system to accommodate new phonetic
categories. Both successful as well as unsuccessful training
and generalization attempts subsequently have led to the
conclusion that the adult system does not lose the ability to
acquire new linguistic contrasts, provided specific experi-
mental procedures are used to train the listeners~Carney
et al., 1977; Aslin and Pisoni, 1980; Strange and Dittmann,
1984; Jamieson and Morosan, 1989; Pisoniet al., 1982;
Werker and Tees, 1984a; Livelyet al., 1993, 1994; Logan
et al., 1991!. Until now, this line of research has been limited
to behavioral studies. The present study establishes that the
adult perceptual system is indeed plastic and that transfer of
training can be shown through both behavioral and neuro-
physiologic measures.

2. Locus of neurophysiologic change

Neurophysiological evidence of learning-induced plas-
ticity as well as representation of VOT have both cortical and
subcortical origins~Disterhoft and Stuart, 1976, 1977; Ryugo

and Weinberger, 1978; Kraus and Disterhoft, 1982; Wein-
berger et al., 1984; Edelineet al., 1990; Sinex and Mc-
Donald, 1988; Steinschneideret al., 1982, 1990, 1995; Egg-
ermont, 1995; McGeeet al., 1996!. Furthermore, there is
evidence for cortical and subcortical mismatch generators
~Näätänenet al., 1978, 1980; Hariet al., 1984; Cse`pe et al.,
1987; Näätänen and Picton, 1987; Giardet al., 1990; Scherg
and Picton, 1990; Sams and Na¨ätänen, 1991; Alhoet al.,
1992; Javitt et al., 1992; Kraus et al., 1994a, 1994b!.
Training-induced neurophysiologic changes as well as their
generalizability may be the result of~1! a greater number of
neurons responding in the sensory field,~2! increased syn-
chrony of neuronal responses, or~3! an expansion of recep-
tive fields~Bergeret al., 1976; Merzinechet al., 1983, 1984;
Kaaset al., 1983; Merzinech and Jenkins, 1983!.

Although this study does not specifically address
whether changes occurred cortically or subcortically, it does
provide insight into where neural changes might have oc-
curred and how neuroanatomy may relate to perceptual
learning. Specifically, changes in MMN were greater over
the left compared to the right hemisphere following training,
thereby suggesting that preattentive aspects of speech pro-
cessing may also be lateralized. This laterality finding is new
and may have implications regarding the role of each hemi-

FIG. 5. A significant increase in duration and area of the mismatch response was seen following training for the experimental group. Group-averaged
electrophysiologic responses~electrode Fz! are shown for the experimental group to the training and transfer stimuli~220/210-ms VOT! when the deviant
stimulus was presented alone~thin line! and when it was in the mismatch paradigm~thick line!. The MMN is seen in the subtraction wave below. The area
of significance (p,0.05) is depicted by the blocked area on thex axis (n59).
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sphere in processing learning-associated stimulus change.
Mapping studies using current source density analysis

have reported both bilateral cortex involvement and pre-
dominantly right-hemispheric frontal involvement in MMN
generation~Giard et al., 1990; Paavilainenet al., 1991!. In
the present study, the pretraining MMN was seen bilaterally
and was not significantly larger over one hemisphere. The
absence of laterality may result in part from the nature of the
stimuli. Prior to training, subjects did not perceive the /mba/
and /nda/ stimuli to be phonetically distinct from /ba/ and
/da/. Identification training may have resulted in these stimuli
being recognized linguistically rather than as simple acoustic
variants of /ba/ and /da/, thereby leading to greater activity in
the left hemisphere. For example, when Giardet al. ~1990!
and Paavilainenet al. ~1991! observed right-hemispheric
dominance when recording the MMN, they used tonal
stimuli. Because tones do not convey linguistic or phonetic
information, the left hemisphere may not have played a
dominant role in encoding those stimuli. Sharma and Kraus
~1995! showed that the MMN lateralizes to the left if the
change in a stimulus sequence signals a phonetic rather than
a tonal pitch contrast. Thus, these studies in combination

with the findings from the present study suggest that the
linguistic/phonetic nature of the stimuli may relate to which
hemisphere is most active in detecting the stimulus change
and that preattentive aspects of speech processing are modi-
fiable and may also be lateralized.

3. The role of attention and perceptual learning

Regardless of where and how these neurophysiological
changes take place, the data suggest that some degree of
speech learning occurs at a preattentive level that can be
measured in the absence of an overt response. Until now, the
role of attention in comparable training and generalization
experiments has been explored primarily in the visual mo-
dality. Visual experiments suggest that high-level attentional
mechanisms are necessary for demonstrating ‘‘transfer’’ of
visual learning~Ahissar and Hochstein, 1993!. Even though
the behavioral tasks in this study required attention and cog-
nitive processing of the stimuli during training, changes in
the MMN elicited by the training as well as the transfer
stimuli indicate that speech-sound learning is evident at an
automatic, preattentive level. Future studies examining the
role of attention and other high-level cognitive processes

FIG. 6. No significant changes in onset latency, duration, and area of the mismatch response was seen for the control group. Group-averaged electrophysi-
ologic responses~electrode Fz! are shown for the control group to the training and transfer stimuli~220/210-ms VOT! when the deviant stimulus was
presented alone~thin line! and when it was in the mismatch paradigm~thick line!. The MMN is seen in the subtraction wave below. The area of significance
(p,0.05) is depicted by the blocked area on thex axis (n59).
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may yield information pertaining to the site~s! of perceptual
learning, and how learning manifests itself as behavior.

IV. CONCLUSIONS

Ultimately, the goal of successful~re!habilitative train-
ing is to have listeners transfer learned behaviors to new
listening situations. The behavioral results of this study have
confirmed that controlled laboratory-based training proce-
dures can be effective in modifying listeners’ preattentive
phonetic perception in a short period of time and that the
learned behavior transfers to new acoustic conditions. The

corresponding neurophysiologic findings are significant from
a clinical perspective because they provide an objective ap-
proach for examining the neurophysiologic change that may
occur following~re!habilitation efforts in populations such as
hearing-impaired individuals and children with auditory-
based learning problems, who may not be able to participate
in behavioral testing. From a more theoretical standpoint,
these findings establish an avenue for examining the human
capacity for change, and for understanding neurophysiologic
processes associated with foreign language training, musi-
cian ear training, and other forms of auditory learning.

FIG. 7. Individual subject changes in MMN onset latency, duration, and area after training are shown for the experimental group. Posttraining changes are
plotted relative to normalized pretraining values and show a significant increase in both duration and area as well as a significant decrease in onset latency.
Note that overlapping individual scores are indicated by thes symbol.
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Csèpe, V., Karmos, G., and Molnar, M.~1987!. ‘‘Evoked potential corre-
lates of stimulus deviance during wakefulness and sleep in the cat-animal
model of mismatched negativity,’’ Electroencephalogr. Clin. Neuro-
physiol.66, 571–578.

Delgutte, B., and Kiang, N. Y. S.~1984!. ‘‘Speech coding in the auditory
nerve. I. Vowel-like sounds,’’ J. Acoust. Soc. Am.75, 866–878.

Diamond, D. M., and Weinberger, N. M.~1984!. ‘‘Physiologic plasticity of
single neurons in auditory cortex of the cat during acquisition of the pu-
pillary conditioned response. I: Secondary field~AII !,’’ Behav. Neurol.98,
189–210.

Diamond, D. M., and Weinberger, N. M.~1986!. ‘‘Classical conditioning
rapidly induced changes in frequency receptive fields of single neurons in
secondary and ventral ectosylvian auditory cortical fields,’’ Brain Res.
372, 357–360.

Diamond, N. M., and Weinberger, N. M.~1989!. ‘‘Role of context in the
expression of learning-induced plasticity of single neurons in auditory
cortex,’’ Behav. Neurol.103, 471–494.

Disterhoft, J. F., and Stuart, D. K.~1976!. ‘‘Trial sequence of changed unit
activity in the auditory system of alert rat during conditioned response
acquisition and extinction,’’ J. Neurophysiol.39, 266–281.

Disterhoft, J. F., and Stuart, D. K.~1977!. ‘‘Differentiated short latency
response increases after conditioning in inferior colliculus of alert rat,’’
Brain Res.130, 315–334.

Edeline, J. M., Neuenschwander-El Massioui, N., and Dutrieux, G.~1990!.
‘‘Frequency-specific cellular changes in the auditory system during acqui-
sition and reversal of discriminative conditioning,’’ Psychobiology18,
382–393.

Edeline, J. M., Pham, P., and Weinberger, N. M.~1993!. ‘‘Rapid develop-
ment of learning-induced receptive field plasticity in the auditory cortex,’’
Behav. Neurol.107, 539–551.

Eggermont, J. J.~1995!. ‘‘Representation of a voice onset continuum in
primary auditory cortex of the cat,’’ J. Acoust. Soc. Am.98, 911–920.

Giard, M., Perrin, F., Pernier, J., and Bouchet, P.~1990!. ‘‘Brain generators
implicated in the processing of auditory stimulus deviance: a topographic
event-related potential study,’’ Psychophysiology27, 627–640.

Hari, R., Hamalainen, J., Ilmoniemi, R., Kaukoranta, E., Reinikainen, K.,
Salminen, J., Alho, K., Na¨ätänen, R., and Sams, M.~1984!. ‘‘Responses of
the primary auditory cortex to pitch changes in a sequence of tone pips:
neuromagnetic recordings in man,’’ Neurosci. Lett.50, 127–132.

Jamieson, D., and Morosan, D.~1986!. ‘‘Training nonnative speech con-
trasts in adults: Acquisition of the English / /–/-/ contrast by francoph-
ones,’’ Percept. Psychophys.40, 205–215.

Jamieson, D., and Morosan, D.~1989!. ‘‘Training new, nonnative speech
contrasts in adults: A comparison of the prototype and perceptual fading
techniques,’’ Can. J. Psychol.43, 88–96.

Jasper, H. H.~1958!. ‘‘The ten-twenty system of the international federa-
tion,’’ Electroencephalogr. Clin. Neurophysiol.10, 371–375.

Javitt, D., Schroeder, C., Steinschneider, M., Arezzo, J., and Vaughan, Jr.,
H. ~1992!. ‘‘Demonstration of mismatch negativity in monkey,’’ Electro-
encephalogr. Clin. Neurophysiol.83, 87–90.

Kaas, J. H., Merzinech, M. M., and Killackey, H. P.~1983!. ‘‘The reorga-
nization of somatosensory cortex following peripheral nerve damage in
adults and developing mammals,’’ Annu. Rev. Neurosci.6, 325–356.

Klatt, D. ~1980!. ‘‘Software for cascade/parallel formant synthesizer,’’ J.
Acoust. Soc. Am.67, 971–995.

Kraus, N., and Disterhoft, J. F.~1982!. ‘‘Response plasticity of single neu-
rons in rabbit association cortex during tone-signalled learning,’’ Brain
Res.246, 205–215.

Kraus, N., Micco, A., Koch, D., McGee, T., Carrell, T., Sharma, A., and
Nicol, T. ~1993!. ‘‘Mismatch negativity in the neurophysiologic/
behavioral evaluation of auditory processing deficits: A case study,’’ Ear
Hear.14, 223–234.

Kraus, N., McGee, T., Littman, T., Nicol, T., and King, C.~1944a!. ‘‘En-
coding of acoustic change involves the non-primary auditory thalamus,’’
J. Neurophysiol.72, 1270–1277.

Kraus, N., McGee, T., Carrell, T., King, C., Littman, T., and Nicol, T.
~1994b!. ‘‘Discrimination of speech-like signals in auditory thalamus and
cortex,’’ J. Acoust. Soc. Am.96, 2758–2768.

Kraus, N., McGee, T., Carrell, T., King, C., Tremblay, K., and Nicol, T.
~1995a!. ‘‘Central auditory system plasticity with speech discrimination
training,’’ J. Cog. Neurosci.7, 25–32.

Kraus, N., McGee, T., Carrell, T., and Sharma, T.~1995b!. ‘‘Neurophysi-
ologic bases of speech discrimination,’’ Ear Hear.16, 19–37.

Kraus, N, McGee, T., Carrell, T., Zecker, S. G., Nicol, T., and Koch, D.
~1996!. ‘‘Neurophysiologic response reflect behavioral discrimination
deficits in children with learning problems,’’ Science273, 971–972.

Lively, S., Logan, J., and Pisoni, D.~1993!. ‘‘Training Japanese listeners to
identify English /r/ and /l/: II. The role of phonetic environment and talker
variability in learning new perceptual categories,’’ J. Acoust. Soc. Am.94,
1242–1255.

Lively, S., Pisoni, D., Yamada, R. A., Yoh’ichi, T., and Yamada, T.~1994!.
‘‘Training Japanese listeners to identify English /r/ and /l/. III. Long-term
retention of new phonetic categories,’’ J. Acoust. Soc. Am.96, 2076–
2087.

Logan, J. S., Lively, S. E., and Pisoni, D. B.~1991!. ‘‘Training Japanese
listeners to identify English /r/ and /l/: A first report,’’ J. Acoust. Soc. Am.
89, 874–886.

McClaskey, C., Pisoni, D., and Carrell, T.~1983!. ‘‘Transfer of training of a
new linguistic contrast in voicing,’’ Percept. Psychophys.34, 323–330.

McGee, T., Kraus, N., King, C., Nicol, T., and Carrell, T.~1996!. ‘‘Acoustic
elements of speech-like stimuli are reflected in surface recorded responses
over the guinea pig temporal lobe,’’ J. Acoust. Soc. Am.99, 3606–3614.

McGee, T., Kraus, N., and Nicol, T.~1997a!. ‘‘Is it really a mismatch
negativity? an assessment of methods for determining response validity in
individual subjects,’’ Electroenceph. Clin. Neurophysiol.104, 359–368.

McGee, T., Nicol, T., and Kraus, N.~1997b!. ‘‘Improving the MMN signal-
to-noise ratio,’’ XV International Evoked Response Audiometry Study
Group ~IERASG! Abstract, p. 49.

Merzinech, M. M., and Jenkins, W. M.~1983!. ‘‘Dynamic maintenance and
alterability of cortical maps in adults; some implications,’’ inHearing—
Physiological Bases and Psychophysics,edited by R. Klinke and R. Hart-
mann~Oxford U.P., New York!, pp. 162–167.

Merzinech, M. M., Kaas, J. H., Wall, J. T., Sur, M., and Nelson, R. J.
~1983!. ‘‘Progression of change following median nerve section in the
cortical representation of the hand in areas 3b and 1 in adult owl and
squirrel monkey,’’ Neuroscience~NY! 10, 639–665.

Merzinech, M. M., Nelson, R. J., Stryker, M. P., Cynader, M. S., Schopp-
mann, A., and Zook, J. M.~1984!. ‘‘Somatosensory cortical map changes
following digit amputation in adult monkeys,’’ J. Comp. Neurol.224,
591–605.

Micco, A., Kraus, N., Koch, D., McGee, T., Carrell, T., Sharma, A., Nicol,
T., and Wiet, R.~1995!. ‘‘Speech-evoked cognitive potentials in cochlear
implant recipients,’’ Am. J. Otolaryngol.16, 514–520.

3772 3772J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Tremblay et al.: Auditory plasticity following speech training
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Näätänen, R., Gaillard, A., and Mantysalo, S.~1980!. ‘‘Brain potential cor-
related in voluntary and involuntary attention,’’ Prog. Brain Res.54, 343–
348.
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The acoustic propagation properties of egg yolk and albumen are characterized in the frequency
range 20–400 MHz by the bioultrasonic spectroscopy system using an ultrasonic transmission
comparison method. Significant differences in the attenuation, velocity, impedance, and density
among yolk and thick and outer thin albumen are observed. The acoustic properties of 10% aqueous
solutions of ovalbumin and bovine hemoglobin are also measured in order to investigate the
contribution of proteins to the acoustic properties of albumen. The differences obtained between
thick and outer thin albumen may be mainly due to their macromolecular level structural
differences, as their constituents are nearly the same. ©1997 Acoustical Society of America.
@S0001-4966~97!04212-4#
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INTRODUCTION

Studies on biological tissue characterization using ultra-
sound have been conducted extensively. In general, quanti-
tative analysis of the acoustic properties of biological tissues
is difficult because of their complicated structures and vari-
ous constituents, including several kinds of proteins and lip-
ids. Poultry egg provides readily accessible biomacromo-
lecular specimens for which the acoustic attenuation
coefficient and velocity have been studied.1–3 Choi et al.
measured the ultrasonic absorption of albumen in the fre-
quency range 0.2–10 MHz over the temperature range of
10 °C–50 °C.1 Javanaudet al. reported the velocities of egg
yolk and albumen in the frequency range 2–7 MHz and the
absorption coefficients in the frequency range 2–124 MHz.2

However, in both studies differences of the acoustic proper-
ties between thick and thin albumen were not observed.
Povey and Wilkinson measured the velocities and attenua-
tions at 1.25 MHz and reported that the attenuation of thick
albumen is greater than that of thin albumen.3 However, they
did not detect differences in velocity between thick and thin
albumen.

The reported data from the previous studies did not have
sufficient measurement accuracy and resolution to distin-
guish the difference in viscoelasticity between thick and thin
albumen, recognized easily by human sensibility. For a bet-
ter understanding of the acoustic properties of egg yolk, and
thick and thin albumen, more reliable data over a much
broader frequency range are necessary.

The bioultrasonic spectroscopy system has been devel-
oped for biological tissue characterization in the VHF and
UHF ranges4 and applied to fundamental studies of bovine
tissues in the frequency range 20–200 MHz.5 The acoustic
properties, viz., attenuation coefficient, velocity, impedance,
and density, can be determined with high accuracy by an
ultrasonic transmission comparison method using distilled
water as the reference.

In this paper, egg yolk and albumen as biological mac-
romolecular liquids are characterized in the frequency range
20–400 MHz. The acoustic properties of aqueous solutions
of ovalbumin and bovine hemoglobin are also measured to
provide details of the ultrasonic behavior of some biological
macromolecules to help in understanding the behavior of the
acoustic properties of thick and thin albumen.

I. MEASUREMENT METHOD

The measurement method and system is described in
detail elsewhere.4 The experimental configuration for charac-
terization is shown in Fig. 1, in which a specimen is inserted
between the parallel surfaces of synthetic silica (SiO2) buffer
rods having ZnO piezoelectric film transducers on their outer
ends. A rf burst signal is supplied to the transmitting trans-
ducer TR~1! in order to generate ultrasonic longitudinal
plane waves, which then propagate in the buffer rod. The
ultrasonic attenuation coefficient, velocity, impedance, and
density are determined by measuring the transducer outputs
Vi ( i 51 – 3) in the ultrasonic transmission line model, as
shown in Fig. 1. In the measurement method, measurement
errors due to diffraction losses in the acoustic media, and to
mode conversion at the buffer-rod/sample interfaces, can be
corrected experimentally by performing measurements for
both sample and distilled water as medium 2. The gap length
between the two buffer rods is determined by measuring fre-
quency characteristics of the interference output ofV1 and
V2 for distilled water of which the velocity is used as the
reference.4 The attenuation coefficient and velocity of the
sample were measured in the transmission mode using the
outputV3 of the transducer TR~2!.

The velocity is obtained by thez-interference method,4

in which the interference output ofV3 and the reference elec-
trical signal derived from the signal generator of the mea-
surement system is measured as a function of gap length.
The acoustic impedance is obtained with the pulse echo
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method by measuringV1 for sample and for air as medium 2,
in order to determine the reflection coefficient at the buffer-
rod/sample interface, and by using the acoustic impedance of
SiO2 as the reference. The attenuation coefficient is obtained
by measuringV3 and by using the reflection coefficient de-
termined in the impedance measurement with the known at-
tenuation coefficient of distilled water. The densityr is cal-
culated by using the equation thatr5Z( f )/v( f ), where
Z( f ) is the acoustic impedance andv( f ) is the velocity.
The acoustic impedance and velocity in acoustically lossy
media have a frequency dependence, whereas the density is
independent of frequency. The velocity and attenuation co-
efficient of water reported in the literature,6,7 and the acoustic
impedance of SiO2 measured to be 13.113106 Ns/m3 were
employed as the reference data.

II. EXPERIMENTS AND RESULTS

Measurements were conducted on yolk and albumen of
white leghorn eggs. They were purchased at a wholesale
store within less than 12 h of being laid and stored in a 5 °C
temperature refrigerator until the measurement preparation
procedure began. The specimens were thus measured within
less than 36 h of being laid. The albumen is divided into
three concentric layers, viz., outer thin albumen, thick albu-
men, and inner thin albumen. The yolk is composed of alter-
nate yellow and white yolk layers. For measurements, outer
thin albumen, thick albumen, and mixture of yellow and
white yolk were used. After the egg shell was carefully bro-
ken on a glass plate, the thick albumen surrounding the yolk
was spread and the outer thin albumen was spread beyond
the thick albumen. The sample was taken from the spread
material by a syringe having an inner diameter of 1 mm, and
no needle attached. Yellow and white yolk became mixed
during the procedure. The volume of sample required for
measurements was about 1 ml, which was much less than the
content of one egg.

The parameters of the ultrasonic devices used for mea-
surements are listed in Table I.

The measurement accuracy in the present study is esti-
mated to be better than60.1% for velocity and61% for
attenuation coefficient, impedance, and density. The repro-
ducibility is estimated to be better than60.02% for velocity
and60.5% for attenuation coefficient, impedance, and den-
sity.

The measured attenuation coefficients of thick and outer
thin albumen in the frequency range 30–400 MHz at
23.1 °C–23.4 °C are shown in Fig. 2. Two pairs of devices
~see Table I!, with the center frequencies of 150 and 400
MHz, were employed with the gap lengths 1200mm for

30–150 MHz and 600mm for 150–400 MHz, respectively.
The samples for the measurements in the two frequency
ranges were taken from different egg samples. The attenua-
tion coefficients of thick albumen are greater than those of
outer thin albumen in this frequency range, for example,
9.3% greater at 100 MHz. Povey and Wilkinson reported that
the attenuation for thick albumen is greater than that for thin
albumen at the frequency of 1.25 MHz.3 The attenuations for
both thick and outer thin albumen are proportional to the 1.4
power of frequency around 30 MHz, the 1.4–1.5 power
around 100 MHz, and gradually increase with frequency up
to the 1.7–1.8 power around 400 MHz.

The measured attenuation coefficients of egg yolk in the
frequency range 25–400 MHz at 23.9 °C using a pair of
ultrasonic devices with a 400-MHz center frequency~see
Table I! are shown in Fig. 2. The gap lengths of the two
ultrasonic devices were 1500, 300, and 100mm, in the fre-
quency ranges 25–70, 70–250, and 250–400 MHz, respec-

FIG. 1. Definition of transducer outputsVi for measuring acoustic proper-
ties of liquid samples.

TABLE I. Parameters of the acoustic devices used for measuring acoustic
properties of specimens~T: transmitter; R: receiver!.

Device No.
No. 1
~T!

No. 1
~R!

No. 2
~T!

No. 2
~R!

Center
frequency

150 MHz 150 MHz 400 MHz 400 MHz

Transducer
material

ZnO ZnO ZnO ZnO

Diameter of
transducer

2.5 mm 2.5 mm 1.3 mm 1.3 mm

Diameter of
buffer rod

8 mm 20 mm 8 mm 20 mm

Length of
buffer rod

8 mm 8 mm 8 mm 8 mm

FIG. 2. Frequency dependence of attenuation coefficients of thick albumen
and outer thin albumen at 23.1 °C–23.4 °C, and of yolk at 23.9 °C.
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tively. The attenuation coefficients of yolk are about ten
times greater~in decibels! than those of albumen. The at-
tenuation for yolk exhibits different frequency dependences
than those for albumen. The attenuation for yolk is propor-
tional to the 1.65 power of frequency in the range 25–300
MHz and dropping to the 1.5 power of frequency around 400
MHz.

The open circles in Fig. 2 show the published data mea-
sured by Javanaudet al. for a mixture of thin and thick al-
bumen in the temperature range 21.5 °C–23.5 °C and yolk in
the range 20 °C–25 °C, respectively.2 The measured attenu-
ations of yolk and albumen compare well with the data re-
ported by Javanaudet al.2

Figure 3 shows the measured velocities for yolk in the
frequency range 100–350 MHz and for thick and outer thin
albumen in the frequency range 100–400 MHz at the tem-
peratures of 23.4 °C–23.7 °C. Yolk exhibits clear velocity
dispersion characteristics and thick albumen shows slight
dispersion. The velocity dispersion values of 0.065~m/s!/
MHz for yolk and of 0.0019~m/s!/MHz for thick albumen
were obtained by linear approximation, as shown in Fig. 3.
On the other hand, the velocity dispersion for outer thin al-
bumen was not seen in the frequency range measured. The
values of velocities for thick albumen were greater than
those for outer thin albumen and the differences for the three
samples ranged from 4–15 m/s.

Figure 4 shows the acoustic impedances for yolk and
thick and outer thin albumen determined by measuring the
reflection coefficients at the buffer-rod/sample boundary in
the frequency range 150–300 MHz at the temperatures of
23.4 °C–23.7 °C. Yolk exhibits a small frequency depen-
dence of impedance, with a rate of increase of
88 ~Ns/m3!/MHz.

Table II shows the values of the attenuation coefficient,

velocity, and acoustic impedance for yolk and thick and
outer thin albumen from three different eggs at 200 MHz,
along with the densities calculated by dividing the measured
acoustic impedances by the measured velocities. Significant
differences in each acoustic parameter among yolk and thick
and outer thin albumen are obtained.

The densities were also measured with a pycnometer in
order to compare them with the data obtained by our ultra-
sonic method. The pycnometer has a volume of 10 ml and
needed three eggs for each measurement. The measured re-
sults, which are average values of two different sample
groups, are shown in Table II. The differences between the
measured values obtained with the ultrasonic method and
those with the pycnometer are 0.19%, 0.19%, and 1.8% for
thick and outer thin albumen, and yolk, respectively. The
measured results by the two methods agree well with each
other.

III. DISCUSSION

Table III shows the percentages of water, protein, lipid,
carbohydrate, and mineral contents of egg yolk and
albumen.8 As seen, egg yolk has a rich lipid content averag-
ing 33% and a water content of 49%, and albumen is rich in
water and protein with a total percentage of 99%. Thus it is
tempting to ascribe the differences in the measured acoustic
properties of yolk and albumen to the differences in their
constituents. As the protein content of albumen is about 10%
and its water content is about 88%, a 10% aqueous solution
of protein may be considered a simple model of albumen.
The acoustic parameters of aqueous solutions of proteins
@Ovalbumin~Sigma Chemical Co., A-5503! and bovine he-

TABLE II. Measured attenuation coefficients, velocities, impedances, and densities of egg yolk and albumen at 23.4 °C–23.7 °C.

a ~dB/mm!
~200 MHz!

v ~m/s!
~200 MHz!

Z (3106 Ns/m3)
~200 MHz!

r (kg/m3)
Ultrasonic method

r (kg/m3)
Pycnometer

Outer thin albumen 13.6~13.3–14.2!a 1527 ~1525–1529! 1.576~1.566–1.588! 1032 ~1027–1039! 1034
Thick albumen 15.7~14.6–16.9! 1535 ~1530–1540! 1.585~1.553–1.616! 1033 ~1015–1049! 1035
Yolk 129 ~116–139! 1522 ~1517–1526! 1.531~1.520–1.537! 1006 ~996–1013! 1024

aExample, mean value 13.6 dB/mm, total range of values 13.3–14.2 dB/mm.

FIG. 3. Velocity dispersion of yolk, and thick and outer thin albumen at
23.4 °C–23.7 °C. Broken lines fitted by the method of least squares.

FIG. 4. Frequency dependence of acoustic impedance of yolk, and thick and
outer thin albumen at 23.4 °C–23.7 °C. Broken lines fitted by the method of
least squares.
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moglobin ~Hb! ~Sigma Chemical Co., H-2625!# were mea-
sured and the contribution of protein and water to the acous-
tic properties of albumen is assessed. Solutions, prepared
with protein and distilled water, were stirred at room tem-
perature and degassed under vacuum. Ten percent weight-
fractional aqueous solutions of the two proteins were studied.

Figure 5 shows the measured frequency characteristics
of attenuation coefficients for 10% aqueous solutions of
ovalbumin and bovine hemoglobin at 23.7 °C and 23.8 °C,
respectively. The attenuation coefficients of thick and outer
thin albumen were also measured at 23.2 °C for comparison.
The ultrasonic devices with the center frequency of 400 MHz
were used for the measurements. Clearly the attenuation co-
efficients for all four specimens have very nearly the same
frequency dependence in the frequency range 100–400
MHz, being proportional to the 1.4–1.5 power around 100
MHz and to the 1.7–1.8 power around 400 MHz. It is noted
that the bovine hemoglobin and ovalbumin solutions show
similar frequency characteristics of the attenuation while
their molecular components and structure are different. At
200 MHz, attenuation coefficients for the 10% ovalbumin
solution, the outer thin albumen, the 10% hemoglobin solu-
tion, and the thick albumen are 13.8, 14.6, 15.6, and 17.4
dB/mm, respectively.

Previously, we reported the frequency characteristics of

the attenuation coefficients of bovine hemoglobin aqueous
solutions in the frequency range 70–200 MHz as a function
of hemoglobin concentration.5 It was observed that as hemo-
globin concentration increases, attenuation increases and the
exponent on frequency decreases monotonically; around 150
MHz the exponent decreases from 1.70 to 1.52 as the con-
centration increases from 5% to 25%. The curves of Fig. 5
may be used to support the view that the similarity of the
magnitude and frequency dependences of the attenuation co-
efficients of the four specimens are determined to a great
extent by their protein concentrations.

Velocity dispersion was essentially not observed for the
ovalbumin and bovine hemoglobin solutions in the frequency
range 100–400 MHz, having values less than 0.001~m/s!/
MHz. The average values of velocities for 10% aqueous so-
lutions of ovalbumin and hemoglobin in the frequency range
were found to be 1522.2 m/s~23.7 °C! and 1520.9 m/s
~23.6 °C!, respectively; very close, though they represent dif-
ferent protein structures.

The molecular weights of ovalbumin and hemoglobin
are 45 000 Dalton9 and 64 000 Dalton,10 respectively, while
their attenuation coefficients of 10% aqueous solutions at
200 MHz are 13.8 and 15.6 dB/mm. Albumen consists
largely of the proteins, ovalbumin, conalbumin, ovomucoid,
and lysozyme; their molecular weights and relative abun-
dance are shown in Table IV.9 If it is assumed that the rela-
tive abundances of ovalbumin, conalbumin, ovomucoid, and
lysozyme are 68%, 16%, 13%, and 3%, respectively, a cal-
culated molecular weight of 46 700 Dalton for albumen can
be obtained by the simple mixture law of summing each
protein constituent’s molecular weight multiplied by its rela-
tive abundance, yielding the value of 46 700 Dalton within
4% of the ovalbumin value of 45 000 Dalton. Table V shows
the experimental results of the attenuation coefficients and
velocities at 200 MHz for thick and outer thin albumen, and
10% aqueous solutions of hemoglobin and ovalbumin where
it is seen that the magnitudes of both properties are greater in
order of thick albumen, outer thin albumen, and 10% aque-
ous solution of ovalbumin. Lang and Rha11 considered that
the differences of the viscoelastic properties of thick and thin
albumen are associated with their content of ovomucin
which is four times greater in the thick albumen. A portion
of ovomucin aggregates into filamentous super-aggregates
with molecular weights of the order of 107 Dalton, which
give the gellike character to the thick albumen. It would
seem, from the measurements reported herein, that the at-
tenuation and velocity value increases may be related to the
super aggregations.

FIG. 5. Frequency dependence of attenuation coefficients of albumen and
aqueous solutions of proteins.a thick albumen~23.2 °C!, b 10% aqueous
solution of bovine hemoglobin~23.8 °C!, c outer thin albumen~23.2 °C!,
andd 10% aqueous solution of ovalbumin~23.7 °C!.

TABLE III. Average percentages of the major groups of chemical com-
pounds in yolk and albumen of chicken egg.8

Component

Average percentage

Yolk Albumen

Water 48.7% 87.9%
Proteins 16.6% 10.6%
Lipids 32.6% trace
Carbohydrates 1.0% 0.9%
Minerals 1.1% 0.6%

TABLE IV. Proteins in albumen.9

Protein

Molecular
weight

~Dalton!
Relative abundance

in albumen

Ovalbumin 45 000 60%–69%
Conalbumin 76 000 9%–17%
Ovomucoid 27 000 9%–14%
Lysozyme 14 500 2%–4%
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IV. CONCLUDING REMARKS

The acoustic properties of velocity, attenuation, imped-
ance, and density for egg yolk and thick and outer thin albu-
men have been measured in the frequency range 20–400
MHz using the bioultrasonic spectroscopy system. In order
to investigate the contribution of proteins to the acoustic
properties of albumen, the acoustic properties of 10% aque-
ous solutions of albumin and bovine hemoglobin were also
measured. The acoustic properties of albumen appear to be
roughly dominated by their constituents of water and pro-
teins. The differences of the acoustic properties between
thick and outer thin albumen are considered to be mainly due
to their structural differences at the macromolecular level as
their constituents are nearly the same.
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Ultrasonic relaxation associated with proton transfer reaction
in aqueous solutions of heterocyclic amines
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Ultrasonic absorption coefficients were measured in aqueous solutions of imidazole and pyrazole by
pulse and resonance methods in the frequency range from 3 to 220 MHz at 25 °C. Excess absorption
was observed in both solutions. From the concentration dependence of the ultrasonic relaxation
parameters associated with a single relaxational process in the solution of imidazole, the cause of the
relaxation was proven to be due to a proton transfer reaction and the rate and equilibrium constants
were determined for the process. The association rate constant for the ions was reasonable as a
diffusion controlled reaction, although it is considerably greater than those in other amine solutions.
A standard volume change of the reaction was also determined from the reactant concentration
dependence of a maximum absorption per wavelength. The diffusion controlled rate constant for
imidazole was considered in relation to the unique molecular structure of imidazole and the effect
of the solute on water structure. In the solution of pyrazole, it was not possible to determine the
relaxational parameters because the relaxation frequency was located quite below the measurement
frequency range. ©1997 Acoustical Society of America.@S0001-4966~97!00512-2#

PACS numbers: 43.80.Cs, 43.80.Ev@FD#

INTRODUCTION

Dynamic characteristics concerning solute and solvent
interactions in aqueous media are very important for under-
standing the specificity of solutions in biological systems.
Hydrolysis of amines which is associated with a very fast
proton transfer reaction is one of the reactions between the
solute and solvent1 and it is widely investigated by ultrasonic
method. The reaction mechanism is, nowadays, examined
theoretically.2,3 Especially, Tukermanet al.4 have published
an interesting and attractive report that the proton transfer
reaction due to hydroxide ion is only observed when the
complex accompanying plural hydrogen-bonded water mol-
ecules transforms into another complex. The present
authors5,6 have been paying attention to the structural effects
of solvent water on the reaction, and it has been considered
that the proton transfer reaction may be used as a probe
monitoring the solvent water structure using the ultrasonic
relaxation method. When water structure is promoted or dis-
rupted by other additives which do not participate in the
reaction directly, it is expected that the rate of the proton
transfer reaction is facilitated or diminished. However, the
additives may also block the movement of the reactants,
which is a diminishing effect on the diffusion controlled re-
action. If the reactant molecules affect the solvent structure
by themselves, then the solvent structural effect on the reac-
tion would be directly observed through the proton transfer
reaction. However, some complex reactions are also pro-
ceeding in solutions of some amines.7 It has been clarified
that these arise from the balance of the hydrophobicity and
hydrophilicity of amine molecules.

An introduction of a suitable hydrophilicity moiety into
an amine molecule may give us an adequate system to ex-
amine the effect of solute on water structure. For this pur-
pose, imidazole and pyrazole have been chosen as solutes
and the examination of these aqueous solutions by the ultra-

sonic absorption method has been performed in a wide fre-
quency range, along with sound velocity and density, in this
study. The clarification of the solution properties for these
solutes is also desired because they are the functional groups
for biologically important compounds. Although the proton
transfer reaction in the aqueous solution of imidazole was
examined by the dissociation field effect, the detail of the
relaxation parameters was not reported.8 Slutskyet al.9 stud-
ied the kinetics of the proton transfer between imidazole and
hydrogen phosphate, and Rogezet al.10 reexamined similar
systems, using the ultrasonic absorption. Recently, Holmes
and Challis11 reported the ultrasonic absorption result in an
aqueous solution of histidine in which imidazole plays an
important role. We have considered that clarification of the
ultrasonic absorption mechanism in aqueous solutions of
these heterocyclic amines is particularly desirable for under-
standing more complex biological reactions and solute and
solvent interactions.

I. EXPERIMENTS

Imidazole and pyrazole were purchased from Wako Pure
Chemicals Co. Ltd. and Tokyo Kasei Kogyou Co. Ltd. They
were the purest grade and were guaranteed to be more than
98%. Therefore, we used them without further purification.
Sample solutions were prepared by weight using distilled
and filtered water through the MilliQ SP-TOC system from
Japan Millipore Ltd. They were kept in an N2 gas atmo-
sphere and were left at least one day before measurements.

Ultrasonic absorption coefficients,a’s, were measured
by a pulse method in the frequency range from 15 to 220
MHz using 5- and 20-MHz fundamental x-cut quartz crys-
tals, where the absolute values of the coefficient were
obtainable.12 A resonance method was used to obtain the
absorption coefficient in the range from 2.8 to 7.5 MHz; in
general, the relative values were obtained because of the me-
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chanical loss of the resonator,Q21. The absorption coeffi-
cient and the half-bandwidth,D f , are related byD f / f
5a f /pc1Q21, wheref is the frequency andc is the sound
velocity. The reference solution with a similar acoustical im-
pedance was measured to check the mechanical loss. Figure
1 shows the representative result of the plots ofD f / f vs f ,
and it is found that the mechanical loss of the resonator used
is so small. This means that the almost absolute values of the
absorption coefficient are obtainable in our frequency range
employed here. However, the symmetry of the resonance
curve is lost when the absorption coefficient is large. This is
because of overlapping the resonance peak with a satellite
one. In this case, the absorption data were not accepted. De-
tails of our resonator are described elsewhere.6

Sound velocity was obtained by a sing-around meter at
1.92 MHz13 and by the resonator at around 3 MHz. The
agreement between the two methods was within61 m s21.
Density was measured by a vibrating density meter~SS-D-
200 Shibayama! of which accuracy is less than
60.0001 kg dm23. Solution pH was measured by a glass
electrode~HM-60S Toa Denpa! which was inserted in the
ultrasonic absorption cell. This gave an accuratepH value of
the solution because the absorption was very sensitive topH.
Water bath and circulating water maintained at a constant
temperature within less than60.004 °C were used to keep
all the measurement cells at 25 °C.

II. RESULTS AND DISCUSSION

Figure 2 shows the representative ultrasonic absorption
spectra in aqueous solutions of imidazole and pyrazole. Fig-
ure 3 shows the spectra for imidazole solutions at some con-
ditions. For both solutions, it is seen that the frequency de-
pendence of the absorption coefficient divided by square of
the frequency,a/ f 2, is surely observed. It is also seen that
the a/ f 2 values are almost independent of the frequency in
the range over 35 MHz. The frequency dependence is com-
monly tested through a Debye-type relaxational equation as

a/ f 25A/@11~ f / f r !
2#1B, ~1!

where f r is the relaxation frequency,A is the amplitude of
the ultrasonic relaxation, andB is the background absorp-
tion. The ultrasonic parameters have been usually deter-
mined by a nonlinear least-mean-square method.12 This has
been carried out asa/ f vs (A/@11( f / f r)

2#1B) f , because
Eq. ~1! is a monotonous decreasing function of the fre-
quency. Although such a calculation procedure was applied
to the solutions investigated in this study, large errors or
unplausible parameters~e.g., negative ultrasonic parameters!
were obtained. This is because the relaxation frequency lo-
cates in the frequency range less than 7 MHz. Equation~1! is
rearranged to the next equation,

~a/ f 22B!2151/A1$1/~A f1
2!% f 2. ~2!

The background absorption,B, which is close to solvent
value, is roughly estimated in the pulse frequency range

FIG. 1. Frequency dependence of half-bandwidth divided by frequency for
water at 25 °C. The solid line is the calculated one using the value of
a/ f 2521310215 s2 m21 for water.

FIG. 2. Representative ultrasonic absorption spectra in aqueous solution of
1.000 mol dm23 imidazole~s! and 1.000 mol dm23 pyrazole~d! at 25 °C.

FIG. 3. Ultrasonic absorption spectra in aqueous solution of imidazole.d:
0.5005 mol dm23, s: 2.001 mol dm23 (pH510.348), n: 2.000 mol dm23

(pH59.500), m: 0.250 mol dm23 (pH57.53).
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more than 35 MHz by trial and error. Once the background
absorption is determined, it is easy to determine the other
two parameters,A and f r , from the plots of the left term of
Eq. ~2! vs the square of the measurement frequency. Then,
the plots according to Eq.~2! were tested, and the parameters
and the standard deviations were calculated. TheB value
was changed slightly and the same plots were repeated until
the smallest standard deviation was obtained. One of the
plots following Eq.~2! is shown in Fig. 4. Good linear rela-
tions were obtained in the absorption data for the solution of
imidazole. The solid curves in Figs. 2 and 3 are the calcu-
lated values using the determined ultrasonic parameters and
it is seen that they have given good agreements with the
experimental data. Thus determined parameters are listed in
Table I. The measurements in the more dilute solutions were
carried out, but unreasonable or unplausible relaxation pa-
rameters were obtained because of the small amplitude and
the low relaxation frequency. On the other hand, although
the above analytical procedure was applied to the solution of
pyrazole, the results gave large errors. This is because the
relaxation frequency is considered to locate in the range less
than that of the present experiment. Therefore, we have con-
centrated on the detailed analysis for solution of imidazole.

As seen in Table I, the relaxation frequency increases
with the analytical concentration, Co, and the amplitude of
the ultrasonic relaxation increases and then reaches a plateau
with increase of Co. These profiles are very similar to those
observed for the case of the proton transfer reaction in other
amine solutions.5–7 Also, the absorption measurements were
carried out in imidazole solution at differentpH’s, as seen in
Fig. 3. With decreasingpH by an addition of concentrated
HCl solution, the relaxational absorption decreases steeply,
the result of which is also characteristic to the proton transfer
reaction. At pH57.53, no relaxational absorption was ob-
served, the result of which is important for the ultrasonic
absorption in the solutions of related compounds such as
histidine.11

The reaction between NH2
1 group in imidazole and sol-

vent hydroxyl ion is expressed as

BNH2
11OH2


kb

kf

BNH1H2O, ~3!

whereBNH stands for imidazole molecule. The relation be-
tween the relaxation frequency and the reactant concentra-
tions is derived as Eq.~4! and it is simplified to Eq.~48!
when only imidazole is dissolved in water where the concen-
tration of water is assumed to be much larger than other
reactants:

2p f r5kfg
2~@OH#1@BNH2

1# !1kb , ~4!

52kfg
2@OH#1kb , ~48!

where g is the activity coefficient calculated by Davis’
equation.14 Figure 5 shows the plots of 2p f r vs g2@OH2#. A
good straight line is obtained, which means that the observed
ultrasonic relaxation is surely associated with the proton
transfer reaction. Using a linear least-mean-square method,
the slope gives the forward rate constant,kf , and the inter-
cept gives the backward rate constant,kb . Then, the ratio,
kb /kf , should be close to the base dissociation constant,
Kb5g2@OH2#@BNH2

1#/@BNH#. However, it is far apart
from the literature value,15 as is clearly seen in Table II.

The proton transfer reaction mechanism proposed by
Eigen1 is that coupled with intermediate reactants and is ex-
pressed as

FIG. 4. The plots of (a/ f 22B)21 vs f 2 for aqueous solution of imidazole at
1.000 mol dm23 imidazole.

TABLE I. Ultrasonic parameters for aqueous solutions of imidazole at
25 °C.

Co
mol dm23 pH

f r

MHz

A B
c

m s21
r

kg dm2310215 s2 m21

0.2004 9.811 4.0060.10 20.860.6 21.6 1499 1.0010
0.3008 9.914 3.2860.08 30.660.8 21.8 1502 1.0012
0.4009 9.985 4.1160.09 37.860.8 21.4 1504 1.0021
0.5005 10.044 4.4260.03 42.660.3 20.7 1508 1.0029
0.6029 10.090 4.7560.06 42.560.5 20.5 1511 1.0040
0.7510 10.145 4.8060.10 47.061.0 20.8 1515 1.0050
1.000 10.203 5.6860.08 49.760.7 20.6 1519 1.0068
1.215 10.248 5.8760.03 50.360.2 21.4 1525 1.0090
1.500 10.284 5.7960.04 47.660.3 21.8 1530 1.0113
1.700 10.310 6.4160.04 44.960.3 22.3 1534 1.0128
2.001 10.348 6.7660.06 47.360.4 21.8 1539 1.0151

FIG. 5. The plots of 2p f r vs g2@OH2# for aqueous solution of imidazole.

3781 3781J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 S. Nishikawa and M. Satoh: Proton transfer in amine solutions



BNH2
11OH2 


k21
step I

k12

BNH2
1•••OH2 


k32
step II

k23

BNH1H2O. ~5!

The intermediate may include several steps.1 It is quite natu-
ral that step II is proceeding much faster than step I because
step II is almost an intramolecular process. Ordinarily, the
faster process affects the slower one and the obtained rate
constantskf and kb correspond tok12 and k21/(11K32

21),
respectively, whereK32 is defined asK325k32/k23. The con-
tribution from the faster process appears ink21/(11K32

21)
term. Still then, thekb /kf value should be close to the base
dissociation constant because Kb5g2@OH2#2/
~@BNH2

1•••OH2#1@BNH2#! in this case. Even if other equi-
libria are taken into account in addition to the second process
in Eq. ~5!,1 which might be probable @such as
(BNH2

1~OH2!2OH2), (BNH2
1~OH2)OH2), (BNH~OH2!)

and so on#, the ratio ofkb /kf should still have been close to
the dissociation constant if the second step influences the
first one. These kinds of results have been obtained in other
aqueous solutions of amines.7,16,17 The contribution term of
the faster process to the slower one on the relaxation fre-
quency, in general, arises from the relation between the small
concentration changes in the reactants which are produced by
the external perturbation~the alternating pressure change in
this study! as d@BNH2

1#1d@BNH2
1•••OH2#1d@BNH#50

for Eq. ~5!. For the discrepancy of the base dissociation con-
stant,Kb , obtained by a static method and by the dynamic
one in this study, the simplest interpretation may follow from
an assumption that the perturbed concentration,d@BNH#, is
too small compared with others, and then,kf and kb are
corresponding tok12 andk21, respectively. Thus postulated
rate constants are tabulated in Table II along with those for
aqueous solutions of other heterocyclic amines for compari-
son. It is possible to estimate the dissociation constant using
the determined rate constants and the experimental relaxation
frequency on the assumption that the perturbation of only
first equilibrium in Eq. ~5! is the cause of the observed
relaxation.16 It is Kb5(2.560.7)31028 mol dm23 and is
very close to the value in Table II.

It is seen that the forward rate constant is reasonable for
a diffusion controlled reaction, although the value for imida-
zole solution is considerably greater than others. Eigenet al.8

have reported the rate constant using the dissociation field
method to bek1252.331010 mol21 dm3 s21.1 However, de-
tails of the measured concentration range and the relaxation

times were not shown. It is said that the fastest proton trans-
fer reaction in aqueous solutions of amines is found in solu-
tion of ammonia as 331010 mol21 dm3 s21.1 The result for
imidazole is still larger than this value. Imidazole consists of
two virtually identical nitrogen atoms, and therefore the
number of the reaction site is twice when compared with
other amines listed in Table II. Then, the steric factor for the
reaction may be greater than those for others.

It should be noticed that only the relaxational absorption
due to the proton transfer reaction is observed in the concen-
tration up to 2.00 mol dm23 for imidazole. Ordinarily, the
proton transfer reaction in an aqueous solution by the ultra-
sonic method is examined in relatively dilute solutions in
order to avoid the system with complex reactions. When the
concentration of solute is relatively high, it is naturally ex-
pected that the solute may disturb the solvent structures,
which has been also found in aqueous solutions of various
alcohols.18 As is shown in Table II, imidazole has a quite
low base dissociation constant,Kb , which provides the high
concentration of the nonionized molecules. However, imida-
zole is considered to still have a high hydrophobic character
from its molecular structure and it may affect the solvent
water molecules. If the proposed reaction model by Tucker-
man et al.4 is taken into account, the diffusion controlled
reaction of hydroxide ion is closely related to hydrogen-
bonded complex of water molecules. The hydrophobic group
of imidazole promotes the hydrogen-bonded network of sol-
vent water molecules. Then, the greater rate constant,k12, is
reasonably understood because the diffusion rate of hydrox-
ide ion is facilitated through the hydrogen-bonded network.
This aspect has been noticed also in other systems by Grim-
shaw and Wyn-Jones.19

The base dissociation constant,Kb , is obtainable from
the relation asKb5g2@OH2#2/~Co2@OH2#!, which is listed
in Table II. The obtained value is slightly larger than that in
the literature,15 which may be due to its determination in the
relatively concentrated solutions of imidazole in this study.
The equilibrium constant,K32, for the second step in Eq.~3!
is considered to be a representative one with further plural
equilibria, and it is possible to calculate the value using the
relation as Kb5K21/(11K32

21) under the assumption of
equilibria of Eq.~5!. K21 value is obtained byk21/k12, and
K32, which is listed in Table II, is calculated with the above
relation. It is seen from these results that the concentrations
of the ions and the intermediate which participate in the re-
action are quite low.

TABLE II. The rate and thermodynamic constants for proton transfer reaction in aqueous solutions of hetero-
cyclic amines.

Solute
k12

a

1010 mol21 dm3 s21
k218

107 s21 K32

Kb
b Kb

c

mol dm23

Pyrrolidine 2.660.1 18 61 5.731021 (2.560.5)31023 1.331023

Morpholine 2.960.3 3.760.2 9.031024 (1.260.6)31026 3.131026

Piperidine 2.360.2 15 63 2.031021 (1.360.2)31023 1.331023

Imidazole 6.660.4 1.460.1 1.231024 (2.460.5)31028 1.231027

aThe value ofk12 for morpholine solution appearing in Ref. 21 is mistyped.
bFrom the relation,Kb5g2@OH2#2/~Co-@OH2#!.
cFrom Ref. 14.
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From the ultrasonic absorption measurements, a stan-
dard volume change of the reaction,DV, is also determined
with the help of the sound velocity,c, and the solution den-
sity, r, data. The maximum absorption per wavelength,
mmax50.5A frc, is given as7

mmax5prc2~2/@OH2#

11/@BNH2
1•••OH2# !21~DV!2/~2RT!. ~6!

In this analysis, a contribution of the enthalpy term to the
maximum absorption per wavelength is ignored, which is a
good approximation for aqueous solutions.16,17Also, the con-
tribution of the activity coefficient tommax is negligibly small
because the term,Z ln g/Z@OH2#, is much smaller than
1/@OH2# ~less than 0.8%!. Further, the contribution of the
faster processes to the observed one was neglected because
of the same reasons mentioned above. The standard volume
change of the reaction has been found to be dependent on the
analytical concentration, as is shown in Fig. 6, in which the
results for other heterocyclic amine solutions are also indi-
cated for comparison. This kind of evidence was pointed out
by Atkinsonet al.17 for the aqueous solution of t-butylamine.
The present authors have also noticed that it is dependent on
the concentration for various amine solutions.5,6,21,22 How-
ever, such dependence has not been well interpreted quanti-
tatively yet. Qualitatively, it is explained as follows: The
intermediate may still include the plural water molecules and
the large volume change of the reaction is caused by these
molecules which are also influenced by the hydrophobic
moiety of imidazole. When the analytical concentration of
the amines decreases, the number of water molecules partici-
pating in the intermediate increases, and then the concentra-
tion dependent volume change of the reaction is considered
to appear. It has been shown in our previous report21 that the
volume change reflects the effect of water structural change.
When water structure is promoted, the volume change tends
to increase. As is seen in Fig. 6, the volume change for
imidazole is larger than others in the concentration range of
more than 0.200 mol dm23. This is another indication that

imidazole works as the water structure promoter, the result of
which is consistent with the interpretation for the diffusion
controlled rate constant,k12, as mentioned above. The con-
centration dependence of the volume change seems to indi-
cate no systematic trend for different heterocyclic amines.
The proton transfer reaction is only observed in restricted
concentration ranges~i! because another relaxational absorp-
tion appears in the concentrated solutions of morpholine and
piperidine, and~ii ! because the position of the relaxation
frequency is in the higher frequency range~more than 200
MHz! for that of pyrrolidine; therefore, that the analysis for
the absorption associated with the proton transfer reaction
could not be able to carry out.

In conclusion, imidazole molecules are considered to ex-
ist mostly as monomers in the concentration up to
2.00 mol dm23 and these molecules promote the hydrogen
bond network of solvent water. Then, the diffusion con-
trolled rate for the ion association is facilitated.
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When blood particles travel through an intravascular ultrasound imaging plane, the received echo
signals decorrelate at a rate that is related to the flow velocity. In this paper, the feasibility of
extracting blood velocity from the decorrelation function of radio frequency signals was
investigated through theoretical analysis and computer simulation. A computer model based on the
impulse response method was developed to generate the ultrasound field of a 30-MHz intravascular
transducer. The decorrelation due to the scatterer displacement as well as other nonmotion related
decorrelation sources were studied. The computer simulations show that the decorrelation function
is linearly related to the lateral displacement. The monotonic relationship between correlation and
displacement provides possibilities to estimate flow velocity with decorrelation measurements.
Because of the complexity of the beam profile in the near field, assessment of local velocities
requires detailed knowledge of the decorrelation at each axial beam position. Sources of signal
decorrelation other than the lateral displacement may cause a bias in the decorrelation based velocity
measurements. For localized decorrelation estimation, measurement variations in small range
windows present a major challenge. An approach based on multiple decorrelation measurements
should be adopted in order to reduce the variations. In conclusion, results of this study suggest that
it is feasible to measure flow velocity by quantifying the decorrelation of intravascular ultrasound
signals from blood. ©1997 Acoustical Society of America.@S0001-4966~97!00612-7#

PACS numbers: 43.80.Ev, 43.80.Cs, 43.80.Qf@FD#

INTRODUCTION

The displacement of an ultrasound-scattering material
such as blood moving through the beam of an ultrasound
transducer results in concomitant changes~decorrelation! in
the received echo signal. This phenomenon is clearly exhib-
ited by a catheter-based intraluminal imaging technique, in-
travascular ultrasound~IVUS!, in which the ultrasound beam
is transmitted almost perpendicularly to the arterial tissue
and blood flow. With real-time IVUS imaging, it can be seen
that the scattering pattern of flowing blood varies rapidly
over time. This is caused by the fact that the flow stream
drives randomly distributed blood particles through the im-
aging volume, resulting in decorrelation of the received echo
signals as a function of time.

Two important characteristics of the decorrelation of in-
travascular echo signals should be addressed. First, because
the flow usually has a higher velocity than wall motion,
blood echo signals decorrelate significantly faster than those

of tissues. Several groups have demonstrated that methods
based on either video or radio frequency~rf! processing can
take advantages of the time-varying feature of blood echoes
to improve the IVUS image.1–5 Li et al. have documented a
significant difference in the correlation time between blood
and tissue through rf analysis ofin vivo echo data.6 There-
fore, the contrast in the decorrelation of blood and tissue may
be used to enhance the luminal boundary. Second, it is a
reasonable hypothesis that the speed of such a decorrelation
procedure should be a function of the flow velocity.7–10 In
other words, the faster blood particles move across the ultra-
sound beam, the higher the decorrelation rate of the received
signals. The velocity-decorrelation relation may be used to
estimate flow velocity by means of quantifying the decorre-
lation rate from blood scattering signals. For both applica-
tions, the decorrelation as a function of scatterer displace-
ments is the most important basis. Several applications of
echo signal decorrelation for the assessment of tissue dynam-
ics have been reported. The decorrelation due to lateral beam
translation has been studied in detail for texture analysis and
compound scanning.11–13Decorrelation factors such as trans-a!Electronic mail: li@tch.fgg.eur.nl
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verse velocities and velocity variances/gradients have been
addressed as error sources in time-domain velocity measure-
ment techniques.14–16 Decorrelation measurements have
been proposed for detection of tissue motion and the trans-
verse blood velocity. Dickinsonet al. reported a decorrela-
tion based method for tissue motion estimation.17 Zhang
et al. and Dottiet al. applied the decorrelation measurement
to estimate the angle between the ultrasound beam and blood
flow in order to retrieve the true blood velocity vector.18,19

In all the previous work, however, decorrelation assess-
ment was concentrated on the far field or the focus of a
transducer. Conversely, most intravascular imaging is per-
formed within the near field of the transducer. A typical
IVUS system employs a circular unfocused transducer with a
diameter of approximately 1 mm; the scanning depth starts at
the extreme near field ('0.1 mm) and extends up to the far
field (.5 mm) of the ultrasound beam. Another characteris-
tic in IVUS imaging as compared to most of conventional
medical ultrasound applications is the use of high ultrasonic
frequencies~20–40 MHz! and a wide system bandwidth
~'20 MHz!. The present study was therefore designed to
investigate the decorrelation properties of the near field of a
high-frequency broadband transducer. The investigation was
conducted using theoretical analysis and a computer simula-
tion of an IVUS transducer. The ultimate goal was to study
the feasibility of extracting blood velocity from the decorre-
lation function of rf intravascular echo signals.

I. THEORETICAL ANALYSIS

The ultrasound beam considered in this study is gener-
ated from a circular transducer, which is symmetric on the
cross-sectional plane~x-y plane!. Thus a two-dimensional
(x-z) coordinate system can be used to represent an IVUS
imaging configuration~Fig. 1!. The x axis is the typical di-
rection of blood flow and thez axis is defined by the center
of the ultrasound beam. With reference to this coordinate
system, the movement of blood particles across and along
the ultrasound beam is termed thelateral andaxial displace-
ment, respectively.

The following decorrelation factors are investigated:

~1! lateral displacement
~2! axial displacement
~3! signal to noise ratio
~4! velocity gradient
~5! correlation variance.

A. Lateral decorrelation

Figure 1 illustrates a volume of blood scatterers moving
across the ultrasound beam. At timeT1 and T25T11DT,
the scatterer volume that generates rf signalsS1 andS2 can
be divided into three parts:

V1: scatterers inside the beam atT1 move outside the
beam atT2 ;

V2: new scatterers move inside the beam atT2 ;
V3: scatterers remain inside the beam atT1 andT2 .

DenoteSn1 and Sn2 are signals from volumeV1 and V2,
respectively;Sn3 andSn38 represent the signals of before and
after the lateral displacement ofV3. The rf traceS1 andS2

can be written as

S15Sn11Sn3, S25Sn21Sn38 . ~1!

The correlation coefficient betweenS1 and S2 with zeros
mean is calculated by

r125
*S1S2dt

A*@S1#2dtA*@S2#2dt
5

*~Sn11Sn3!~Sn21Sn38 !dt

A*@~Sn11Sn3!#2dtA*@~Sn21Sn38 !#2dt

5
*~Sn1Sn21Sn1Sn38 1Sn3Sn21Sn3Sn38 !dt

A*~@Sn1#212Sn1Sn31@Sn3#2!dtA*~@Sn2#212Sn2Sn38 1@Sn38 #2!dt
, ~2!

where *Sn1Sn2 dt, *Sn1Sn38 dt, *Sn3Sn2 dt, *Sn1Sn3 dt,
and*Sn2Sn38 dt are the cross-correlation values of echo sig-
nals ofV1, V2, andV3. Since scatterers are assumed to be
randomly distributed, the cross-correlation terms of different
volumes in~2! are close to zero when integrated over a suf-
ficiently long period. Removing the cross-correlation terms,
expression~2! is written as

r125
*Sn3Sn38 dt

A*~@Sn1#21@Sn3#2!dtA*~@Sn2#21@Sn38 #2!dt
. ~3!

Assuming a homogenous scatterer density, the number of
scatterers that enters the beam is identical to the number of
scatterers that leaves the beam. Letk be the signal power

FIG. 1. Left panel: Three-dimensional geometry of intravascular imaging
with the z axis representing central axis of the ultrasound beam. Blood
scatterers move laterally through the beam along thex axis. Middle panel:
Scatterer volumes represented byV11V3 at T1 andV21V3 at T2. Right
panel: Corresponding view on theX-Y plane.
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ratio between the scatterers moving in or out and those stay-
ing inside the beam

k'
*@Sn2#2dt

*@Sn38 #2dt
'

*@Sn1#2dt

*@Sn3#2dt
. ~4!

The correlation coefficient for the scatterers remaining in the
beam after a lateral displacement is

r128 5
*Sn3Sn38 dt

A*@Sn3#2dt*@Sn38 #2dt
. ~5!

Combining~4! and ~5!, r12 can be rewritten as

r125
r128

A112k1k2
5

r128

11k
. ~6!

Equation~6! indicates that there are two contributing factors
for the lateral decorrelation:~1! due to the scatterers moving
laterally inside the beam;~2! due to scatterers entering and
leaving the beam. The relative weight of these factors is
determined by the beam profile of a transducer.

B. Axial displacement

The correlation coefficient of the received rf signals de-
creases quickly when the phase is shifted as a result of the
axial displacements of blood scatterers. The decorrelation
due to a phase shift is determined by the autocorrelation
function of rf signals, mainly by the central frequency and
bandwidth. For example, at a central frequency of 30 MHz,
an axial displacement of 12mm will cause a 180-deg phase
shift and produce a negative correlation value. Although the
axial velocity in the IVUS setup is typically very small due
to the near 90° angle between the beam and flow, the phase
decorrelation is still much higher than the decorrelation of a
lateral displacement. Thus differences in the signal phase
must be removed by a phase matching procedure. For an
ideal beam profile of uniform intensity distribution, the sig-
nal generated by a scatterer moving axially is a time delayed
replica of its initial position. The two signals will be per-
fectly correlated after the phase matching procedure. In real-
ity, the beam profile is inhomogeneous along the axial direc-
tion, particularly in the extreme near field. Therefore, the
correlation output may be modulated by the axial beam pat-
tern.

C. Decorrelation due to noise

Electronic noise and quantization are well-known
sources for a decrease of signal correlation. Similar to the
earlier development,20,21 considering thatS1 and S2 are the
partially correlated rf signals at timeT1 andT2 , andn1 and
n2 are additive bandpass white noises, the received signals
Sn1 andSn2 can be written as

Sn15S11n1, Sn25S21n2. ~7!

The correlation coefficient ofSn1 andSn2 is defined by

rn125
*Sn1Sn2dt

A*@Sn1#2dtA*@Sn2#2 dt

5
*~S11n1!~S21n2!dt

A*@~S11n1!#2dtA*@~S21n2!#2dt
. ~8!

The noise signalsn1 and n2 are assumed to have random
amplitudes and phases with zero means and are uncorrelated
with each other as well as with the true signalsS1 andS2 at
any givenT1 and T2 . In this case, expression~8! has the
same cross-correlation components with a mean value of
zero as discussed in~2!. Thus a similar analysis of~6! can be
applied to ~8!. Let the signal-to-noise ratio~SNR! be the
power ratio between signal and noise:

SNR'
*@S1#2dt

*@n1#2dt
'

*@S2#2dt

*@n2#2dt
, ~9!

and the correlation coefficient of the signalsS1 andS2 be

r125
*S1S2 dt

A*@S1#2 dtA*@S2#2 dt
. ~10!

Expression~8! can be rewritten as

rn125
r12

A112/SNR1@1/SNR#2
5

r12

S 11
1

SNRD . ~11!

The ratio ofrn12/r12 representing the reduction in correla-
tion due to noise is

rn12

r12
5

SNR

11SNR
. ~12!

Equation~12! indicates that correlation in the received sig-
nals decreases as the SNR decreases. At a given SNR level,
the correlation output is reduced by a constant weighting
factor, which can be compensated if the SNR level is known
or ignored if it is sufficiently small.

D. Decorrelation associated with velocity gradient

Scatterers may move at different velocities within a
range cell due to a nonuniform velocity profile along the
ultrasound beam. For example, in vascular applications the
commonly observed parabolic velocity profile has a maxi-
mum velocity gradient at the region close to the arterial wall.
A velocity gradient causes a range of lateral or axial scatterer
displacements within the correlation window.

The axial velocity gradient may increase the signal
decorrelation dramatically since it produces different phase
shifts along an rf signal time trace. Thus phase can be
matched within the correlation window only in small parts of
the trace; mismatching parts will reduce the correlation out-
put rapidly. Bonnefouset al. established that correlation re-
duced by variances in time shifts follows14

r5r0~122p2f 0
2s2@dT# !, ~13!

wheref 0 is the central frequency ands2@dT# is the variance
in the axial time shift. The terms2@dT# can be derived from
the gradient value of the velocity distribution. Since the term
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s2@dT#, caused by an axial velocity gradient, is proportional
to the time interval between two rf traces, its contribution
soon may become a dominant factor. The lateral decorrela-
tion can be considered as an averaged effect of the lateral
beam modulation in combination with the exchange of many
scatterers in a sample volume, which is less dependent on the
displacement of each individual scatterer. Hence, the lateral
velocity gradient is expected to have a smaller influence on
the decorrelation procedure as compared to the axial velocity
gradient.

E. Variance of correlation estimate

The ideal correlation estimator needs to integrate the rf
signals over infinite time. In practice, the correlation value is
usually estimated with a limited time window to achieve
spatial resolution and may deviate from the true value. For
the measurement of local velocities, the size of a correlation
window determines the resolution of the measured velocity
profile. To obtain a good resolution, a small correlation win-
dow is preferred. Furthermore, as discussed above, the pres-
ence of an axial velocity gradient limits the use of a large
time window. Thus the accuracy of a decorrelation based
technique for local velocity measurements depends to a large
extent on the variance of correlation estimate in a small win-
dow.

Variation in the correlation estimate at a given window
length is closely related to the system bandwidth. When an rf
signal is modeled as bandwidth limited Gaussian white noise
with zero mean,22 it can be shown that the error in the esti-
mate of the cross-correlation function is given by

e'
1

A2BT
@11r12

22#1/2, ~14!

whereB is the bandwidth of Gaussian noise,T is the length
of a time window, andr12 is the correlation coefficient. The
product ofB andT represents the number of available inde-
pendent measurements in a given window length. To reduce
the variation in correlation estimate, one should either in-
crease the system bandwidth or use a longer time window.
Equation~14! also indicates that a low correlation value re-
sults in a high degree of measurement variations. Thus low
correlation values should be excluded in the velocity estima-
tion.

II. COMPUTER SIMULATION

A. Computer model

Blood scattering was modeled as point scattering in the
computer simulations. At 30 MHz, the ratio between the ra-
dius of red blood cell~RBC, radius:a'4 mm! and the
wavelength (l550mm) is approximately 0.08. This ratio is
higher than but close to the requirement of Rayleigh scatter-
ing: a50.05l.23 At normal shear rates without significant
cell aggregation, Fosteret al.24 and van der Heidenet al.25

have observed the frequency dependence of blood scattering
signals is close to Rayleigh. At low shear rates, the scatterer
size increases due to aggregation of RBCs. Nevertheless, our
experience shows the scattering structure of blood remains

too fine to be resolved even in the low flow condition. Thus
the point scattering model could still be used as a reasonable
approximation; a more precise scattering model for varying
shear flow conditions is a subject for further investigation.

To study the correlation properties of blood scattering, a
model using the impulse response method was developed to
describe the beam profile of a circular transducer from the
extreme near field to far field.26 Details of the impulse re-
sponse modeling are presented in the Appendix. Briefly,
each scatterer is considered as a point source retransmitting a
spherical sound field towards the transducer. At the surface
of the transducer the pressure distribution can be described
as a Rayleigh integral. In the frequency domain this integral
can be expressed in discrete form with a desired precession
irrespective of near- or far-field scatterer positions. Thus
there is no theoretical constrains for the geometry of the
transducer as well as the position of scatterers in this mod-
eling approach.

B. Transmission pulse

The pulse was defined as a 30-MHz central frequency
wave with a Gaussian envelope:

p~ t !5e2t2/2s2
sin~2p f ct !

with f c530 MHz, the central frequency, ands520 ns, the
pulse length factor. The signal bandwidth was expressed as
the equivalent noise bandwidth, which is the width of a rect-
angular spectrum having the same power and peak amplitude
as the Gaussian.27 The bandwidth of the transmission pulse
was determined by

B5
1

2Aps
, ~15!

which was approximately 14 MHz fors520 ns. The rf sig-
nals simulated with the impulse response model were
sampled at 1 GHz.

C. Blood scattering signal

1. Insonified volume

Blood scattering signals were generated from five dis-
tinct scatterer sets over the depth of 0.5–4 mm, which was
within the near field of a 1-mm disk transducer~natural focus
point: Zo55 mm!. This scan depth was the target range in
all simulations expect for simulationV, in which the target
range changed accordingly with the window length over the
depth of 1–3.5 mm. Each set contains 5000 scatterers ran-
domly distributed in a volume ofX52 mm, Y51 mm, and
Z53.5 mm at the range of 0.5–4 mm. The scatterer concen-
tration was 700 scatterer per mm3. The number of scatterers
within the resolution cell was 60. Each rf trace was generated
from approximately half of the total scatterer number inside
the cylindrical insonified volume. Simulations I–V in the
next section were performed using exactly the same data
sets.
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2. Scatterer displacement

Axial and lateral displacements were simulated by mov-
ing the whole scattering volume along the corresponding di-
rections. The lateral position of the scatterer volume was
shifted from left to right at a displacement of 50mm per step.
A total of 20 rf traces with a maximum lateral displacement
of 1 mm was generated per simulation.

D. Correlation procedure

The correlation curve in each simulated rf sequence
(S1•••S20) was calculated in two steps. First, a phase match-
ing procedure was performed to remove the phase difference
induced by the axial displacement. The time shift between
two consecutive rf traces was determining by the maximum
value of a cross-correlation function. The rf traces
(S2•••S20) were shifted in time to line up with the first trace
S1 . The second step was to calculate the correlation coeffi-
cient rn,m between two tracesSn and Sm , n51,...,19, m
52,...,20. The correlation curve was obtained by an as-
semble averaging of the available correlation values:

r~n!5
(k51

N2nrk,k1n

N2n
, n51,...,19, N520. ~16!

E. Simulation methods

The correlation curve as a function of a lateral displace-
ment was first established through computer simulation I,
where only lateral movements were introduced. The result of
simulation I was then used as a reference to evaluate the
combined effect of other decorrelation factors with respect to
the lateral decorrelation. Mean and standard deviations were
obtained for each simulation from the calculations in the five
scatterer volumes. The correlation calculation was performed
with a range window of 3.5 mm (depth50.5–4 mm) for
simulations I–IV except for simulation V, in which the win-
dow length was changed accordingly.

1. Simulation I: Lateral displacement

In order to observe the independent effect ofk andr128
in Eq. ~6!, the responses of~a! the scatterers staying inside
the beam,~b! the scatterers entering and leaving the beam,
and ~c! the whole scatterer volume were simulated sepa-
rately. With the separate responses of~a! and~b!, the values
of k, r128 , andr12 were computed using~4!–~6! in the range
window of 3.5 mm and plotted as a function of the lateral
displacement for comparison with the complete response~c!.

In the subsequent investigations, the correlation function
simulated from the whole scatterer volume was used as a
reference curve.

2. Simulation II: Axial displacement

An axial displacement of 5mm per step~10% of the
lateral motion corresponding to a beam-to-flow angle of 84°!
was included in this simulation. The maximum axial dis-
placement was 100mm. The resulting rf traces were aligned
in time by the phase matching procedure before the correla-
tion calculation. The phase matching and correlation were
performed in the range window of 3.5 mm.

3. Simulation III: Signal-to-noise ratio

Band limited white noises with zero mean were added to
the rf data in simulation I. The SNR level was changed from
0 to 40 dB at a step of 5 dB. The decorrelation curve was
recalculated in the range window of 3.5 mm at each noise
level and compared to the reference curve with zero noise
level.

4. Simulation IV: Velocity gradients

The velocity gradient was defined as the difference be-
tween the maximum and minimum velocities~or displace-
ments at a given time delay! within the correlation window.
To study the effect of velocity gradients in the lateral and
axial displacement, a linear velocity profile was added in this
simulation. The velocity distribution along the beam axis
was defined by

n~z!5az1b.

Velocity gradients ranging from 25% to 200% of the mean
velocity were introduced by changinga, b while keeping the
mean velocities constant. The mean lateral and axial veloci-
ties were the same as in simulations I and II~lateral: 50mm;
axial: 5 mm!. Two separate simulations were performed in
the complete range window of 3.5 mm. In the first simula-
tion, pure lateral displacements with velocity gradients of
100% and 200% were studied~analogous to simulation I!. In
the second simulation, lateral and axial displacements with
25%–200% velocity gradients were combined~analogous to
simulation II!. Variance terms in Eq.~13! for the linear ve-
locity distribution were derived to compare results obtained
with Bonnefous’s formula.

5. Simulation V: Variance of correlation estimate

Narrow-band signals were generated by reducing the
bandwidth of the transmission pulse withs540 ns. The
equivalent noise bandwidth was 7 MHz. In the first simula-
tion, the correlation curve of the narrow-band signals calcu-
lated in the complete range window of 3.5 mm was com-
pared to that obtained in simulation I. In the second
simulation, correlation outputs were computed with different
window lengths ranging from 20mm to 2.5 mm at a step of
20 mm. The windows started at the depth of 1 mm. The
standard deviation of the correlation values was measured at
the displacement of 0.2 mm (r'0.6). The degree of varia-
tion in correlation estimate was expressed as the ratio be-
tween the standard deviation and the mean correlation value.

III. RESULTS

A. Beam profile

The beam profile obtained with the model is displayed in
Fig. 2. The roundtrip response~maximum received ampli-
tude! of the transducer as a function of the scatterer position
in the first few millimeters shows a high variation; this is the
typical near-field situation. Correlation of echo signals
within this area is influenced by the complex field distribu-
tion in a way that is difficult to express with an analytical
method.
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B. Simulation results

1. Simulation I

Figure 3 shows the correlation curve as a function of the
lateral displacement. The decorrelation curve simulated from
the complete response shows a good agreement with the the-
oretical output predicted by Eq.~6!. For a small displacement
(,0.4 mm), the decorrelation is mainly caused by the lateral
beam modulation in both amplitude and phase. When a scat-
terer moves across the near field, rapid modulation of signal
amplitudes may occur due to its complex intensity pattern.
Phase modulation may be easier to interpret using a far-field
model, wherein the phase of a scattered signal is simply de-
termined by the distance between the center of the transducer
and the scatterer position:r 5Ax21y21z2. Thus displace-
ment in x or y directions will alter the phase response of

each scatterer. This effect could be ignored whenz@x,y.
For IVUS applications, it may become an important factor
because of the combination of the near-field nature and high
ultrasonic frequencies. At the stage of a small displacement,
the contribution of new scatterers entering the beam is mini-
mal since they are located at the edge of the beam profile
where the ultrasonic intensity is usually much lower than at
the center. As the scatterers move closer to the beam axis and
their number increases, decorrelation due to the exchange of
scatterers overtakes the effect of the lateral beam decorrela-
tion. The combined effect of these two decorrelation factors
causes the decorrelation curve decreases approximately lin-
early with an increase of the lateral displacement.

The decorrelation effect as a function of lateral beam
translation has been studied by Wagneret al. under the far-
field and narrow-band assumptions.11,13 They have demon-
strated the lateral autocovariance function can be derived
from the convolution of the point spread function~PSF!,
which is independent of scattering media and usually nonlin-
ear for Bessel or Sinc PSF. Although their theory can not be
directly applied, one may speculate the linear decorrelation
curve shown in this study is partly due to a rectangular-like
PSF in the near field; the convolution of such a rectangular
PSF results in a linear autocovariance function.

2. Simulation II

After the phase matching procedure, the decorrelation
curve with axial displacements is almost identical to that
obtained in simulation I~Fig. 4!. The axial beam modulation
in IVUS imaging is negligible because of the large beam-to-
flow angle. The axial displacement is expected to be in the
order of a few micrometers, which will not result in a sig-
nificant intensity change due to the beam modulation.

3. Simulation III

Figure 5~a! plots the results of Eq.~12! as a function of
SNR. To keep the errors in the correlation estimate less than
10%, the SNR in the measurement system needs to be better

FIG. 2. The roundtrip response of a 30 MHz transducer calculated with the
computer model in both the near and far field~top! and the response at the
central axis of the transducer~bottom!. The complexity of the near-field
profile can be appreciated in the range of 0–3 mm. The beam becomes
homogenous at the depth>5 mm, which is the theoretical start point of the
far field.

FIG. 3. Correlation curves~dotted line! from three separate responses of
V11, V2, and V3 showing the decorrelation effects of the lateral beam
modulation (r128 ) and scatterers moving in/out the beam„1/(11k)…. The
complete response~solid line! simulated from the whole scatterer volume
follows the curve calculated withr128 /(11k).

FIG. 4. Comparison of simulation with 10% of axial displacements to the
decorrelation curve with pure lateral displacement~dotted line!. After the
phase matching procedure, the curve with axial displacement shows no no-
ticeable differences as compared to the reference curve.
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than 10 dB. In practice, the expected SNR is usually over 20
dB when an optimal gain setting is used for blood scattering
signals. At this noise level, the correlation will be reduced by
less than 1%, which will not affect the flow measurement
significantly.

The correlation curves calculated from the signals with
different SNR levels were plotted in Fig. 5~b!. The simulated
curves follow the trend predicted by Eq.~13!. The main ef-
fect of noise signals is an additional offset added to the be-
ginning of the decorrelation curves. Thus a high noise level
could be identified from the discontinuity at the beginning of
the correlation output.

4. Simulation IV

Results show that the correlation curves simulated with
lateral gradients only were identical to the curve obtained
with a uniform displacement~Fig. 6!. This confirms the ex-
pectation that a lateral velocity gradient may have a minimal
effect on the decorrelation procedure. As shown in Fig. 6, the

slope of the correlation curve is progressively modified as
the axial velocity gradients increase from 25% to 200%; a
larger axial velocity gradient results in a faster decrease in
the correlation output. This may introduce an overestimate in
the velocity measurement using a decorrelation based
method. The simulations show that the axial velocity gradi-
ent should be limited to 25% of the mean velocity~a differ-
ence of 1.25mm between the maximum and minimum axial
displacements in two consecutive rf traces!. Since the beam-
to-flow angle is close to 90° in intravascular imaging, the
magnitude of axial velocity gradients is usually very small.
When the flow measurement is performed with a sufficiently
small range window in a short time period, the decorrelation
effect of a velocity gradient can be neglected.

5. Simulation V

The result of the first simulation shows that no differ-
ence was observed between the narrow-band and broadband
signals for the correlation curves of the complete insonified
volume @Fig. 7~a!#. Figure 7~b! shows variances of correla-
tion in the narrow-band signals were consistently higher than
those obtained with broadband signals. Both simulations in-
dicate that variances decrease as the window length in-
creases. The trend of decrease in correlation variances fol-
lows the function of 1/ABT with B defined as the equivalent
noise bandwidth. To obtain a reproducible correlation output
of ,20% variations, the window length should be longer
than 0.5 mm for the broadband signal.

IV. DISCUSSION

Using the computer model, we have analyzed the deco-
rrelation properties of the ultrasound beam from a circular
transducer used for IVUS imaging. As main results, correla-
tion of the rf signals from a moving cloud of randomly dis-
tributed scatterers decreases monotonically with lateral dis-
placement. The decrease in a correlation range of 1–0.5 is
approximately linearly related to the lateral displacement.
The decorrelation-displacement relationship provides the ba-
sis for extraction of the flow velocity based on decorrelation
estimate. Once the decorrelation function of a specific trans-

FIG. 5. ~a! Percent decrease of the signal correlation as a function of SNR.~b! Correlation curves obtained after adding different noise levels. The dotted lines
plot the results calculated byr12 /(111/SNR). A high noise level can be recognized from a large offset in decorrelation curve.

FIG. 6. The curves~indicated by@200%# and @100%#! simulated with only
transverse velocity gradients showing little difference with the reference
curve ~0% velocity gradient!. The correlation curves obtained with axial
velocity gradients decrease rapidly as the gradient increases from 25% to
200%. The results predicated by the theoretical model in Eq.~13! are plotted
in dotted lines.
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ducer has been assessed, measured decorrelation values in
blood signals can be converted to displacements; when the
decorrelation measurement is performed at a controlled time
interval, flow velocities can be derived from the ratio of dis-
placement and time.

The beam profile calculated with the computer model
exhibits rapid changes of the sound intensity in the near field.
Since the lateral decorrelation is mainly determined by the
beam characteristics, the decorrelation rate will be range de-
pendent. Thus in order to measure local velocity, the lateral
decorrelation rate needs to be assessed as a function of axial
beam positions for the complete scan depth. It should be
noticed that most of the computer simulation results were
obtained over the large range of the near field~0.5–4 mm!.
Assessment of the local beam decorrelation properties was
not within the scope of this study.

The effect of the axial beam modulation is negligible in
IVUS imaging due to an almost 90° angle between the ultra-
sound beam and the flow direction. Noise signals may bias
decorrelation estimates. Since the lateral decorrelation func-
tion is reduced by a constant factor, a high noise level could
be detected from the offset at the beginning of the correlation
curve. Another solution to the noise problem is using the
decorrelation measured in a stationary arterial tissue as a
reference noise level; the noise decorrelation can be then
deducted from the total decorrelation measured in moving
blood. The change in the system bandwidth does not alter the
lateral decorrelation function significantly, but increases
measurement variations in decorrelation estimate. For the
purpose of local velocity assessment, the decorrelation needs
to be measured in a small range-gated window.

A velocity gradient exists because flow velocities are
nonuniformly distributed over the vessel cross section, e.g., a
parabolic velocity profile, and the ultrasound sampling vol-
ume has a certain dimension. For intravascular imaging, the
blood velocity changes significantly along the scan depth,

which usually has a high velocity gradient at positions near
the wall and catheter. Thus the size of a correlation window
should also be sufficiently small to reduce velocity differ-
ences within the correlation window in order to limit the
error caused by the axial velocity gradient. The use of a
small window with a limited number of data points, how-
ever, may induce high variations in correlation measure-
ments. Thus there is a trade-off in the window length be-
tween variations in decorrelation estimate and the resolution
of velocity measurement or the error caused by velocity gra-
dients. Alternatively, several decorrelation values should be
obtained for one window position to reduce the variation of
the measurement.

For a time-delay estimator, echo decorrelation usually
results in variation/jitter errors, which has an indirect effect
as long as the corresponding peak value is still detectable.
Decorrelation sources that are not related to the lateral dis-
placement, however, will directly produce an overestimate in
the velocity measurement using a decorrelation method.
Thus all the undesired decorrelation sources must be identi-
fied and excluded from the decorrelation-displacement calcu-
lation.

So far we have discussed the decorrelation properties of
the IVUS beam assuming that the blood is a cloud of ran-
domly distributed point scatterers. However, normally RBCs
tend to form clusters, a process called aggregation, and ar-
range themselves in ‘‘strings’’ called rouleaux. In the flow-
ing blood, rouleaux are positioned along the direction of
flow. The presence of RBC aggregation and rouleaux is a
function of the cyclic variation of the local shear: Regions of
high shear~near static structures! have low aggregation and
areas of low shear~near the center of the free lumen! have
high aggregation.28 The dependence of blood scattering
power upon shear rates has been well established over a wide
range of ultrasonic frequencies.23,24,29 A correlation-based
technique, however, is usually amplitude independent; the

FIG. 7. ~a! Correlation curve obtained with a narrow band signal (s1540 ns) showing no significant differences to the reference curve (s2520 ns). ~b!
Variations in correlation estimate as a function of the window length for both narrow-band (s1540 ns) and broadband (s2520 ns) simulations. The
narrow-band signals show a higher degree of variations than the broad band signals. Both curves follow the theoretical reference of 1/ABT plotted with
B2514 MHz andB157 MHz in the dotted lines.
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change in the scattering level may have little effect as long as
the blood echo signals are uncorrelated. Thus the effect of
the shape and size of the backscattering particles at low shear
rates on the decorrelation phenomenon needs to be investi-
gated.

The computer model based on the impulse response
method is able to delineate the complicated intensity distri-
bution of the near field. The efficiency of the model in terms
of computation time was improved by implementing the cal-
culation of each scatterer response in the frequency domain.
In principle, this modeling method can be used to study dif-
ferent types of IVUS transducers such as a phase array trans-
ducer from the extreme near field up to the far field. Knowl-
edge of the lateral beam modulation obtained with the
computer model will also provide important information for
optimization of the rf lumen enhancement techniques.

V. CONCLUSION

Results of this study demonstrate that it is feasible to
derive blood velocity from the original rf intravascular echo
signals by means of decorrelation analysis. Using an opti-
mized measurement setup, decorrelation due to the SNR and
axial velocity gradients is expected to be negligible for clini-
cal applications. Localized velocity measurements require
detailed assessment of the lateral decorrelation rate at differ-
ent axial positions along the beam. To overcome the problem
of the high variation in a small window, an approach for
velocity estimation should be based on multiple assessments
of the decorrelation of echo signals.
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APPENDIX

The geometry of the computer model used in the simu-
lation is illustrated in Fig. A1. Letu be the response of the
element surfaceS is the sound field of a point scatterer lo-
cated at the end of pointing vectorR.

If the soundfield contains only a single frequency com-
ponent with wave numberk, then the pressure response can
be expressed as

u~k!5CR R
S

1/R3exp~2 jkR!dS, ~A1!

where the wave numberk52p/l and C is a conversion
constant. The relation betweenR and r is r 21h25R2. Dif-
ferentiation of left- and right-hand terms yieldsr •dr5R
•dR. The elementary surfacedS5r •dr•du can now be ex-
pressed as a function ofR: dS5R•dR•du.

Equation~A1! can be simplified to:

u~k!5CE
Rmin

RmaxE
umin

umax
exp~2 jkR!dR•du. ~A2!

In order to use Eq.~A2! in a discrete computer model the
equation can be approximated by

u~k!5CdR(
i 51

N S exp~2 jkRi !E
umin

umax~ i !
du D , ~A3!

whereN is the discrete number of incrementsdR that is used
to sample the range ofR. Equation~A3! can be simplified
into

u~k!5CdR(
i 51

N

@umax~ i !2umin~ i !#exp~2 jkRi !. ~A4!

Use of Eq.~A4! for the computation of the response involves
the following steps:
• define a numberN for the range ofR.
• determine the minimum and maximum value ofR, and

usingN, the value ofdR.
• at each value ofRi evaluate the phase term exp(2jkRi).
• at each value ofRi evaluate the anglesu, where the wave-

front intersects the element boundary.

Because of the reciprociticity of the propagation of sound,
Eq. ~A4! also expresses the pressure at the location of the
scatterer when the transducer is acting as the sound source.
The roundtrip responseU of the element acting as transmit-
ter and receiver with a single scatterer in the sound field can
be expressed in the frequency domain as:

U~k!5u~k!•u~k!. ~A5!

When instead of a single frequency a spectrum of frequen-
cies is transmitted, the broadband response of the transducer
is obtained by weighting the individualu(k) components
with the amplitude and phase terms of the spectrum.
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Frequency tuning of the dolphin’s hearing as revealed by
auditory brain-stem response with notch-noise masking
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Notch-noise masking was used to measure frequency tuning in a dolphin~Tursiops truncatus! in a
simultaneous-masking paradigm in conjunction with auditory brain-stem evoked potential
recording. Measurements were made at probe frequencies of 64, 76, 90, and 108 kHz. The data were
analyzed by fitting the rounded-exponent model of the auditory filters to the experimental data. The
fitting parameter values corresponded to the filter tuning as follows:QER ~center frequency divided
by equivalent rectangular bandwidths! of 35 to 36.5 andQ10 dB of 18 to 19 at all tested frequencies.
© 1997 Acoustical Society of America.@S0001-4966~97!00412-8#

PACS numbers: 43.80.Nd, 43.66.Dc, 43.66.Fe, 43.66.Gf@FD#

INTRODUCTION

The auditory system of dolphins demonstrates a number
of unique abilities, such as capability of underwater hearing
and echolocation, extremely wide frequency range, high sen-
sitivity, acute frequency tuning, precise spatial selectivity,
and high temporal resolution~rev. Au, 1993!. However,
many properties of the dolphin’s auditory system remain un-
certain.

In particular, data on frequency tuning are to be mea-
sured to higher accuracy. Several attempts were made to es-
timate the frequency tuning in dolphins. There were behav-
ioral experiments using the critical ratio and critical band
paradigms~Johnson, 1968; Johnsonet al., 1989; Au and
Moore, 1990! and tone masking~Johnson, 1971!. However,
the results were variable enough, perhaps since the complex-
ity of the behavioral method limited available data.

Later, the frequency tuning in dolphins was measured
using the evoked-potential method and tone masking~tuning
curves! paradigm. Several types of evoked potentials, par-
ticularly the auditory brain-stem responses~ABR! can be re-
corded in dolphins noninvasively without any surgical pro-
cedure and anesthesia. They were used to assess a number of
the dolphin’s hearing characteristics~Popov and Supin,
1985a,b, 1987, 1990a,b!, in particular, to obtain frequency
tuning curves~Supinet al., 1993; Popovet al., 1995!. These
studies have provided tuning curves for the dolphin’s hearing
in a wide frequency range. The data revealed very acute
tuning: Q10 dB index was as high as 16 to 20, although in
many other mammals and in humans this index, in similar
experimental conditions, was several times less.

Tone masking is a useful method to measure frequency
tuning; however, it has some disadvantages. Tuning curves
obtained in such a way may overestimate the frequency tun-
ing because of the off-frequency listening effect. This effect
arises because of responses of filters which are not centered
at the probe frequency. These side filters can have better
signal-to-noise ratio than the probe-centered filters. As a re-
sult, the tuning curve gets sharpened around its tip and does
not reproduce precisely the shape of the probe-centered filter.

To avoid this effect, other masking paradigms are used.

In particular, the off-frequency listening is little with the
two-tone masker. This masker consists of two tones on either
side of the probe frequency~Green, 1965; Patterson and
Henning, 1977; Nelson, 1979; Johnson-Davis and Patterson,
1979; O’Loughlin and Moore, 1981; Glasberget al., 1984!.
The method was used to study frequency tuning in dolphins
~Klishin and Popov, 1996!. However, it was found that
masking efficiency was markedly influenced by masker en-
velope fluctuation arising because of beats between two
tones. This effect caused no serious complications for studies
in humans since the beats were not perceived at two tone
separation exceeding 50–100 Hz. However, evoked poten-
tials in dolphins are capable of following fluctuation rates as
high as 2 kHz~Dolphin, 1995; Supin and Popov, 1995a!.
These responses to two-tone masker beats interfered with the
probe response and influenced the probe detection efficiency.

A popular method to study frequency tuning is the
notch-noise masking ~Patterson, 1976; Patterson and
Nimmo-Smith, 1980; Glasberg and Moore, 1990!. In this
method, the masker is a noise with a spectral notch~narrow
stop band! around the probe frequency. The variation of
masking threshold as a function of notch width can be used
to estimate the frequency tuning. Advantages of this method
are that~i! it effectively prevents the off-frequency listening
and ~ii ! the broadband masker has less prominent envelope
fluctuations than the two-tone one. In humans the notch-
noise masking was used in conjunction with ABR recording
~Abdala and Folsom, 1995!, although very low amplitude of
masked ABR in humans is not favorable for precise mea-
surements. In dolphins, ABR amplitude is an order of mag-
nitude higher than it is in humans, so using the notch-
masking technique in conjunction with ABR recording
seems reasonable.

In the present study, we estimated the frequency tuning
in a dolphin using the evoked-potentials method and the
notch-noise masking paradigm. Only simultaneous masking
was used because it was shown in dolphins that suppression
of a probe ABR lasts not longer than a few ms after the
preceding stimulus~Popov and Supin, 1985b, 1990a,b; Supin

3795 3795J. Acoust. Soc. Am. 102 (6), December 1997 0001-4966/97/102(6)/3795/7/$10.00 © 1997 Acoustical Society of America



and Popov, 1995b!. This makes it difficult to obtain deep
forward masking.

I. MATERIAL AND METHODS

A. Subject

The experimental subject was a young bottlenosed dol-
phin, Tursiops truncatus, female, 180-cm body length. The
animal was caught 2 months before the study and was
adapted to the holding and experimental conditions. The care
and use of the animal were made under regulation of guide-
lines established by the Russian Ministry of Higher Educa-
tion on the use of animals in biomedical research.

B. Experimental conditions

Experiments were carried out during the 1996 summer
season at the Utrish Marine Station of the Russian Academy
of Sciences~Black Sea coast!.

During the experiments, the dolphin was placed in a
bath ~430.630.6 m! filled with sea water. The animal was
supported by a stretcher so that the dorsal part of its body
was above the water surface. No surgical procedure, anesthe-
sia, or miorelaxants were used. Each experiment lasted 3–4
h, after which the animal was returned into the home pool.

C. Stimuli

Probe stimuli were 64-, 76-, 90-, and 108-kHz tone pips
with a cosine-wave envelope; i.e., the envelope was one
cycle of a function 12cos(2pt/t). Duration of the pip~co-
sine cycle! was 1 ms. This pip has a spectrum with the
equivalent rectangular bandwidth of around 1.5 kHz and the
210-dB bandwidth of around 2.5 kHz. Although probe spec-
trum as narrow as possible is desirable for frequency-tuning
studies, pips with longer rise–fall times are little effective to
produce ABR~Supinet al., 1993; Supin and Popov, 1995a!.
Probe intensity is indicated below as the effective sound
pressure.

Notch noise was digitally generated at a 500-kHz sam-
pling rate. The generation procedure involved steps as follow
~Fig. 1!. A desirable filter form was inversely Fourier trans-
formed to obtain the filter transfer function in the temporal
domain. Inverse Fourier transform of a power spectrum re-
sults in an infinite variety of transfer functions which have
different phase spectra. However, our pilot studies showed
that results did not depend on the phase spectra; therefore,
among all possible transfer functions, that composed of co-
sine components was always arbitrary chosen. The function
of such type is symmetrical relative to the central point~Fig.
1, trace 1!. This transfer function was used to filter a wide-
band signal which was a random digital sequence with the
sampling rate~Fig. 1, trace 2!. For filtering, the wide-band
signal was convoluted with the transfer function:

N~ t !5E
r 52T/2

r 5T/2

R~ t1t!F~t!dt, ~1!

whereN(t) is the obtained noise signal~Fig. 1, trace 3!, R(t)
is the random sequence, andF(t) is the filter transfer func-
tion, T is the integration range which was taken as large as

was necessary to reachF(t) values not exceeding a level of
260 dB re: maximum.

As to the used filter forms, they had a flat level in pass-
bands and zero level in stopbands. The outer cutoffs were at
12.5 kHz below and 12.5 kHz above the center frequency,
with 1-kHz ramps@Fig. 1, inset; Fig. 2~a!#. The notch of
1–12 kHz width was always centered at the probe frequency
and had 1-kHz ramps. The notch width is specified at the
26-dB level. Filters with no notch~zero notch width! were
used as well.

Of course, only long-term spectra of generated noise re-
produced precisely a given filter shape. The spectra of short
noise samples deviated from the filter shape because of ran-

FIG. 1. Notch noise generation procedure. 1—filtering transfer function;
2—wide-band signal~random digital sequence!; 3—filtered noise obtained
by convolution of signals 1 and 2.T—integration limit. All the curves are
digitally computed signals; arbitrary ordinate scale. Inset shows the filter
form used for computation~90-kHz center frequency, 5-kHz notch width!.

FIG. 2. Notch-noise spectral characteristics.~a! An example of digital notch
filter shape. The filter is centered at 90 kHz, notch width is 2 kHz.~b!
Fourier transforms~superimposed! of four randomly chosen digital samples,
each 2 ms long, of the notch noise obtained with using the filter shown in
~a!.

3796 3796J. Acoust. Soc. Am., Vol. 102, No. 6, December 1997 Popov et al.: Frequency tuning of the dolphin’s hearing



dom fluctuations inherent in noise@Fig. 2~b!#. Nevertheless,
even in short samples, narrow notches were noticeable: in
2-ms samples, notch depths were about220 dB at a 2-kHz
notch width and much deeper~down to 260 dB! at wider
notches. Noise bursts of 30-ms duration were generated with
their rise and fall functions being dictated by the filter trans-
fer function ~Fig. 3!.

During the experiment, the pregenerated digital noise
bursts were played using a 14-bit D/A converter. Probe and
masker were independently attenuated, mixed and emitted
through a piezoceramic transducer of 3 cm in diameter. The
transducer was placed in the bath at a depth of 30 cm, 1 m in
front of the animal’s head. The transducer frequency re-
sponse varied by 16 dB within the frequency range of 50–
120 Hz, however this variation did not exceed63 dB within
612.5-kHz bands~this is the noise bandwidth! and did not
exceed61.5 dB within 66-kHz bands~this is a maximal
notch width! around any of the tested center frequencies.

Intensity and frequency spectra of signals were moni-
tored through a hydrophone with a band pass of 150 kHz,
located near the animal’s head.

D. ABR recording

ABR recording was performed using plate electrodes 1
cm in diameter. They were attached to the body surface by
adhesive electrode jelly only. The active electrode was
placed in the dorsal part of the head, 6–8 cm behind the

blowhole, the reference one in the back near the dorsal fin,
both electrodes above the water surface. The recorded sig-
nals were amplified by 53104 within a passband of 200–
5000 Hz, digitized~sampling rate 20 kHz!, averaged and
stored in computer memory for subsequent analysis. Each
record was obtained by averaging one thousand sweeps.

During ABR collection, the masker and probe stimuli
were presented at a rate of 10/s. Since one and the same
noise sample was played repeatedly during the collection
procedure, special precautions were necessary to make mask-
ing effect independent of the particular noise fragment coin-
ciding with the probe. For this purpose, the probe was pre-
sented with varied delay relative to the noise onset, so the
probe coincided randomly with various parts of the noise
burst. The delay varied within the range of 5–25 ms with the
noise burst lasting 30 ms~Fig. 3!. ABR collection was co-
herent with probe presentations.

II. RESULTS

A. Experimental data

Successive stages of data collection and processing are
shown in Figs. 4–7. Figure 4 exemplifies ABR evoked by a
probe without a masker~a! and in the presence of various
maskers~b–d!. In the exemplified experiment, probe fre-
quency was 90 kHz and noise notch was centered at the same

FIG. 4. ABR suppression by masker.~a! Unmasked ABR evoked by a probe
stimulus of 90-kHz frequency, 80 dBre: 1 mPa level.~b! Response to the
same probe in the background of the no-notch masker.~c! The same with
1-kHz notch in the masker.~d! The same with 5-kHz notch. Masker levels
~dB re: 1 mPa2/Hz! are shown on the left.

FIG. 5. Response amplitude as a function of masker level with notch width
as the parameter~the same experiment as in Fig. 3!.

FIG. 3. Temporal diagram of probe and notch-noise presentation. 1 and
2—envelopes of the probe pip and a noise burst, respectively. Double-
headed arrow shows the time range where the probe pip could appear.

FIG. 6. Masker level required to a certain reduction of ABR amplitude as a
function of notch width~the same experiment as in Figs. 2–3!. The legend
shows ABR amplitude as a percentage of the unmasked response.
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frequency. As reported earlier~Popov and Supin, 1990a,b!,
ABR in dolphins are of very high amplitude as compared
with other mammals and humans: at optimal stimulus param-
eters, they may exceed 20mV. However, for frequency se-
lectivity measurements, we used probe stimuli of rather long
rise time ~cosine envelope duration of 1 ms! and of low
intensity. In the presented case, the probe level was 80 dBre:
1 mPa which was 20 dB above the threshold. Therefore,
ABR amplitude was rather low even without masking—
about 1mV peak-to-peak@Fig. 4~a!#.

The same stimulus in a masker background evoked a
smaller response@Fig. 4~b!–~d!#. As the masker level in-
creased, the ABR amplitude diminished until the response
disappeared in the EEG background noise. The masking de-
gree depended on the notch width. Even at a notch as narrow
as 1 kHz~c!, ABR amplitudes were slightly but noticeably
higher than with no notch~b!; i.e., the masking effect de-
creased. Further notch widening led to a further increase of
the ABR amplitude, i.e., to the decrease of the masking ef-
fect ~d!.

Near the masking threshold, ABR amplitude was com-
parable with the background EEG noise. This made it diffi-
cult to extract a characteristic ABR waveform for measuring
ABR amplitude with a satisfactory precision. In view of this,
the following measurement procedure was developed. A
cross-correlation function was calculated between the mea-
sured record and the standard record containing unmasked
ABR of higher amplitude. Since ABR of lower amplitude
had longer latency, this function peaked at a delay from 0 to
0.25 ms. This peak value was taken as a measure of ABR
waveform weight in the analyzed record. The auto-
correlation function of the standard ABR was also calcu-
lated; it gave the ratio between the correlation function peak
value and peak-to-peak response amplitude. Using this ratio,
the obtained values of cross-correlation functions were con-
verted to response amplitudes.

Figure 5 shows the results of ABR amplitude measure-
ments carried out as described above. It presents the ABR
amplitude as a function of masker level taking notch width
as a parameter. Unfortunately, we failed to avoid significant
data scatter. Nevertheless, the general tendency is obvious:
the wider the notch, the higher the masker level required to
reduce ABR amplitude to a certain value. Therefore, the next
step in the data processing was to present the masker level

required for a certain degree of ABR reduction as a function
of notch width. These functions are presented in Fig. 6 for
several degrees of ABR reduction, namely, for response am-
plitudes of 12.5%, 25%, 37.5%, and 50% of the unmasked
response. Since all the plots run mostly in parallel, we found
it possible to average them in order to reduce data scatter. In
the resulting plot, the noise level was expressed in dB rela-
tive to the level obtained at the zero notch. The result is
presented in Fig. 7.

Similar measurements and data processing were per-
formed for four center frequencies separated by quarter-
octave steps, namely 64, 76, 90, and 108 kHz. Frequencies
below 64 kHz were not tested since it was shown~Supin
et al., 1993! that irrespective of the stimulus rise–fall time,
ABR in dolphins is evoked by a short stimulus part with a
rather wide spectrum; therefore ABR is unsuitable for fre-
quency tuning measurements at frequencies below 64 kHz
where filter bandwidths may be narrower than the probe
spectrum. Frequencies above 108 kHz were not tested since
the next quarter-octave value~128 kHz! is near the upper
frequency limit of the bottlenose dolphin’s hearing; there-
fore, there is not enough room on the frequency scale for the
noise band. At all the center frequencies tested, the used
probe level was 20 dB above the ABR threshold correspond-
ing to 80–90 dBre: 1 mPa.

The data obtained for all the tested frequencies are sum-
marized in Fig. 7. The data pattern was regular enough: noise
level required for a certain degree of masking increased as
the notch in the noise widened. The increasing rate depended
on center frequency. All the plots have the same basic shape:
in the region of up to 6 kHz the data formed an essentially
straight line when plotted on these dB power versus linear
frequency coordinates; some of the plots tend to flatten in the
region below 2 kHz; at frequencies above 6 kHz all the plots
tend to flatten as well.

B. Data analysis

The plots shown in Fig. 7 have a shape typical for
threshold curves obtained in notch-noise masking experi-
ments in humans~Patterson, 1976; Patterson and Nimmo-
Smith, 1980; Moore and Glasberg, 1981; Pattersonet al.,
1982!. Thus it is reasonable to apply the models elaborated
in human psychophysics to the data described herein.

To describe auditory filter shapes in humans, a few mod-
els were suggested such as cubic rounded exponential
~Patterson and Nimmo-Smith, 1980! and rounded exponen-
tial ~roex, Pattersonet al., 1982!. The latter gives a rather
simple expression to describe the auditory filter shape. Ac-
cording to this model, the filter shapeW(g) has the form

W~g,r !5~12r !~11pg!e2pg1r , ~2!

whereg is the normalized frequency deviation from the cen-
ter of the filter. The termp determines the filter tuning in the
passband, and the termr approximates the shallow tail sec-
tion of the filter shape. Thus the power of notched masker
transmitted by each side of the filter when the notch is cen-
tered on the filter, that is the power transmitted beyond a
given g5N/2f ~N is the notch width andf is the center
frequency! is

FIG. 7. Averaged data on masker level as a function of notch width for four
center frequencies, 64–108 kHz.
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Pm~g!5E
g

L

W~g,r !dg

5~12r !@2/p1g!e2pg2~2/p1L !e2pL] 1r ~L2g!,

~3!

wherePm is the transmitted masker power andL is the inte-
gration limit which is necessary to keep the integral bounded
at rÞ0. When L@1/p ~i.e., e2pL→0) and r !1 ~i.e., 1
2r→1), the expression may be reduced to

Pm5~2/p1g!e2pg1r ~L2g!. ~4!

The dB ratioR between no-notch noise power (g50) and
notch-noise power transmitted by the filter is

R510 log~2/p1rL !210 log@~2/p1g!e2pg

1r ~L2g!#. ~5!

The last expression predicts how the masker level re-
quired for a certain masking degree depends on notch width.
To estimate frequency tuning on the basis of this model, the
lines drawn according to Eq.~5! were fitted to the data pre-
sented above. For each curve, the values of the parametersp
and r were found which minimized the mean-square devia-
tion of the predicted values from the data; the integration
limit L was chosen to keepf L512.5 kHz ~this is the half-
width of the noise!. The obtained lines are shown in Fig. 8 as
functions of notch width. The foundp and r values fitting
the experimental data are presented in Table I. Noteworthy
are high values of the parameterp which determines the
filter tuning. For all the filters, these values were from 140 to
146.

The underlying auditory filters are derived by substitu-
tion of the foundp andr values into Eq.~2!. The results are
shown in Fig. 9 which presents filter attenuation in dB as a
function of frequency. Being presented at the logarithmic
frequency scale, all the filters seems very similar, except
shorter dynamic range of the filter centered at 108 kHz
~higherr value!. Note that the filter shapes are symmetric by
definition because we restricted ourselves to conditions in
which the masker spectrum was symmetric about the center
frequency. This reduced the possibility of off-frequency lis-
tening and simplified the data analysis but did not allow us to
obtain any information on possible asymmetries in the audi-
tory filters.

An adopted metric of auditory filter tuning is the equiva-
lent rectangular bandwidth~ERB!. For the roex filter, ne-
glecting the parameterr , ERB is

WER54 f /p, ~6!

where WER is ERB and f is the center frequency for the
filter. Thus filter tuning defined as the center frequency di-
vided by ERB is

QER5 f /WER5p/4. ~7!

Another convenient measure of tuning is aQ10 dB value, that
is, the center frequency divided by the bandwidth at a level
of 210 dB. For the roex filter,Q10'p/7.78. Thus the found
values of the parameterp correspond toQER of 35–36.5 and
Q10 dB of 18–19~Fig. 10!.

FIG. 8. Predicted masker levels required to a certain masking degree as a
function of notch width, according to Eq.~4!, for four center frequencies,
64–108 kHz, as indicated.

TABLE I. Values of the best fitting parametersp and r .

Center frequency,
kHz p r

64 142.1 0.0002

76 145.9 0.0003

90 145.8 0.0002

108 140.4 0.0043

FIG. 9. Auditory filter shapes~roex functions! derived from the data for four
center frequencies, from left to right: 64, 76, 90, and 108 kHz.

FIG. 10. Filter tuning expressed asQER ~1! andQ10 dB ~2! as functions of
center frequency.
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III. DISCUSSION

A. Data representativity

The data volume in this study was restricted since only
one animal was available. Thus the representativity of the
data is limited. Nevertheless, we consider these data as
worthwhile to be analyzed because a large number of dol-
phins was rarely available for a particular study. However,
taken together, the results of such limited studies provide
important information.

B. Influence of probe bandwidth on frequency-tuning
measurements

The main difficulty associated with using the evoked
potentials in frequency tuning measurements arises from the
fact that these responses are evoked by transient acoustic
stimuli which feature broader frequency spectra than long
duration, slowly rising and falling stimuli. The probes used
in this study had rather narrow spectra~ERB of 1.5 kHz,
210-dB bandwidth of 2.5 kHz!. However, the problem is
that we do not know exactly which part of a stimulus is
actually effective in eliciting the evoked response. It may be
only a part of the stimulus which is shorter than the whole
stimulus and has a wider spectrum.

It was shown in our preceding study~Supinet al., 1993!
that even with a slowly rising and falling stimulus, only a
part of it was effective to produce ABR. The bandwidth of
this effective part was about 3.5 kHz at the210-dB level.
This was a reason why we tested frequency tuning only at
frequencies of 64 kHz and higher: according to the previous
study, at these frequencies, filter bandwidths are broader than
the effective probe spectrum. The results obtained herein
confirm this suggestion: the foundQ10 dB values of 18–19
correspond to bandwidths from 3.5 to 6 kHz at center fre-
quencies from 64 to 108 kHz, respectively. It is noteworthy
that all the found filters were of constantQ, i.e., the band-
width was proportional to the center frequency, whereas
probe spectra were of constant bandwidth at all frequencies.
Hence, we consider the found filter shapes as reflecting the
real frequency tuning of the auditory system.

C. Data relation to previous results

The presented estimations of frequency tuning are in
close agreement with previous estimations obtained in tone-
masking experiments~Supin et al., 1993; Popov et al.,
1995!. In those studies, theQ10 dB values were estimated to
be 16–20 in the high-frequency range~64–110 kHz!. In the
present study, theQ10 dB values were found to be 18–19.
Taking into account a possible data scatter, the coincidence
is very strict.

This coincidence was somewhat surprising since tone
masking data could be affected by off-frequency listening
whereas notch-noise masking data must not be noticeably
affected. Apparently, the off-frequency listening almost was
not manifested in the tone-masking experiments. It does not
seem impossible. First, the off-frequency listening could in-
fluence the very tip of the tuning curves whereas their tuning
sharpness was estimated at the 10-dB level. Second, contrary

to psychophysical threshold measurements, evoked re-
sponses are recorded at a certain level above their threshold.
At a suprathreshold level, the filter tuned to the probe fre-
quency gives higher response than side filters; this may make
evoked responses less sensitive to the off-frequency listen-
ing.

D. Comparison of frequency tuning in dolphins with
that in other mammals and humans

Thus both the previous and the present data indicate
very acute frequency tuning in dolphins, at least in the high-
frequency range. In the majority of studies in terrestrial
mammals and humans, the maximalQ10 dB values of
evoked-potential tuning curves were 4–6~Dallos and
Cheatham, 1976; Mitchel and Fowler, 1980; Harrisonet al.,
1981!; in rare cases the values greater than 10 were reported
~Brown and Abbas, 1987!, contrary to 16–20 in dolphins.

In humans, a number of data were obtained by use of the
notch-noise method, these data can be directly compared
with the data presented herein. Normally, the parameterp of
roex filters in humans was 20–50 depending on the listener’s
age, probe values, etc.~Pattersonet al., 1982; Glasberg and
Moore, 1984, 1990; Moore and Glasberg, 1995!, contrary to
about 140 in the dolphin.

Apart from these data, there is a large amount of psy-
chophysical data on frequency tuning of human hearing, ob-
tained in various experimental paradigms. To summarize
these data, several analytical expressions have been proposed
which describe ERB of the auditory filters as a function of
frequency. For example, a simple equation given by Glas-
berg and Moore~1990! may be used:

WER524.7~4.37f 11!, ~8!

whereWER is ERB in Hz, andf is the center frequency in
kHz. At high frequencies (f @24.7 Hz) it may be reduced to:
WER50.108f , thus QER5 f /WER59.3. This is almost four
times less than the corresponding values in dolphins.

Thus the data presented herein confirm the very acute
frequency tuning of the dolphin’s hearing. Suposedly, it may
be associated with the frequency range of their hearing
which is wider than 100 kHz. Indeed, both frequency tuning
and temporal resolution in the auditory system are limited by
passbands of peripheral filters. Acute frequency tuning re-
quires narrow passbands whereas temporal resolution re-
quires wide passbands. This contradiction becomes less im-
portant at high frequencies because the filter center
frequency f , passbandB and tuningQ are related as:Q
5 f /B. At high frequencyf , auditory filters can combine
high tuningQ with wide passbandB which renders transfer
of rapid sound modulations. Thus at high frequencies, acute
frequency tuning can be combined with high temporal reso-
lution. This possibility is realized in the dolphin’s auditory
system.
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Large liquid drops were deformed by an acoustic standing wave in a resonant air chamber called the
Drop Physics Module, which was carried on Space Shuttle Columbia as part of the second United
States Microgravity Laboratory mission. When this deforming force was suddenly reduced, the
drops executed free oscillations about a perfect spherical equilibrium. The complex frequency of
these oscillations was measured. The first results from a series of experiments are presented here.
Results for pure water compare favorably with fundamental theoretical predictions. Drops
containing aqueous solutions of soluble surfactants exhibited remarkable differences in both
frequency and damping, and these are explained phenomenologically by a discussion of the multiple
time scales introduced by the addition of surfactants. ©1997 Acoustical Society of America.
@S0001-4966~97!06611-3#

PACS numbers: 43.25.Uv, 43.25.Qp@MAB #

INTRODUCTION

STS-73~20 October–5 November 1995! was the seven-
teenth flight of the Space Shuttle Columbia. The primary
payload was the second United States Microgravity Labora-
tory, a Spacelab module housing a series of fluids and mate-
rials science experiments designed to take advantage of the
small ~;1026 g, or ‘‘microgravity’’! residual acceleration
afforded by low earth orbit. In the relative absence of ther-
mal and buoyant convection and their effects, surface tension
becomes the dominant fluid force, and ideal experiments can
be performed to provide absolute and rigorous tests of fluid
dynamic theories, which would be impossible on the ground.

In this Letter, we report the first results of liquid surface
characterization experiments using the acoustic environment
of a resonant chamber called the Drop Physics Module. The
Module facilitated positioning and manipulation of
centimeter-radius liquid drops in air. The aim was to study
the rheological properties of liquid drop surfaces on which
are adsorbed surface-active~surfactant! molecules, and to
infer surface properties, such as Gibb’s elasticity, and surface
dilatational viscosity, by using a theory which relies on
spherical symmetry to solve the momentum and mass trans-
port equations.1 The technique involves the acoustic squeez-
ing and release of the liquid drop, and the measurement of
the complex frequencyvn52p f n1 ian of shape modal os-
cillations, which becomes a function of surfactant type and
concentration. The Spacelab environment allows us to avoid

undesirable nonlinear effects~acoustic streaming, drop de-
formation, and strong acoustic field coupling! present in 1-g
experiments.2 These ground experiment effects cause
changes invn which can dominate those due to surfactant
effects, and render impossible a strict comparison with
theory.

I. THEORY

For a fixed liquid volume, a spherical shape minimizes
surface area and hence surface energy. An initially non-
spherical liquid drop will, when the deforming external force
is removed, execute free-decaying modal oscillations about
this stable spherical equilibrium. Classic theoretical studies
of the pure liquid problem are found in Ref. 3, the funda-
mental results being a family of eigenmodal frequenciesvn

for axisymmetric (m50) oscillations of drop shape de-
scribed by an expansion of the shape in spherical harmonics
Ynm(u,f). The primary contribution to the damping is the
presence of vorticity in the convective boundary layer near
the surface.

Recently, mass transport and interfacial rheology have
been studied using liquid drops and soluble surfactants.1,4 A
spherical liquid drop possessing a time-varying free surface
is an ideal laboratory in which to conduct sensitive studies of
surface-controlled flows. Any perturbation to the spherical
equilibrium shape increases its surface area in deformation-
dependent local regions of the surface. If a surfactant species
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~which produces a lower static equilibrium surface tension
than the pure liquid case! is present on the deformed surface,
a nonuniform surface concentration of that species develops.
Surface flows driven by the surface concentration gradients
will develop as the surfactant redistributes to achieve equi-
librium. Vortical flow in the surface boundary layer and
hence total dissipation is enhanced. The finite time scale de-
fined by the surfactant molecules’ surface diffusivity will
impart a net elasticity to the surface.

The effect of allowing surfactant mass transport between
the bulk and surface is to mitigate this otherwise~material
dependent of course! more dominant viscoelasticity present
in the case of an insoluble species on the surface. The ex-
change of dissolved surfactant material from the bulk to the
surface is a two-step, rate-limited process. For some surfac-
tants, the exchange is rapid: that is, both diffusion and sorp-
tion occur on a time scale short compared with surface dis-
turbances. For others, especially long-chain molecules, the
diffusive transfer rate can be the slowest step~diffusion-
controlled!, while for some protein molecules the adsorption/
desorption step can be the limiting factor~sorption-
controlled!. Thus both frequency and damping of the drops
eigenmodal shape oscillations will be altered by the mere
presence of a surfactant, and will be sensitive to the rate-
dependent mass transport effects to and from the surface.

In Ref. 1 relations are derived between the complex fre-
quency of the (n,m)5(2,0) ~quadrupole! oscillation mode
and the surface properties of an aqueous surfactant-bearing
drop. For a wide range of conditions, a limiting form is ob-
tained for v2

2' iv2*
2(11e1), where v2* is the Lamb fre-

quency for the quadrupole mode, ande1 is the complex first-
order correction term containing the surface viscoelastic
parameters and implicitly containing the diffusion/adsorption
mass transport relations. The model accounts for convection/
diffusion of a soluble surfactant, allowing for isothermal
sorption to occur between the diffusion boundary layer and
the surface. The major mechanical assumptions of the theory
are the requirement of a spherical equilibrium, axisymmetric
oscillation and negligible external field stress. While it is
possible to simultaneously satisfy only the first two on the
ground~a combination of acoustic and electric fields of high
strength can yield a spherical equilibrium for small drops!,
the present space experiments satisfy all three conditions.
Equally important is the fact that in ground-based experi-
ments the oscillation time scale is much shorter than the
diffusive time scale, and almost always much shorter than
the sorptive time scale. For the large drops described in the
present experiments, the frequencies of oscillation are low
enough that, by changing the type and concentration of sur-
factant, we can obtain either diffusion, sorption or mixed
time-scale control of the dynamics. Thus we can test param-
eter ranges of the theory which are inaccessible on the
ground.

II. DESCRIPTION OF THE MEASUREMENTS AND
TECHNIQUES

The module contains a rectangular resonant chamber at
one atmosphere pressure with inner dimensions~X, Y, and
Z! of 12.4 cm, 12.4 cm, and 15.2 cm, respectively. Custom

high-amplitude, titanium-dome acoustic loudspeakers were
used to drive a superposition of the three fundamental@~100!
X mode, ~010! degenerateY mode, and~001! Z mode#
plane-wave modes at approximately 1350, 1350, and 1130
Hz, respectively. The intersection of the pressure nodal
planes of each mode is a point at the geometrical center of
the chamber, toward which a drop will be forced by the
acoustic radiation pressure.5 Two video cameras positioned
along theZ and X axes were employed for simultaneous
orthogonal views. For zero or very low~,142 dB re: 20
mPa! acoustic pressure amplitudes, the drop shape remains
spherical. Our ambient conditions ranged from 139 to 142
dB, with the measured pressure balanced on all axes. The
relative phase of the degenerateX and Y signals was
switched from 90 degrees to 270 at approximately 15 Hz to
null unwanted rotation in the ambient state.

In a typical experiment run, the spherical drop is
squeezed by increasing the amplitude of theZ axis mode.
Then the ambient rotation, which might be about any axis, is
converted into rotation about theZ axis by appropriate duty
cycle control of the phase modulation of theX-Y speakers.6

This is a delicate procedure which is followed by a reduction
of the Z rotation to a minimal level. At this crucial stability
point, the amplitude of theZ axis mode is lowered to its
original value in a single step. This sudden relaxation of the
acoustic field to the conditions for a surface-tension-
dominated spherical shape produced ‘‘ringing’’ oscillations
of the drop about the spherical shape.

Spatio-temporal information was obtained from video.
Normal speed~30 fps! video was digitally analyzed frame-
by-frame to obtain the drop shape. Shape modal distribu-
tions, and the complex frequency of each participating mode
were obtained from the free decay data.

III. RESULTS

Figure 1 shows a single cycle of a free oscillation of a
2.5-cm-diam water drop in the Drop Physics Module. The
drop equilibrium shape was spherical to within less than 1%,
as was the axisymmetry. We were not always so fortunate—
oscillations for liquids with low surface viscosity were often
unstable to nonaxisymmetric oscillations, and a precession of
the axis of symmetry of the drop was also possible. Never-
theless, many drops exhibited nearly perfect, low amplitude
~2,0! mode oscillations. Figure 2 shows the change in radius

FIG. 1. Simultaneous side~above! and top view~below! of a single cycle of
a quadrupole~2,0! free oscillation of a pure water drop. Time is increasing
left to right. The equilibrium diameter is 2.5 cm, and the ambient sound
pressure level is 142 dB~re: 20 mPa! on all axes.
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along an azimuthal vector versus time for the drop in Fig. 1.
A slow 0.5-Hz rotation rate was imposed on the drop to
gyro-stabilize the symmetry axis. Table I compares the re-
sults for frequency and damping with the theoretical results
for pure water. Although the effect of the rotation on the
frequency is negligible~less than 0.1%, Ref. 7!, there may be
an additional damping due to enhanced vorticity induced by
the Coriolis effect.

Figure 3 shows three decay curves for 2.5-cm-diam
drops released from the same initial deformation. Drop~a! is
pure water. Drop~b! is water with 1.431024 g/ml of the
nonionic surfactant Triton-X-100 dissolved in the bulk,
yielding an equilibrium surface tension of 31 dyn/cm2. Drop
~c! is water containing 1.031025 g/ml of Bovine Serum Al-
bumin dissolved in the bulk, yielding an equilibrium surface
tension of 54 dyn/cm2. Both concentrations reported repre-
sent the ‘‘Critical Micelle Concentration’’ for each
surfactant.8 The amount of surfactant in both~b! and ~c! is
too small to affect bulk properties, yet both the frequency
and damping of the quadrupole oscillation are very different
from pure water.

IV. DISCUSSION

The phenomena shown in Fig. 3 can be explained by an
analysis of the time scales in the problem. During a quarter
cycle of the oscillation, the deviation from spherical equilib-
rium creates fresh surface locally. Since this will cause a
surface gradient in surfactant concentration, there will be a
retarding Marangoni stress or surface tension gradient oppos-
ing the motion. Excess vorticity in the convective boundary
layer is thus generated, and the resultant measurable damp-
ing of the normal mode will be increased. Surfactant mass
transfer from the sublayer to the surface can mitigate this

damping if ~a! both diffusion and sorption occur more rap-
idly than the convection, and~b! if there is a high enough
concentration of surfactant present in the sublayer~and the
bulk! to replenish the surface.9 This can be compared with
the case of an insoluble surfactant, where measurements of
normal mode damping on bubbles with adsorbed stearic acid
have exhibited a factor of 10 greater damping.10

For Bovine Serum Albumin, surface tension relaxation
measurements11 yield a ~concentration dependent! relaxation
time t1/2 of about 100 s for a drop solution at the Critical
Micelle Concentration, much longer than the period of shape
oscillations. Thus for these drop sizes and oscillation fre-
quencies, we expect the interface to exhibit a higher damping
rate. For the drop in Fig. 3~c!, the damping was 15 times that
of pure water. We see qualitatively different behavior for
Triton-X-100, which possesses short relaxation times~t1/2 is
on the order of a second, compared withtosc;0.5 s!. Even
though the surface tension is much less than that for the
Albumin protein~as evidenced by the lower frequency!, the
damping is not much different than water~about 1.7 times
that of water!. This is because Triton-X-100 at the Critical
Micelle Concentration is not only a rapid diffuser, but suffers
no sorption barrier such as Bovine Serum Albumin. At these
frequencies, the surface concentration remains nearly uni-
form, able to be replenished rapidly by molecules in the dif-
fusion boundary layer.

V. CONCLUSION

We have presented some selected results of over 100 h
of experimentation conducted during the flight of STS-73.

FIG. 2. The decay of the normalized azimuthal radius of the drop in Fig. 1
as a function of time. The data is sampled at 1/30 s. The results of fitting the
data to a decay functionalAe2at cos(2pft) ~whereA is the amplitude,a the
damping constant, andf the frequency! are a50.05360.001 s21, and f
52.7860.01 Hz.

TABLE I. Comparison of the measured frequency and damping for two different pure water drops~the 2.5-cm
drop is the same as that depicted in Figs. 1 and 2! to the theoretical values for water at 20 °C. The theoretical
values are the classic results.3

Water drop
diameter~cm!

Rotation
Hz

f measured

~Hz!
f theoretical

~Hz!
ameasured

s21
a theoretical

s21

2.0760.01 ,0.1ˆ x 3.6460.01 3.63 0.05160.001 0.047
2.5060.01 0.5̂ z 2.7860.01 2.73 0.05360.001 0.032

FIG. 3. Decay of the azimuthal radius for 2.5-cm-diam aqueous drops with
an initial deformation of approximately 20%:~a!; pure water;~b!, water with
1.431024 g/ml Triton-X-100 dissolved in the bulk;~c! water with 1.0
31025 g/ml Bovine Serum Albumin dissolved in the bulk.
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We continue to analyze video and microphone data for drop
sizes from 3 cc up to 14 cc in volume, and surfactant con-
centrations spanning two orders of magnitude in the context
of a theory1 which can incorporate the effects of mass trans-
port of surfactant. One of the goals of this research is to
validate the modelling approach for the ideal case, in order to
be able to extend the modelling to include the effects of a
constant high-amplitude acoustic field. This will allow us to
conduct research in earth-based levitators, where the acoustic
field necessary to hold the drop is of the order of 150 dB and
higher, resulting in both a static deformation and a nonlinear,
amplitude-dependent restoring force for oscillations which
can mask surfactant effects on the oscillations. Ultimately,
the acoustic technique described here will yield information
on surface diffusivity and frequency-dependent sorption rate
constants. Such information, incorporated into the theoretical
model, will allow the prediction of macroscopic rheological
effects in a practical situation from the specification of fun-
damental structural and transport properties of a given sur-
factant species.
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Natural frequencies of two-span beams have been studied in the presence of different amounts of
deterministic disorder~mistuning! arising from displacement of the intermediate simple support
~prop! to different locations away from its tuned~periodic! position. The two beam-segments are
assumed to be fully~strongly! coupled in the absence of any torsional constraint offered by the prop.
Conditions under which the beam systems with different end conditions and support locations have
the same natural frequencies have been identified and explained. Unlike the tuned multi-span beams,
the natural frequencies of disordered beams with extreme ends simply supported and clamped have
been found to coincide even when they do not belong to the same group~s! of natural frequencies.
The deflection mode shapes and the phenomenon of normal mode localization have been presented
and discussed for some specific prop locations. Conditions have been identified under which the
disordered beams can behave as ordered~tuned, periodic! beams and their normal modes become
perfectly collective with peak deflections exactly the same in both spans. Normal modes of fully
coupled multi-span beams can become and appear to be strongly localized only if they are strongly
disordered. Just as in the case of periodic beams, study of natural modes of two-span disordered
beams is also helpful in understanding the natural modes of disordered beams having more than two
spans. ©1997 Acoustical Society of America.@S0001-4966~97!05511-2#

PACS numbers: 43.40.Cw@CBB#

INTRODUCTION

In an earlier paper,1 natural frequencies and deflection
mode shapes were discussed for four-span uniform beams on
unequally spaced~disordered! simple supports. In the ab-
sence of any torsional constraint offered by the simple sup-
ports, the ends of beam elements resting on intermediate sup-
ports were fully ~strongly! coupled through a single
coordinate as the beam elements had only rotational degree
of freedom at their ends. The disordered beams considered
had arbitrarily chosen relative span lengths, 0.95–1.05–
1.05–0.95~symmetric! and 0.925–0.975–1.025–1.075~un-
symmetric!. The first groups of natural modes of these
beams, with the extreme ends simply supported~SS ends!
and clamped~CC ends!, were compared with those of
equivalent periodic beams resting on equally spaced simple
supports. The responses~moments and slopes! at the ends of
the unsymmetric beam executing free vibration are unequal,
unlike those for symmetric~and periodic! beams. The sym-
metric beams always behave like periodic ones, as far as
their end responses are concerned. The peak deflection ratios
~minimum/maximum! for the normal modes of the beam dis-
ordered unsymmetrically have been found to be quite low
~upto 0.15!, a value only slightly more than 0.1 below which
the systems are considered to be strongly localized.2

Deviation from perfect periodicity due to the irregulari-
ties can localize the modes of free vibration and inhibit the
free-wave propagation along the structure. During the last
decade, much work has been reported by Pierreet al.,2 Cai
and Lin,3 and Lustet al.4 ~to name only a few! on normal
mode localization in weakly coupled, weakly disordered
multi-span beams. It is well known that the systems that are
weakly coupled~beam resting on simple supports having

large torsional stiffness! are most susceptible to localization
even if they are slightly disordered. It is also well established
that the degree of localization depends on the disorder~beam
length deviation, as considered here! to coupling ratio. In
almost all the studies on normal mode localization in beam-
type systems conducted so far, only random irregularities
arising from manufacturing processes and material being in-
homogeneous have been considered. Large deliberate disor-
ders have to be introduced sometimes as an unavoidable ne-
cessity for mounting a machine and for passive vibration
control as mechanical filters.5 There is thus a need to study
the phenomenon of normal mode localization in strongly
coupled systems when disordered strongly. One of the aims
of this Letter is to discuss localization in such systems.

In the present study, which stems from the work re-
ported earlier,1 a model of a two-span continuous uniform
beam has been considered. Unlike Pierreet al.2 and Lust
et al.,4 the two spans are considered to be fully~strongly!
coupled in the absence of a torsional spring at the prop, and
a full range of deterministic disorder arising from the prop
moved to various locations between the extreme ends has
been covered. The variation of natural frequencies of the
beams having SS and CC ends has also been studied for all
locations of the prop when moved from mid-span to an ex-
treme end. The mode shapes and hence the normal mode
localization have been studied for some specific prop loca-
tion.

The present study is helpful in identifying the conditions
under which unsymmetrically mistuned~disordered! beams
can behave like a perfectly tuned~ordered! one, such that its
normal modes become perfectly collective. Although the
normal modes of strongly coupled and weakly disordered
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systems cannot be localized, it has been shown that the fully
coupled beam with very large deterministic disorder due to
length deviation can become strongly localized. When the
two-span beams vibrate in second and higher modes, it can
be visualised how they represent the modes of multi-span
beams of more than two spans that can be unsymmetric,
symmetric, and even periodic.

I. STRUCTURAL MODEL AND THE PARAMETERS
CONSIDERED

Consider a finite beam with an intermediate simple prop
at C and terminating at the ends A and B, where they may be
simply supported~as shown in Fig. 1! or clamped. The prop
is considered to be located at distancex from the left end A,
such that the beam of lengthl is divided into beam elements
of lengths l 1 and l 2 . The beam may be considered to be
uniform and of homogeneous material, such that its elements
can be treated as symmetric and linear. Natural frequencies
and the moments induced at all the supports of the two-span
(N52) beams may be computed as done earlier.1 The de-
flection mode shapes that are governed by the moments at
the ends of individual beam elements have been computed
by using the basic beam theory.6 The results are presented in
terms of nondimensional parameters. The beam lengthl and
that of its elementsl 1 and l 2 and the distancex of the loca-
tion of intermediate prop can be written asL(52), L1 , L2 ,
and X, respectively, when normalized in terms of average
element lengthl a(5 l /2) of the elements. ThusX varies from

0 to 2 as the prop is moved from end A to end B of the beam.
Obviously,L15X, L25(22X), l 1 / l 25L1 /L25X/(22X),
andX52(l 1 / l 2)/(11 l 1 / l 2).

The deviation of length from the periodic value, known
as the mistuning~or disorder! parameter, may be defined as
d5u12Xu, which is zero when the prop is at mid-span (X
51) and equal to 1 when the prop is moved to an extreme
end of the beam. It may be noted that the various parameters
have been normalized here with respect to the tuned-span
length l a , which is half the total length of the beam,l . The
degree of localizationA of a mode may be defined in terms
of the response ratio asA5ua/bu, wherea and b are the
maximum displacements in the spans having smaller and
larger response, respectively. Modes are said to be strongly
localized if A,0.1. The radian frequencyv can be nondi-
mensionalized in terms ofl a , mb , and EI such thatV
5v l a

2 (mb /EI)1/2, wheremb is the mass per unit length of
the beam having flexural rigidityEI.

II. NATURAL FREQUENCIES AND DEFLECTION
MODE SHAPES

The variation of SS and CC ends natural frequencies
with location of intermediate prop of two-span beams are
presented in Fig. 1 over the frequency rangeV50 – 61.67
which covers up to the second flexural mode of the beam
elements of average length,l a . The values of (X,V), d at
which the frequency curves do not coincide and coincide are
given in Fig. 1 and labeled as 1,2,...,8 and I, II, III, IV.
Deflection mode shapes of the actually tuned (d50), and
when the mistuned beams (dÞ0) behave like the tuned
beams for certain prop locations, are presented in Fig. 2.
Mode shapes of beams corresponding to noncoinciding and
coinciding peaks/troughs of natural frequencies are presented
in Fig. 2~a! and ~b!, and labeled as S. No. 1,2,3,...,8 and S.
No. I, II, III, IV, respectively, as in Fig. 1. The values of
(X,V), d andl 1 / l 2 for particular modes are also given in the
figures. From the symmetry of the frequency curves, as the
prop is moved fromx50 to 2, it may be noted that the range
X50 – 1 ~or d50 – 1! is sufficient, although it extends up to
X51.2.

A. Variation of natural frequencies with prop location/
mistuning

When the beam has SS ends and the prop is moved very
close to an end support, as in the present study, the beam will
behave like those having one end clamped and the other
simply supported~CS ends!. This will not be the case if the
prop is altogether removed or when it coincides/merges with
the end support. The natural frequencies of the beams with
the prop moved very close to an end are1

4 times those of the
tuned beam elements~X51, d50! with similer end condi-
tions. For instance,V53.85 and 5.95 corresponds toV
515.42 and 22.34 of the beam with CS and CC ends, re-
spectively~Fig. 1!. With slight displacement of the prop to-
ward mid-span, constraint offered by the prop increases and
so does all the SS and CC natural frequencies. Depending on
the mode of vibration, the SS and CC curves attain some
maximum values~peaks! and minimum values~troughs! as
the prop is moved to the mid-span,d50. To further elabo-

FIG. 1. Natural frequencies of the beams for different locations (X) of the
intermediate support and the mistuning~d!. 1,2,...,8, S. No. corresponding to
Fig. 2~a!; I, II, III, IV, S No. corresponding to Fig. 2~b!; ................., SS ends
natural frequencies, ----- CC ends natural frequencies.
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rate and have insight into the variation of normal modes with
prop location, SS natural frequencies of the second mode of
the first group may be considered, as follows.

For small values ofX ~hence larged! the beam segments
of spanl 1 and l 2 vibrate in the first and the second modes,
respectively, such that the maximum deflectionb of l 2 is
considerably higher as compared toa of l 1 . ~For large values
of d, the ratio ofa to b can be less than 0.1 and the modes
can thus be strongly localized,2 as discussed later.! As the
prop is moved further toward mid-span, the constraint and
the natural frequency attain maximum value atX50.667
(5 1

3 of the total beam length! andb anda become equal and
l 252l 1 . The beam AB vibrates in its third mode with the
prop located at its left nodal point; Fig. 2~a!. Although the
beam is mistuned due to the prop displaced from mid-span, it
behaves like a tuned one and has its modes collective. Fur-
ther displacement of the prop toward mid-span renders the
beam mistuned once again, until it reaches the mid-span (d
50) and is tuned. Variation of the rest of the frequency

curves can be understood in a similar way. All the peaks and
troughs of the frequency curves clearly correspond to the
natural frequencies of the beam with SS or CC ends and with
or without the prop at mid-span. Even the mistuned beam
behaves like a tuned one at these frequencies.

It is interesting to note that all the CC peaks and SS
troughs coincide, whereas the SS peaks and CC troughs do
not. It is easy to understand based on the knowledge of mode
shapes of the beams corresponding to the coinciding fre-
quencies; Fig. 2~b!. At the coinciding frequencies, the beam
with SS ends will always vibrate in a mode immediately
higher than that when it has CC ends. It may further be
pointed out that the coinciding SS and CC frequencies of the
disordered beam may or may not belong to the same group
of natural frequencies~S. No. III and IV, Fig. 1!, whereas
those frequencies of a tuned beam always belong to the same
group of natural frequencies~S. No. I and II, Fig. 1!.

B. Collective normal modes of disordered beams

The deflection mode shapes of the disordered~mistuned!
beams corresponding to the noncoinciding and coinciding
peaks/troughs of SS and CC frequencies that are presented in
Fig. 2~a! and ~b! are collective, just like those for the peri-
odic ~tuned! beams. Mode shapes of beams vibrating at non-
coinciding natural frequencies@Fig. 2~a!# are such that the
end conditions of the beam elements coupled at the prop are
similar to those at the extreme ends. Thus at the noncoincid-
ing frequencies, both the elements vibrating in identical or
different modes will have either both the ends simply sup-
ported or clamped; Fig. 2~a!. However, when the modes cor-
respond to the coinciding natural frequencies@Fig. 2~b!#, the
conditions at the coupled ends of the beam elements are dif-
ferent from those at the extreme ends of the beam. Thus at
the coinciding frequencies, both the beam elements vibrating
in identical or different modes will always have one end
clamped and the other simply supported, irrespective of the
extreme end conditions of the beams; Fig. 2~b!.

All the mode shapes for the specific prop locations con-
sidered are such that the slopes at the ends of the beams~or
moments for CC ends! are equal in magnitude but they are
either in phase or in anti-phase, depending on the modes
being anti-symmetric or symmetric, respectively. It implies
that the beams, which are unsymmetric due to the prop being
displaced to some specific locations away from the mid-span,
can behave like symmetric/periodic beams. This becomes
possible either~i! when the prop locations coincide with any
of the ‘‘pinned nodal points’’~points of zero moment! of
simply supported beams@Fig. 2~a!# and clamped beams@Fig.
2~b!# vibrating at noncoinciding and coinciding frequencies,
respectively, or~ii ! when the prop is located at such a point
that it provides ‘‘clamped nodal points’’~point of zero slope!
to the simply supported beams@Fig. 2~b!# and clamped
beams@Fig. 2~a!# vibrating at coinciding and noncoinciding
frequencies, respectively.

The mode shapes corresponding to SS and CC coincid-
ing frequencies for periodic (X51) and unsymmetrically
disordered~X50.714 andX50.556! beams are presented in
Fig. 2~b!. Just like the periodic beams~S. No. I and II! the
nonperiodic beams~S. No. III and IV! have SS and CC natu-

FIG. 2. Deflection mode shapes of beams vibrating in flexure corresponding
to natural frequencies of beams with SS and CC ends~a! noncoinciding,~b!
coinciding. (X,V), denotes the support location, frequency;d, the mistun-
ing; l 1 / l 2 , the span ratio.
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ral frequencies coinciding. Also, like the periodic beams of
symmetric elements, the ends of the disordered beams vibrat-
ing at coinciding frequencies always have their end re-
sponses equal in magnitude but they can be either in phase or
in counterphase. Therefore, it follows that the unsymmetric
beams can behave like symmetric and periodic beams when
the intermediate prop~s! have some specific locations. This
study is also helpful in understanding the phenomenon of
confinement of free waves and vibrations in periodically dis-
ordered systems, studied separately.5

The natural modes of beams may not be affected due to
the transfer of prop from one point to another one, provided
they are the pinned nodal points@see mode shapes at 2, (V
539.48) 5, 6, (V561.67) and II, IV~V549.96, CC ends!#.
It may also be understood that the presence of props at all
these nodal points will not interfere with the natural modes.
Except for the beams vibrating in the fundamental mode
~modes 1 and 7 and I, Fig. 2!, the rest of the beams, when
assumed to have simple supports at all the nodal points in
addition to the existing prop, can be considered to be multi-
span beams having upto five spans. Some of these are peri-
odic, others are disordered. The mode shapes studied here
also apply to these multi-span beams.

C. Localized normal modes of beams with large
deliberate disorders

Collective modes in two-span beams having specific de-
terministic beam length disorders have been discussed
above, and it has been shown that the disordered beams with
specific prop location can behave like ideally periodic
~tuned! beams. Except for the specific prop locations for par-
ticular modes, the beams will always behave as disordered
ones. The beam elements being fully~strongly but finitely!
coupled at the prop, the effect of small and very large disor-
der ~or mistuning!, which cannot and can strongly localize
the normal modes, respectively, are discussed next.

For mistuned prop locations other than the nodal points,
the modes will not remain collective but will be very weakly
localized in the presence of strong coupling, except when the
disorder is very large. As the prop is moved away from the
mid-span, the first and the second normal mode SS and CC
frequencies of various groups are lowered and raised, respec-
tively, and the coinciding SS and CC curves~see I and II and
d50, X51 in Fig. 1! for the tuned beam veer away, as
pointed out earlier by Pierreet al.2 Depending on the specific
prop location and mode of vibration, conditions similar to
these can occur due to further mistuning when the prop lo-
cations correspond to collective modes~3–5 and III and IV,
Fig. 1! of the mistuned beam. Further displacement of the
prop toward the end support continuously increases the dis-
order, with the result that spanl 1 becomes considerably
smaller thanl 2 . Situations like this that result in a large
amount of disorder can give rise to the normal modes that
appear to be strongly localized. Figure 3 shows the strongly
localized (A50.08) fundamental deflection mode shape of
strongly disordered beam withd50.56. Further increase ind
will lower the value ofA and hence the modes will be more
strongly localized. Just like the harmful effects of normal
mode localization in weakly coupled and weakly disordered

systems, high local response due to large deliberate~deter-
ministic! disorders will also be associated with high local
stresses, besides being useful for vibration isolation. Empha-
sis may be made to study the effect of deterministic disorders
without and in the presence of small random disorders/
imperfections. The effect of small random disorders on the
response of deterministically disordered structures in the
presence of different amounts of coupling and damping will
be of special interest and should be a topic of future research.

III. CONCLUSIONS

Natural frequencies and mode shapes of two-span finite
beams, simply supported and clamped at their ends, have
been studied for different locations of the intermediate
simple support. Just as in the case of periodic beams, the
study of natural modes of two-span disordered beams is also
helpful in understanding the natural modes of disordered
beams having more than two spans. When the intermediate
supports of disordered beams are located at certain nodal
points of the beam vibrating in flexure, it can behave like a
periodic beam. The normal mode frequencies of periodic
~tuned! beams with extreme ends simply supported and
clamped can occur in pairs and coincide only if they belong
to the same group, whereas the coinciding frequencies of the
disordered beams need not necessarily belong to the same
group.

The phenomenon of normal mode localization has been
studied in fully ~strongly! coupled beam-type systems with
deterministic span length disorder. For small amounts of dis-
orders, the normal modes of strongly coupled systems can
become only very weaky localized~which has no signifi-
cance in engineering structures!. The mistuned beam in the
presence of some particular amounts of disorders can behave
like a tuned system and its modes become delocalized~col-
lective!. Normal modes of fully coupled multi-span beams
can become and appear to be strongly localized only if they
are strongly disordered.
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FIG. 3. Deflection mode shape of fully coupled and strongly disordered
beam~d50.56,A5ua/bu50.08, andV56.0!.
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In this paper the extent to which the response of a linear cochlear model has the ‘‘minimum-phase’’
property is discussed, along with the topic of what it should mean when experiments confirm or
deny the validity of minimum-phase in the response of the actual cochlea. This paper shows that
short-wave, long-wave and three-dimensional cochlear models of the ‘‘classical’’ type, in which the
operation of the cochlear partition is described by alocal function ~namely, a driving-point
impedance! that produces a cochlear map~from frequency to place!, have a response that is
minimum-phase, or very close to minimum-phase. Conversely, when the response is found to be
non-minimum-phase, the best-fitting model cannot be a classical one. ©1997 Acoustical Society
of America.@S0001-4966~97!03012-9#

PACS numbers: 43.64.Kc, 43.64.Bt@RDF#

INTRODUCTION

Understanding the operation of the cochlea can be ap-
proached from~at least! two directions. In one strategy the
emphasis is on experimenting, and a very large variety of
stimulus signals are employed in order to separate and un-
ravel parts of the mechanism involved. In the other approach
a mathematical model of the cochlea is formulated, and the
computed response of the model is compared with results of
appropriately chosen experiments. An intermediate way is
possible, in which general properties of models are studied
and predictions are made as to what to look for in experi-
ments. The present paper attempts to follow this strategy. It
is discussed to which extent the response of a cochlear model
has the ‘‘minimum-phase’’ property, and what it should
mean when experiments demonstrate the validity or the ab-
sence of minimum-phase in the response of the actual
cochlea.

Consider a model of the cochlea in which the fluid in the
channels interacts mechanically with the cochlear partition,
and assume that the model islinear andstable. Many models
treated in the literature can be defined as ‘‘classical’’ models;
they have the property that the mechanical reaction of the
cochlear partition at the longitudinal locationx depends only
on the movements of the basilar membrane~BM! at thesame
locationx ~de Boer, 1991, 1996, 1997a!. For a linear model
this means that the mechanics of the partition is completely
described by thedriving-point impedanceof the partition.
Because the mechanical properties of the BM dominate over
those of other elements, it is usual to speak of theBM im-
pedance, and we will call it ZBM(x,v), wherex is the lon-
gitudinal coordinate andv the radian frequency. We assume
that ZBM(x,v) shows resonance for the radian frequencyv
at the locationxv which depends onv so that the model is
capable of transforming~mapping! ‘‘frequency’’ into
‘‘place.’’

In a classical model the BM impedance must be a real-

izable driving-point impedance, that is, theBM impedance
ZBM(x,v) and its inverse, theBM admittance YBM(x,v),
must both be physically realizable~the associated impulse
responses must not start before zero time!. This implies that
neitherZBM(x,v) nor YBM(x,v) can havepolesin the right
half of the complex s plane.1 This implies, too, that
ZBM(x,v) does not have zeros in the right-halfs plane.

Recently, ‘‘non-classical’’ models have appeared in the
literature ~Hubbard, 1993; Steeleet al., 1993; Geisler and
Sang, 1995!. In these models the mechanical reaction of the
cochlear partition~or of the BM! at one location is addition-
ally controlled by BM movements elsewhere, at other loca-
tions x. In such non-classical models the concept of BM
impedanceZBM(x,v) can formally be retained, by defining it
in terms of the quotient of the pressure~just above the BM!
p(x,v) and the BM velocitynBM(x,v). We will call this
impedance theeffective BM impedanceand denote it by
ZBM

(e f f)(x,v). The effective impedance can, of course, only be
found after the model solution has been computed. Because
this impedance is no longer determined bylocal mechanical
properties, it is no longer restrained to be a driving-point
impedance. And the effective BM impedance may not even
be a realizable transfer impedance, that is, this function or its
inverse, or both, may have poles in the right-half of the com-
plex s plane. Apart from this aspect of realizability, classical
and non-classical models are equivalent as has recently been
shown by the author~de Boer, 1997a!.

A concept that, in linear-filter theory, is related to real-
izability is that of ‘‘minimum-phase.’’ By definition, a
minimum-phase filter function has nozerosin the right-half
of thes plane. When a filter response is minimum-phase,the
phase delay produced by the filter is smaller than that of any
other filter that has the same amplitude-versus-frequency re-
sponse. A condensed proof of this property is given in the
Appendix. In a minimum-phase filter there is a unique rela-
tion betweenamplitude responseand phase response~both
considered as functions of frequency!, each of these is fully
determined by the other one, namely, via the Hilbert trans-
form. From the response of a filter that isnot minimum-
phase, a part can be isolated that has the characteristics of a
pure delay. That delay may depend on frequency, butis not

a!Note: The proof of Section I formed part of a poster presentation at the
1996 ARO Midwinter meeting~de Boer and Nuttall, 1996!.

b!Electronic mail: e.deboer@amc.uva.nl
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associated with variations of the amplitude with frequency.
In the case of the cochlea we have the situation where a

traveling wave is present which also shows a pronounced
frequency selectivity, and it is attractive to try to separate the
two aspects, wave propagation and frequency selectivity. Is
one fully determined by the other, and vice versa, or is there
some freedom? Such questions may be answered from a
deeper study of minimum-phase in cochlear models. In the
present paper the question is addressed:Does a model of the
cochlea have a minimum-phase response? It is found that the
property of minimum-phase is intricately connected with re-
alizability of the impedanceZBM(x,v) of the model as a
driving-point impedance. We will first consider aclassical
model. When, as is the case in a classical model,ZBM(x,v)
is a realizable driving-point impedance, the response of a
short-waveclassical model of the cochlea is minimum-phase
~Section I!. In good approximation, the response of along-
waveclassical model is also minimum-phase, and the same
is true for athree-dimensionalclassical model~Section II!.
In the case of anon-classicalmodel the effective BM im-
pedanceZBM

(e f f)(x,v) is not necessarily a driving-point im-
pedance. For this class of models the following is proven.
When the effective BM impedance does not have zeros in the
right-half of thes plane, the response is minimum-phase, or
very close to it, otherwise, it is not minimum-phase.

The theory described in this paper is based onlinear
models. Application of the results to experimental data is
only justified in those cases where the response of the
cochlea can be considered as linear or where nonlinear ef-
fects can be neglected. This is the case for stimulation of the
normal cochlea with extremely weak signals~say, below 30
dB SPL!, or for the cochlea in a dead animal. For higher
levels of stimulation nonlinear effects do appear. In those
cases one can resort to the use of noise bands as stimulus
signals and computing input–outputcross-correlation func-
tions ~ccfs!. The present author has shown that the ccf for
wide-band noise, determined for anonlinearmodel, is equal
to that of alinear model of the same structure with different
parameters~de Boer, 1997b!. The latter model is called the
‘‘comparison model’’ and the cited paper describes how it
has to be constructed. From experimentally determined ccfs
one can then derive the properties of the comparison model
~de Boer and Nuttall, 1997!. The results derived in the
present paper apply equally well to the comparison model
because it is linear. We repeat that one of the requirements
that the model has to meet is that it maps frequency to place.

I. THEORY: SHORT-WAVE CLASSICAL MODEL

Consider a classical linear model of the cochlea as de-
scribed in the Introduction. Two elongated fluid-filled chan-
nels are separated by a movable partition that is completely
described by its local mechanical impedanceZBM(x,v). That
impedance has to be realizable as a driving-point impedance
~see the Introduction!. Choose a long rectangular box for the
shape of the model. Assume that the height of the channels
~in the z direction! is ‘‘infinite,’’ i.e., so large that fluid
movements near the movable partition do not reach the upper
~or lower! wall of the channels; this is theshort-wavecase

~cf. de Boer, 1991, Section 2.3; de Boer, 1996, Section 5.2!.
Assume also that there are only waves going in one direc-
tion, from stapes toward helicotrema, i.e., in the direction of
increasingx. For this case the fluid pressurep(x,v) just
above the basilar membrane for a wave with radian fre-
quencyv obeys the following differential equation~de Boer,
1991, Eq. 2.3.n; de Boer, 1996, Eq. 5.2.3!:

dp~x,v!

dx
1

2vr

ZBM~x,v!
p~x,v!50. ~1!

Here,r is the density of the fluid. The solution to this equa-
tion is of the form

p~x,v!5p0 expS 2 i E
0

x

k~x8,v!dx8D , ~2!

where thelocal wave number k(x,v) is given by

k~x,v!5
22ivr

ZBM~x,v!
, ~3!

andp0 is a constant. To investigate the properties ofp(x,v)
as a function ofv at a fixed locationx is not simple because
p(x,v) is a function of bothx andv and Eq.~2! involves an
integration overx. Therefore, we have to assume some form
of relation between these two variables. Take the case where
ZBM(x,v) depends onx andv in such a way that a variation
of x can be offset by a variation ofv. In particular, assume
that place is logarithmically related to frequency. This
means that, whenx andv are varied in such a way that

u5
exp~2ax/2!

v
~4!

doesnot vary ~wherea is a constant parameter!, the imped-
ance changes only by a factor, namely, the factorv, and the
wave equation@Eq. ~1!# remains exactly the same. The re-
sponse pattern,p(x,v) as a function ofx, then retains the
same form, it is only shifted overx ~apart from a small
influence of the boundary condition atx50 upon the level!.
We assume that this property holds true for all values ofv,
even for complex ones, but for the moment we only consider
real values ofv. Applying the property to the value ofu
whereZBM(x,v) shows resonance, we find thatu5constant
reduces to the following expression:

v res~x!5v0 exp~2ax/2!, ~5!

wherev res(x) is the radian resonance frequency correspond-
ing to location x and v0 the radian resonance frequency
corresponding tox5 0. Under conditions of constantu,
variationsdx anddv of x andv are linked by

~a/2!dx52dv/v. ~6!

Combine this with Eq.~3! and substitute in Eq.~2!:

p~x,v!5p0 expS 2E
0

x 2 vr

ZBM~x8,v!
dx8D

5p0 expS 4

aEv0

v vr

v8ZBM~x,v8!
dv8D . ~7!

This relation can be interpreted in more than one way. If we
think in terms of resonance frequencies, the integration is to
be carried out fromv0 to v, i.e., over the range of radian
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resonance frequencies that corresponds to going from 0 tox.
Note, however, that the result is now solely a function ofv
at locationx, therefore, complex values ofv ~andv0) can be
considered too, and the full mechanism of complex-function
theory can be applied.

A filter transfer functionF(v) is defined as minimum-
phase when it has no zeros in the right-half of the complexs
plane. Equivalently, this is the case when its logarithm has
no poles in that half-plane. A realizable driving-point imped-
ance or admittance, like the BM impedance function
ZBM(x,v) or its inverse, has zeros nor poles in the right-half
of the s plane. The same is true for the end values of the
integration in Eq.~7!. Hence the logarithm of the function
@p(x,v)/p0# for the short-wave model has no singularities in
the right-half of thes plane, and the function@p(x,v)/p0#
itself is a minimum-phase function. The same applies to the
BM velocity vBM(x,v). Note that this holds true only when
ZBM(x,v) is a realizable driving-point impedance. In more
general terms,the response of a classical short-wave model
is minimum-phase when ZBM(x,v) has no zeros in the right-
half s plane.The only proviso is that there should be only
uni-directional waves in the model.

II. THEORY: LONG-WAVE CLASSICAL MODEL

Next consider the case in which it is assumed that the
height of the model is so small that the sound pressure at the
upper wall is only slightly smaller in magnitude than the
pressure just above the BM. This assumption leads to what is
called thelong-waveapproximation~de Boer, 1991, Section
2.2; de Boer, 1996, Section 4.2!. We will show that the re-
sponse of the classical long-wave model is also very close to
being minimum-phase. The equation for the long-wave
model reads~de Boer, 1991, Eq. 2.1.b; de Boer, 1996, Eq.
4.2.4!:

d2p~x,v!

dx2
2

2ivr

heffZBM~x,v!
p~x,v!50. ~8!

The parameterheff is the effective height of the model’s
cochlear channels. Take the Liouville–Green~or WKB! ex-
pression for an approximate solution~de Boer, 1996, Section
4.3!:

p~x,v!5p0~x,v!expS 2 i E
0

x

k~x8,v!dx8D , ~9!

where the local wave numberk(x,v) is given by

k2~x,v!5
22ivr

heffZBM~x,v!
, ~10!

andp0(x,v) is a slowly varying function ofx andv. Equa-
tion ~10! implies that singularities ofk(x,v) can only occur
in the quadrant where@1/ZBM(x,v)# has singularities. In a
classical model@1/ZBM(x,v)# has no singularities in the
right-half of thes plane becauseZBM(x,v) is a driving-point
impedance. The factor p0(x,v) is proportional to
@k21/2(x,v)# ~de Boer, 1996, Eq. 4.3.4!, and will have no
zeros in the right-half of thes plane either. Therefore, in the
Liouville–Green ~or WKB! approximation, the pressure

p(x,v) is minimum-phase, and the BM velocityvBM(x,v)
will be minimum-phase too.

However, theactual response of a long-wave model
may deviate somewhat from the Liouville–Green~LG! solu-
tion, and may show a small extra delay component. It is
unlikely that such a component can be detected in computed
model responses because the LG approximation is such a
‘‘good’’ one ~de Boer and Viergever, 1982!.

For the more general case of athree-dimensionalmodel
we can again start from the LG approximation~cf. Steele and
Taber, 1979; de Boer and Viergever, 1982!. Equation~10! is
replaced by a similar one~Eq. 6 in de Boer and Viergever,
1982!, in which k2(x,v) is replaced by a function that goes
to infinity as k(x,v) @compare the short-wave case of Eq.
~3!#. The same argumentation can then be used to show that,
in the LG approximation, the response of a three-
dimensional classical model is minimum-phase. Again, we
have to keep in mind that there should only be uni-
directional waves in the model.

III. IMPLICATIONS

The first theorem derived~Sec. I! implies that in the
short-wave classical model of the cochlea, when the cochlear
partition exhibits any particular form of resonance or filter-
ing involving a cochlear mapping from frequency to place,
the traveling time of the cochlear wave is entirely determined
by the type of resonance or filteringand has no component
that is specifically attributable to wave propagation without
resonance or filtering.2 Conversely, the type of resonance
exhibited by the model is so intimately interwoven with
wave propagation that it cannot be separated from it. The
same is true, within the Liouville–Green approximation, for
both the classical long-wave model and the classical three-
dimensional model~Sec. II!. In general terms this result can
be expressed by saying that it is not possible toseparatethe
parts played by wave propagation and frequency-specific fil-
tering from an analysis of the model response; one part can-
not be modified without affecting the other, and all details of
the response are due to the two processes involved. It is
repeated that all this holds true only for classical models.

For anon-classicalmodel the effective BM impedance
ZBM

(eff)(x,v) is not a ‘‘given’’ parameter which controls the
response. The effective impedance can only be computed
after the model solution has been obtained. This impedance
may turn out to have zeros~or poles! in the right-half of the
s plane. If that is the case, the response of the model may or
may not be not minimum-phase.3 In the converse sense, if
we would find the response of a cochlear model to be non-
minimum-phase, the BM impedanceZBM

(eff)(x,v) must have at
least one zero pair in the right-half of thes plane; that im-
pedance then cannot be realized as a driving-point imped-
ance, and the model must have been a non-classical one.

In the derivation it has been assumed that the cochlear
map is logarithmic@Eq. ~5!# over the whole range ofx. For a
model that is closer to reality, the mapping should be differ-
ent in the basal and apical parts. It should be clear, however,
that the major point of the derivation remains valid when a
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slowly varying function ofx is included in the transforma-
tion Eq. ~5!.

IV. DISCUSSION OF EXPERIMENTAL ASPECTS

From the foregoing discussion, one can understand that
the question of whether the response of the actual cochlea is
minimum-phase or not, relates to the problem whether the
operation of the cochlea is to be described by a classical or a
non-classical model. In experimental terms there is conflict-
ing evidence on this issue. De Boer and Nuttall~1996! re-
ported that input–output cross-correlation functions of the
cochlea ~measured from the basal turn of the guinea-pig
cochlea! can be matched very well by artificial response
functions fromminimum-phasefilters. This would mean that,
for this match to be obtained, it was not necessary to include
an extra~traveling-wave! delay. In different terms: the re-
sponse showed, within the accuracy of this analysis,
minimum-phase character. On the other hand, Recioet al.
~1997! reported that their ‘‘first-order Wiener kernels,’’
which they measured in the basal turn of the chinchilla co-
chlea, and which are equivalent to input–output cross-
correlation functions, are non-minimum-phase. It may be
that the matching technique employed by de Boer and Nut-
tall ~1996! has been too crude, or that the analysis by Recio
et al. ~1997! is in error. At any rate, in digital signal process-
ing minimum-phase analysis is a difficult and tricky
procedure.4 To confound the issue more, de Boer and Nuttall
~1997! reported that the effective BM impedance, which they
derived by ‘‘inverse analysis’’ from their experimental data,
shows clear signs of containing a non-realizable component.
This property would entail that the cochlear response is non-
minimum-phase. And in its turn this property would imply
that the cochlea functions according to a non-classical
model. Further study in this field is clearly indicated.

ACKNOWLEDGMENTS

The author is grateful to Luc-Johan Kanis~Amsterdam,
Neth.!, Fred Nuttall ~Portland, OR!, Alberto Recio~Evan-
ston, IL!, and Christopher Shera~Cambridge, MA! for their
contributions in lively and fruitful discussions on the theme
of this paper. In addition, Christopher Shera refined the au-
thor’s understanding of the long-wave case~Section II! and
the handling of non-minimum-phase responses. Two anony-
mous reviewers are gratefully acknowledged for their sug-
gestions to improve the clarity of the text. This study was
carried out as a sequel to Project No. SLW 01.011 of NWO
~The Netherlands!.

APPENDIX: THE MEANING OF ‘‘MINIMUM-PHASE’’

Consider a given response functionF(v), and consider
all realizable response functionsGi(v) ~i 50,1,2,3, . . .! that
have the same magnitude asF(v). Take one such function
Gi(v). It is characterized by a specific pole-zero pattern in
the complexs plane in which all poles and zeros occur in
conjugate complex pairs, and the pole pairs are in the left-

half of thes plane. Assume that one pair of conjugate com-
plex zeros is added in theright-half of thes plane. Then, this
pair must be offset by a pole pair in theleft-half of the s
plane,symmetricallylocated with respect to the imaginary
axis, in order to ensure thatuGi(v)u remains the same. The
added zero- and pole pairs together represent an all-pass fil-
ter that implies a~possibly frequency-dependent! delay.
Hence by the addition of such a combination of a pole and a
zero pair the phase lag ofGi(v) will always increase.

Therefore, the functionG0(v) that hasno zeros in the
right-half of thes plane is the one that has thesmallestphase
lag among all functionsGi(v) with uGi(v)u5uF(v)u. The
functionG0(v) is, by definition, a minimum-phase function.
The logarithm of a minimum-phase function has no singu-
larities in the right-half of thes plane, and that is the prop-
erty used in the proof in the main text.

1The complexs plane is defined so that for realv, s equalsiv.
2In the case where the cochlear partition does not show resonance, our
derivation does not apply, and we have the trivial case of ‘‘pure’’ wave
propagation.

3This depends on the sign of the integral in Eq.~7!.
4Minimum-phase analysis is only useful whenall signals involved are
narrow-band signals. For a minimum-phase response the phase function
corresponding to a given amplitude function is the Hilbert transform of the
logarithm of the amplitude. First, this logarithm is not guaranteed to be a
narrow-band~or even a low-pass! function, and second, the kernel of the
Hilbert transform does not have a finite energy. Both factors can easily lead
to divergence problems in digital computations, and one should always be
aware of these pitfalls.
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ERRATA

Erratum: ‘‘Elasto-acoustics of a two-dimensional strip
by a hybrid method’’ [J. Acoust. Soc. Am. 102, 955–967 (1997)]

Michael El-Raheb
The Dow Chemical Company, Midland, Michigan 48674

~Received 18 August 1997; accepted for publication 21 August 1997!

PACS numbers: 43.40.Dx, 43.40.Rj, 43.10.Vx@CBB#

@S0001-4966~97!06712-X#

The caption of Fig. 7 should read:

FIG. 7. Center point impedance of flat rectangular plate withn50, ~3-D! analysis, l x51 m, l z52 m, (xb , zb)
5~0.5 m,21 m!, (xf ,yf ,zf)5~0.5 m, 1 m,21 m!.

The purpose of Fig. 7 is an attempt to reproduce the~1-D! acoustic impedance in Fig. 5 by computing the~3-D!
impedance of a rectangular plate oscillating with finite wave number alongx and translating alongz. To approach the~1-D!
asymptotic values in Fig. 5,l z was increased from 1 m for the square plate in Fig. 6 to 2 m for the rectangular plate in Fig. 7.
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Tuning process of xylophone and marimba
bars analyzed by finite element modeling
and experimental measurements [43.75.Kk,

43.40.Cw]

J. Bretos and C. Santamarı ´a
Departamento de Fisica Aplicada II, Universidad del Pais Vasco,
Apdo. 644-48080 Bilbao, Spain

J. Alonso Moral
Conservatorio Superior de Música de Bilbao ‘‘Juan Crisóstomo de
Arriaga,’’ Bilbao, Spain

The natural frequencies of a constant section bar and two types of undercut
bars (with parabolic and rectangular outlines) have been calculated by
finite element modeling (FEM) and compared with experimental measure-
ments. With these undercuts, two different tunings were achieved for the two
first partials, the 1:4 relationship between them (marimba bars) and the 1:3
case (xylophone bar). The agreement between the calculated and measured
data is good. Thus, finite element analysis can be considered as a good tool
to study the tuning of this kind of musical instrument. © 1997 Acoustical
Society of America.@S0001-4966~97!06912-9#

Finite element modeling~FEM! can be useful to study certain musical
problems. An example is the tuning of xylophone-like instrument bars. This
work offers a brief report on FEM calculations of three cases of bars with
different shapes using the ABAQUS software~Hibbit, Karlsson & So-
rensen!. Figure 1 plots the meshes corresponding to the three types of bar
analyzed. The length (L), width (b), and height (h) of the three bars stud-
ied wereL5330 mm, b534 mm, andh518 mm, respectively, which are
the typical geometrical parameters of bars used by xylophone makers. Cases
~b! and~c! show nonconstant section bars with a parabolic undercut~case b!
and a rectangular undercut~case c!. Thus, the undercut must be character-
ized by its length (Lu) and its height (hu).

Regarding the mechanical parameters required by FEM~density and
elastic constants! the bars were modeled as made of a special kind of wood,
the lophera alata azobe.1 This variety of wood is similar to those used for
xylophone and marimba bars~palissandre, rosewood,...! and all of them are
characterized by their high density and stiffness.2 The specific values for the
density and elastic constants of this wood are as follows:r51020 kg/m3;
Young moduli: E1519.2 GPa,E254.7 GPa, andE352.9 GPa; Poisson
moduli: n12 , n1350.03;n2350.3; shear moduli:G1252 GPa;G1351.4 GPa,
and G2350.96 GPa. The sub-indices 1, 2, 3 are related to the direction—
parallel, radial, and tangential—to the grain, respectively.

The meshes defined for these types of bars contain 668 nodes belong-
ing to 150 elements. The elements are solid elements with second order of
integration. Analysis consisted of the extraction of the natural eigenmodes
of the bars, calculating their corresponding frequencies. Table I shows the
values of the frequencies calculated for the constant section case and the two
different undercuts and a set of labels corresponding to the type of natural
eigenmode associated with each frequency. These labels areFYi for flexural
or bending modes in theOY direction;FZi for flexural or bending modes in
the OZ direction; andTi for torsional modes. The most important eigen-
modes for musical purposes will obviously beFYi , because in xylophone
bars they are the most easily excited by the beat of the mallets. Moreover,
their natural frequencies are tuned into harmonic relationships to achieve a
dominant periodicity.3

In this sense, it can be observed directly that these undercuts were
designed to achieve two different tunings. On the one hand, in the case of
the parabolic outline the first and second natural frequencies~of FYi eigen-

modes! have a double-octave relationship ('1:4), like the case of a ma-
rimba bar.3 On the other hand, the rectangular-undercut bar features a rela-
tionship of an octave and a fifth between the two first frequencies
('1:3), like the case of a xylophone bar.3 The main aim of this work was
therefore to achieve, by means of finite element analysis, the two most
important types of tunings in the xylophone family using two different types
of geometrical outline.

Table I also offers a comparison of the calculated frequencies with
experimental values obtained from wooden bars with the same mechanical
and geometrical parameters as those used in the FEM. The latter measure-
ments were accomplished using an experimental setup described in an ear-
lier publication.4 The tight agreement between them can be easily checked.
Thus, for the constant section bars, the differences between the experimental
and numerical results (d f i) are less than 3% for all types of natural eigen-
modes. In the special case ofFY eigenmodes the differences are less than
0.1%.

In the case of the parabolic undercut, the geometrical outline chosen
was that afforded by finite element analysis to tune this bar in the E4 tone
~330 Hz! with the 1:4 harmonic relationship between the first overtone and
the fundamental. The length and height of the undercut were 0.5L and 0.55
h, respectively~Fig. 1!. The experimental value for the fundamental fre-
quency was 326.2 Hz, 1.2% lower than the frequency associated with E4 .
The agreement between experimental and numerical results for frequencies
holds for all types of natural eigenmode~the highest deviation is22.76%
and is observed for the firstFZ eigenmode!. Thus, the agreement for theFY
eigenmodes is specially good, because only deviations of less than 1.2%
were encountered.

Finally, the rectangular undercut is characterized by a lengthLu

50.50L and a heighthu50.53h. These parameters define the geometrical
design given by the finite element modeling to tune the initial constant

FIG. 1. Meshes defined for the finite element modeling:~a! constant section
bar; ~b! parabolic undercut bar;~c! rectangular undercut bar.
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section bar into the C4 musical tone with a 1:3 harmonical ratio between its
first two partials~or FY-eigenmode frequencies!. Comparison of the nu-
merical and experimental data leads to successful results similar to those
found for the parabolic-undercut bar. Thus, the deviations are less than
1.1% forFY eigenmodes.

The good results of this type of FEM calculations can also be seen
from Fig. 2. The figure compares the values calculated in the present work
for the f 2 : f 1 relationship of gradually undercut bars with a rectangular
outline and the values reported by Summerset al.5 for the same cases:
rectangular-undercut with a constant lengthLu50.25L and an increasing
height hu from 0 to 0.6h. In this figure the good agreement between the
numerical and experimental data can be observed, except for the values
relating to the highest undercut length fraction~or height of undercut!.

In the light of the above, finite element modeling can be said to be a
good tool to describe the carving process used to tune bars used in xylo-
phones and similar musical instruments. This numerical method may thus
offer an alternative method to the mathematical algorithms successfully used
by other authors for the same purposes.5,6

1D. Guitard,Mecanique du materiau bois et composites~Collection Nabla,
Cepadue-Editions, Toulouse, France, 1987!.

2D. Holz, ‘‘Investigations on Acoustically Important Qualities of
Xylophone-Bar Materials: Can We Substitute Any Tropical Woods by
European Species?,’’ Communication to the International Symposium on
Musical Acoustics, Dourdan, France~VIII-95 !.

3N. H. Fletcher and T. D. Rossing,The Physics of Musical Instruments
~Springer-Verlag, New York, 1991!, Chaps. II and XIX.

4J. Bretos, C. Santamaria, and J. Alonso-Moral, ‘‘Frequencies, input admit-
tances and bandwidths of the natural bending eigenmodes in xylophone
bars,’’ J. Sound Vib.203~1!, 1–9 ~1997!.

5I. R. Summers, S. Elsworth, and R. Knight, ‘‘Transverse vibrational
modes of a simple undercut beam; an investigation of overtone tuning for
keyed percussion instruments,’’ Acoust. Lett.17~4!, 66–70~1993!.

6F. Orduña-Bustamante, ‘‘Nonuniform beams with harmonically related
overtones for use in percussion instruments,’’ J. Acoust. Soc. Am.90,
2935–2941~1991!.

FIG. 2. Calculated values for the ratio between the frequencies correspond-
ing to the two first naturalFY eigenmodes of rectangular undercut wooden
bars performed versus the length and height of the carving~———: fitting
of numerical results obtained in this work by FEM;s, ,: first and second
set of experimental measurements of Summerset al.5!.

TABLE I. Values for the natural frequencies of a constant section bar, a
parabolic undercut bar, and a rectangular undercut bar calculated by finite
element modeling and experimental measurements.

f i ~Hz!
exp

f i ~Hz!
FEM d f i ~%!

Mode
type

f i : f 1

exp.
f i : f 1

FEM

Constant
section
bar

720 719.1 20.13 FY1

1560 1559.2 20.05 T1

1880 1880.1 0.01 FY2 2.61 2.61
3011 3045.7 21.15 FZ1

3240 3142.8 23.00 T2

3440 3436.1 20.11 FY3 4.78 4.78
4856 4770.5 21.76 T3

5232 5239.4 0.14 FY4 7.27 7.29

Parabolic
undercut
bar

326.2 330.0 1.16 FY1

809.4 816.2 0.84 T1

1153 1121.2 22.76 FZ1

1291 1306.7 1.22 FY2 3.96 3.96
2875 2825.3 21.73 FZ2

2878 2882.0 20.14 FY3 8.82 8.73
3233 3205.5 20.84 T2

4368 4356.1 20.27 T3

4488 4502.6 0.33 FY4 13.8 13.6

Rectangular
undercut
bar

290.5 293.6 1.07 FY1

712.0 705.8 20.87 T1

893.8 890.0 20.43 FY2 3.08 3.03
••• 1059.3 ••• FZ1

2000 1993.5 20.32 FY3 6.89 6.79
2312 2239.5 3.14 T2

3632 3654.8 0.63 FY4 12.5 12.5
4224 4182.4 20.98 T3

4620 4495.0 2.78 FZ3

4848 4822.2 20.53 FY5 16.7 16.4
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Vibrational modes of two violins [43.75.Ef, 43.40.Dx, 43.75.Yy]—
Mark A. Roberts, Physics Department, Northern Illinois University,
DeKalb, IL 60115, August 1997 (MS).Using electronic TV holography, the
vibrational motion of two violins has been studied and the normal modes of
vibration determined. These normal modes are determined by the coupled
motion of the top plate, back plate, enclosed air, ribs, neck, fingerboard, etc.
In this investigation, the normal modes were excited in three ways: with an
oscillating force applied to the violin bridge; with an oscillating internal
pressure; and with the sound field of a loudspeaker. As a help in understand-
ing the normal modes of vibration, the air cavity modes were determined
with the top and back plates held stationary with sand bags. The most
strongly radiating mode in the frequency range below 1000 Hz in both
violins was the C3 mode around 530 Hz. Some modes appeared as doublets.
In one violin, for example, longitudinal~0,1!-type air motion within the
violin body was the basis of a pair of modes at 473 and 825 Hz.

Thesis advisor: Thomas D. Rossing.

Linear and nonlinear properties of cochlear transduction—
Application of a nonlinear system identification technique
[43.64.Bt, 43.64.Jb, 43.64.Ri]—Geetha Krishnan,University of Kansas
Medical Center, Department of Hearing and Speech, Kansas City, KS, June
1995 (Ph.D.). Contact address: 1517 Ridgeview Dr., Louisville, CO 80027.
E-mail: geetha@cs.cmu.edu.A new system identification procedure is used
to characterize linear and nonlinear cochlear processes using transient
evoked otoacoustic emissions~TEOAE! data. In this technique, a computa-
tional model of the system is first developed. From the measured input and
output data, spectral density functions and multiple coherence functions are
calculated. The coherence functions allow the characterization of linear/
nonlinear processes as a function of frequency. Summation of linear and
nonlinear coherences provide a goodness-of-fit of the chosen model.
TEOAE were recorded from 11 adults with normal hearing using FIR pulse
as stimulus. Third- and fifth-order polynomial models were used to model

the data and the results indicate that the fifth-order model is a better fit to the
TEOAE data. Two-tone simulation experiments were performed using the
identified systems from the third- and the fifth-order models to obtain pre-
dictions of 2f 12 f 2 distortion products for a variety of stimulus param-
eters. Some behaviors of the predicted distortion product (ADPm) from the
fifth-order model were consistent with ADP behaviors in the literature. This
finding suggests a common generator for TEOAEs and ADPs. It is con-
cluded from this study that this system identification procedure is a viable
approach to the study of cochlear transduction.

Thesis advisor: Mark E. Chertoff.

Acoustics of long enclosures [43.55.Br, 43.55.Fw, 43.55.Hy,
43.38.Tj]—Jian Kang,The Martin Centre, University of Cambridge, 6
Chaucer Road, Cambridge CB2 2EB, United Kingdom, November 1996
(Ph.D.). The aim of this research is to develop theories for a better under-
standing of the behavior of sound in long enclosures and to provide guide-
lines and prediction models for practical design. The thesis is in four parts,
namely theory, scale modeling, speech intelligibility, and prediction. In Part
1, the usefulness of existing formulae for calculating the sound attenuation
along the length is examined; formulae for calculating the reverberation
time in rectangular long enclosures are derived; and a theoretical/computer
model considering multiple sources is developed. It is demonstrated that the
reverberation time varies systematically along the length, and at a receiver
the reverberation time can be significantly increased by adding sources be-
yond a single source. In Part 2, the effectiveness of architectural acoustic
treatments in long enclosures is analyzed based on a series of scale model
measurements. The effectiveness of diffusers for increasing the sound at-
tenuation along the length is proved. In Part 3, a series of articulation tests
is described based on English, Mandarin, and Cantonese languages using
loudspeaker sources. For a constant speech transmission index, it is found
that the speech intelligibility in long enclosures is typically higher than that
in regularly-shaped~i.e., quasi-cubic! rooms. The results also show some
differences in speech intelligibility among the languages. In Part 4, a com-
puter model is developed for predicting acoustic indices in long enclosures.
As a subprogram, a model for predicting the temporal and spatial distribu-
tion of train noise in underground stations is also produced. The models
have been validated in actual underground stations.@Work supported by
ORS, COT, and MTRC.#

Thesis advisor: Rafal J. Orlowski.
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